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Abstract

This article pays to prove that the number of times that the projections 
from some angles in filtered backprojection image (which are equally 
spaced) can be calculated by the surface area of the convex body 
and (symplectic) Holmes-Thompson volume in notions of Fourier 
transform, Finsler metrics and Minkowski spaces. For this purpose, 
these parameters are calculated by the surface area of a convex body 
of the corresponding projective spaces and Holmes-Thompson volume 
in notions of integral geometry (Radon and Fourier transform), Finsler 
Geometry (and Minkowski spaces) and symplectic geometry. This lead 
to some correspondence between basic notions of medical imaging 
such as the projections from some angles which are equally spaced, 
the number of times that the projections from some angles which are 
equally spaced, the low image correctness, and the notions of Finsler 
geometry.
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1. Introduction

	 Medical imaging has led to a modern medical revolution in various ways. Many efforts 
have been made in this field since 1901 to date, [1-3]. The mathematical concepts of medical 
imaging are based on linear integrals and Fourier transforms, followed by the Radon transform, 
[4]. In fact, Radon transformation gives us a method for obtaining a Fourier transform of a 
function given by a density of its line integral.

	 On the other hand, many problems in geometry and physics can be easily solved by a 
change of viewpoint. For example, if one considers the line, or the plane, instead of the point 
as the basic object of geometry, the outlook changes completely. This change in viewpoint 
leads naturally to integral geometry. This paper is concerned with some analogy of various 
classical formulas from integral geometry and its relation with Finsler geometry and symplectic 
geometry.

	 This deep connection between these three geometries takes place by the type of volume 
named as Holmes-Thompson volume [5], which its ties to convex geometry, integral geometry, 
and Finsler geometry. The other advantage of working with Holmes-Thompson definition is that 
there is a remarkably simple formula for the Holmes-Thompson area density of a Minkowski 
space in terms of the Fourier transform of its norm [6-8], which is the main object in this 
paper.

	 Section 2 of this paper contains some preliminaries about Minkowski spaces, Finsler 
geometry and Integral geometry to cover all the key concepts in its entirety. Section 3, is about 
basic medical imaging concepts, too. In the sequel, the application of the triple chain of three 
geometries in financial markets has been proposed.

	 The proposed methodology, results in the calculation of the number of times that the 
projections from some angles in filtered backprojection image which are equally spaced in 
concepts of the surface area of the convex body and (symplectic) Holmes-Thompson volume 
in notions of Fourier transform, Finsler metrics and Minkowski spaces. This fact has been 
proved in Theorem 1.

2. Basic Geometric Concepts 

		  Let V  be vector space and [ ): 0,j → ∞V  be a norm that is smooth outside the 
origin. Set 

2

2
j

=L  and consider the exterior derivative of L , dL , as a map from { }\ 0V  to 
{ }\ 0∗V . The norm j  is said to be a Minkowski norm if dL  is a diffeomorphism. For any 

nonzero vector ∈v V , there is an invertible linear map ( )( )( ) : ∗→v dL vD dL v TV T V . In fact, 
using the natural identification of vTV  with V , and ( )

∗
dL vT V  with ∗V , it may be think of 

( ) : ( )( )j =g v D dL v  as a (symmetric) bilinear form on V : 1 2 1 2( )( , ) : ( ( )( )( ))( )j w w w w=g v D dL v
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. The norm jg  is a Minkowski norm if and only if jg  is positive definite. 

	 When the vector v  belongs to the unit sphere, structure ( )jg v  denoted as the osculating 
Euclidean structure at v  and the ellipsoid { }: : ( , ) 1jw w w= ∈ =vE V g , as the osculating 
ellipsoid at v . A smooth hypersurface in a finite-dimensional real vector space V  is said to be 
quadratically convex if its osculating quadrics are all ellipsoids. A vector space V  provided 
with a norm .  such that the unit sphere is quadratically convex is called a Minkowski space.

	 A Finsler metric on a manifold M  is a continuous function defined on its 
tangent bundle such that  is smooth (away from the zero section) and its restriction 
to each tangent space is a Minkowski norm, means that the hypersurface  is 
quadratically convex and encloses the origin,  is called a Finsler manifold. 

  Throughout this chapter, M  is a compact manifold and for every ∈m M  and any compact 
hypersurface ∗⊂H T M , the intersection ∗H T M  is a convex hypersurface of  enclosing the 
origin and in each cotangent space ∗

mT M  the intersection ∗H T M  is a quadratically convex 
hypersurface enclosing the origin. In this way, it can be defined the Holmes-Thompson volume:

 	 The Holmes-Thompson volume of a n -dimensional Finsler manifold ( , )jM
, ( , ),jnvol M  is the symplectic volume of its unit co-disc bundle divided by the 
volume of the Euclidean n -dimensional unit ball 11( , ) ( )j a a

e ∗

−= ∧∫
H

n
n

S Mn

vol M d
n

, where en  is the volume of the Euclidean unit ball of dimension n .

	 If K  is a convex body, then it admits at least one supporting hyperplane H  (affine 
here) for any point x  of its boundary. If the convex body K  be star-shaped with respect 
to origin in � n  and the boundary of K  is continuous in the sense that the Minkowski 
functional of K  defined by { }min 0 := ≥ ∈

K
x a x aK  is a continuous function on � n

, then the Minkowski functional is a homogeneous function of degree 1 on � n  is strictly 
positive outside of the origin, and { }: 1= ∈ ≤� n

K
K x x . The radial function of a star body 

K  is defined by 1( )r
−

=K K
x x , .∈� nx  If 1−∈ nx S , then ( )r K x  is the radius of K  in the 

direction of x , i.e., the distance from the origin to the boundary of K  in the direction of x .

Lemma 1: [9] Let K  be an origin-symmetric star body in � n . Then, for 0 < <p n , the function 
− p

K
x  is locally integrable on � n . Also, if f  is a bounded integrable function on � n , then the 

function (.)− p

K
x f  is integrable on � n . 

In this way, for 1x −∈ nS  can be defined the parallel section function of K  in the direction 
of x  as a function on �  given by { }, 1( ) ( )x x x⊥

−= +K nA t vol K t  where { }x x⊥ + t  is the 
hyperplane perpendicular to x  at distance t  from the origin and can be stated as the following: 

,
,

( ) ( )x
x

c
=

= ∫K K
x t

A t x dx  which ( )c
K

x  is the indicator function of the body K . For 0=t , 
writing the integral in the right-hand side of the function , ( )xKA t  in the polar coordinates of 
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the hyperplane , 0x =x , result in the polar formula for the volume of central hyperplane 
sections

If f  be an integrable function on � n , which is also integrable on every hyperplane, then the 
Radon transform of the function f  is defined as a function of 

 1x −∈ nS , ∈�t . Using (1), one can express the volume of central hyperplane sections in terms 
of the spherical Radon transform:

1

, 1

1(0) ( ) ( . )( )
1x x x

− +⊥
−= = ℜ

−


n

K n K
A vol K

n
                                                            

for every origin-symmetric star body K  in � n  and every 1x −∈ nS . Furthermore, for ( 1)−n
-dimensional linear subspaces of � n , instead of x ⊥ , the spherical Radon transform is self-dual, 
means that for any function 1, ( )−∈ nf g C S ;

1 1

( ) ( ) ( ) ( )x x x x x x
− −

ℜ = ℜ∫ ∫
n nS S

f g d f g d                                                                       

 	 There is a well-known connection between the Radon and Fourier transform:

Lemma 2: [9] For a fixed x , the Fourier transform of the function ( ) ( ; )f x=ℜg t t , ∈�t  is 
equal to the function ˆ( )f x→z z , ∈�z .

The Fourier transform of distributions is the main tool used the proof of Theorem 1 in the 
sequel. More details about the concepts mentioned in this section can be found in the references 
[10-15].

3. Application to Medical Imaging 

	 Unfortunately, the transformations applied to medical imaging does not work well on non-
uniform networks. For this purpose, several mathematical approaches are used, most notably:

1) Sample a Fourier transform on a polar coordinate grid

2) Interpolation of the polar grid onto a standard rectangular grid

3) Using the Fourier transform in polar coordinates

(3)

( )
1

2
, 1 0

,

(0) ( ) ( ) ( )x
x x

x c c q q
− ⊥

∞⊥ −
−

=

= = =∫ ∫ ∫



n

n
K n K K

x t S

A vol K x dx r r dr d

1 1

1 12

0

1( )
1

q

x x

q q q
− ⊥ − ⊥

− +−= =
−∫ ∫ ∫

 

K

n n

nn

S S K

r dr d d
n

1

11 ( )
1 x

r q q
− ⊥

−
=

− ∫
n

n

S K

d
n

(1)

,

( ; ),  ( ; ) ( ) ,
x

x f x f
=

ℜ = ∫
x t

t t x dx

(2)
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4) Localization of Radon transform

5) Nonlocalization of Radon transform

And some other methods in [4] and the references therein.

	 In all ways, the image is the filtered backprojection image using the projections from 
some angles which are equally spaced. Checking the sequence of the resulting images shows 
that the progressively improving images have more and more angular projections, until it 
reaches the image uses projections from the most angles. Each projection has many individual 
line integrals.

	 In this way, to preserve the image of its projections in such a way that its properties can 
be preserved, the following theorem can be proved.

Theorem 1: As above notions, the number of times that the projections from some angles in 
filtered backprojection image (which are equally spaced and has been assessed by the point 
lies in quotation hyperplane in projective geometry) can be calculated by the surface area of 
the convex body and (symplectic) Holmes-Thompson volume in notions of Fourier transform, 
Finsler metrics and Minkowski spaces. 

	 Proof. Using of Lemma 1, Lemma 2 and self-duality of spherical Radon-transform, 
relation (3), it can be achieved the connection between the volume of sections of symmetric 
star bodies and the Fourier transform:

 	 If f  be an even homogeneous function of degree 1− +n  on � n  and continuous on the 
sphere 1−nS , then the Fourier transform of f  is even homogeneous of degree 1−  and continuous 
on { }\ 0� n  function such that, for every 1,x −∈ nS  

1

1 ˆ( ) ( ) ( ( ))
x

x q q x
p− ⊥

ℜ = =∫
nS

f f d f .

 In this way, and by relation (2), it can be concluded that if K  is an origin-symmetric star body in � n

, then the Fourier transform of the function 1. − +n

K
 is homogeneous of degree 1−   function on � n  and 

continuous on { }\ 0� n  such that, for every 1x −∈ nS , 1

, 1

1(0) ( ) ( 1)( ( . )( ))x x x
p

− +⊥
−= = −

n

K n K
A vol K n F .

	 If ( , )fV  is an n -dimensional Minkowski space and ⊂N V  is an immersed submanifold 
of dimension k , 1≤ <k n , then the formula for the Holmes-Thompson k -area of N  will be 

1( ) ( )f
e

= ∫k k
Nk

vol N , where ek  denotes the volume of the Euclidean unit ball of dimension k ,

 
1

1 1 1
( ... )

( ... ) : ... . ...
x x

f x x f
∗∧ ∧ ∈

∧ ∧ = ∧ ∧ ∧ ∧∫


k
k k k k k

S

v v v v , ∗S  is any closed hypersurface in { }\ 0∗V   

k  that is star-shaped with respect to the origin and 1
1

1 (2 ) ( ... )
4

f p f x x−= − ∧ ∧


E

n
k n

X

d d  is the 

{ }\ 0∗V  contraction of standard (distributional) Fourier transform of f  with the Euler vector 
field ( )x x=EX  in ∗V .
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 In effect, there exists a smooth, translation-invariant, and possibly signed measure −Φn k  on 
the manifold −n kH  of ( )−n k -flats of V  such that if ⊂N V  is an immersed k -dimensional 
submanifold. Then

1( ) ( #( ) )
l

l
e

−

−
∈

= Φ∫ 
n k

k n k
Hk

vol N N 	  [14-15] 	 (4)

 where ek  is the volume of the Euclidean unit ball of dimension k .

 Eventually, for a projective Finsler metric j  on an open convex domain ⊆ � nD P  and a 
natural number k , 1 1≤ ≤ −k n , equation (4) is satisfied with D  instead of ( , . )V , that means 

( )

1( ) ( #( ) )
x

l
e

−

−
∈

= Φ∫ 
n k

k n k
H Dk

vol N N .

	In this way, geometric modeling of medical imaging result in the following correspondence:

the projections from some angles which are equally spaced ⇔  point lies in quotation 
hyperplane

the number of times that the projections from some angles which are equally spaced ⇔  
surface area of convex body and (symplectic) Holmes-Thompson volume in notions of Fourier 
transform, Finsler metrics and Minkowski spaces

low image correctness ⇔  minimality of the volume in corresponding notions of geometry

In connection with the third correspondence, this should be explained that as the proof of 
Theorem 1, formula (4) for the Holmes-Thompson volume implies that the tangent spaces of 
a projective Finsler metric are hypermetric if and only if the measures −Φn k , 1,...,=k n , are 
projective. Then, just like in the case of the standard Riemannian metric on � nP , projective 
subspaces are area-minimizing.

4. Conclusion

	 In this paper, a new geometric approach was presented to calculate the number of times 
that the projections from some angles in filtered backprojection image which are equally spaced 
using of the surface area of the convex body and (symplectic) Holmes-Thompson volume. In 
fact, the calculations were made in terms of the volume of the Holmes-Thomson (as the bridge 
between Finsler geometry, integral geometry, and symplectic geometry). The projections from 
some angles which are equally spaced, the number of times that the projections from some 
angles which are equally spaced, and the low image correctness was corresponded to the notions 
of Finsler geometry. In this way, the proposed geometric approach can provide an appropriate 
answer to some medical imaging issues in optimum filtered backprojection images.
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Abstract

Ribosomes are among the most ancient and important substructures 
of the cell, retaining the organization of common features in all living 
organisms. The genes responsible for the synthesis of nucleic acids 
and proteins that form ribosomes, as well as those that serve the 
processes of these genes, the maturation of transcription products, and 
the transition of mature products to the active state, together form the 
largest polygenic complex, the coordinated work of which depends 
on the viability of individual cells and the whole body generally. In 
humans, tandem rDNA clusters are located on the short arms of five 
acrocentric chromosomes and form the so-called nucleolar organizers 
(NORs), specific sites of chromosomes where nucleoli form during 
mitotic telophase. Ribosomal DNA, by its very nature, is susceptible 
to recombination. Recombination events can result in a change of the 
repeat copy numbers or in DNA mutations. To prevent these, multiple 
DNA repair mechanisms are in place to retain rDNA repeat integrity. 
Here, we examine the literature and our own data on various aspects of 
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studying the structure and functions of rDNA, particularly the regulatory 
elements of rRNA transcription; intrachromosomal, interchromosomal, 
and evolutionary variability; and the characterization of extended 
genome regions adjacent to rDNA clusters in NOR. In addition, we 
present new findings on the association of nucleolar stress, cellular 
dysfunction, and human diseases, including cancer, cardiovascular, 
neurodegenerative, and autoimmune disorders; and infectious and 
metabolic disorders. Considerable attention is focused on rDNA in its 
native state, and on mechanisms providing its variability.

Keywords: Ribosome; Ribosomal DNA; Ribosomal Intergenic Spacer; Nucleolar Organizer; Ribosomal RNA 
Transcription and Regulation; Chromosomal Abnormalities; Nucleolar Functions and Human Diseases

1. Introduction

	 The growth and division of the bulk of human body cells are tightly connected. Ribosome 
and protein synthesis are necessary for cell growth and, in return, the control of cell growth is 
inevitably connected with the control of ribosome formation. rDNA is formed by two zones, 
one of which encodes the ribosomal RNA (rRNA) precursor (pre-rRNA), and the other the 
ribosomal intergenic spacer (rIGS). Today, it is clear that the rIGS is a highly complicated 
structure consisting of functionally specific segments that can be easily transported to different 
genomic regions. Although the structure and function of rDNA repeating units are rather similar 
in all vertebrates, the extent of certain features is specific to humans and higher primates [1, 
2]. Considerable attention has recently been devoted to rDNA as a whole, and on RNAs being 
coded in the rIGS. It has turns out that rDNA, while being a factory producing rRNAs, also 
carries out many important functions, and damage to rDNA can lead to the development of 
different pathologies.

2. Structural and Functional Organization of Human rDNA

	 In the human genome, rDNA clusters are placed on acrocentric chromosomes 13, 14, 
15, 21, and 22, forming so-called nucleolar organizers (NORs). Structurally, the nucleolus 
consists of a fibrillary center (FC) surrounded by and associated with dense fibrillar components 
(DFCs). This construction is embedded in a granular component (GC) composed of granules 
surrounding the fibrillary components. Many segments similar to rDNA can also be detected on 
NOR– chromosomes [3]. The peculiarities of ribosome biogenesis and nonribosomal nucleolar 
functions have become much clearer over the last few years. A number of studies have indicated 
that the nucleolus has functional activities in ribosomal as well as nonribosomal processes, 
such as development, aging, cell cycle, gene stability, lifespan regulation, and progeria, to 
name but a few. Damage to the nucleolar structure and function (nucleolar stress) is often 
connected with human diseases.
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	 In all vertebrate genomes, rDNA exists in the form of abundant discrete clusters. Tandemly 
arranged rDNA repeats comprise NORs—specific chromosomal regions where nucleoli form 
during mitotic telophase. Each rDNA unit consists of a coding region for the rRNA precursor 
(pre-rRNA) and ribosomal intergenic spacer (rIGS) (Figure 1).

Figure 1: Ribosomal DNA repeat unit organization in mammalian genomes [3].

	 In Figure 1, the rDNA regions coding 18S, 5.8S, and 28S rRNA are represented as 
white rectangles. Transcribed spacers and rIGS are respectively shown as thin and thick black 
lines. The transcription start point is denoted as t.

	 The coding region being formed by external transcribed spacer (5’-ETS)–18S rDNA–
internal transcribed spacer1 (ITS1)–5.8S rDNA-internal transcribed spacer 2 (ITS2)–28S 
rDNA–(3’-ETS) is transcribed by RNA polymerase I (Pol I) in the nucleolus as an inextricably 
linked extensive (40S–47S) pre-rRNA. The mature rRNA molecules (28S, 18S, and 5.8S) are 
formed after a series of specific endo- and exonucleolytic cleavage reactions. Ribosomal RNA 
accounts for no less than 80% of total steady-state cellular RNA. In the course of evolution, 
the length of 18S and 28S rDNA genes and transcribing spacers has increased, but common 
principles of the structural organization of the transcribing regions has remained invariant 
[4,5].

	 In a genome, apart from rDNA clusters, there exist so-called orphans, which are discrete 
elements similar to rDNA which have diverged from the major rDNA clusters. Evidence in 
flies and mammals shows that rIGS-like and 18S-like regions form long tandem blocks outside 
of rDNA clusters [6]. Several rDNA-like sequences were detected on human chromosome 22 
at the distal position relative to the rDNA cluster area that included 28S rDNA-like and rIGS 
similar segments. At the same time, there was an absence of segments homologous to rDNA at 
the proximal area of the human chromosome 22 rDNA cluster [7, 8].

	 It is universally accepted that rDNA tandem repeats at five pairs of human chromosomes 
homogenize as a result of recombination and gene conversion. However, switching on both 
of these mechanisms can lead to opposite results: the correction of new sequence variants, as 
well as their propagation over all individual clusters among homologous and nonhomologous 
chromosomes, and also during the course of interbreeding of different populations. Many 
scientists have tried to elucidate the question of which mechanism dominates the homogenization 
process, gene conversion or nonequal crossover, and what exchanges occur most often: 
intrachromatid, between sister chromatids, or between homologous or nonhomologous 
chromosomes.
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	 Various contradictory results were obtained. Data were obtained that verify the existence 
of interchromosomal exchange as a result of nonequal crossover, leading to the origination of 
variability in the rDNA spacers on nonhomologous chromosomes [9-12] which is enhanced over 
generations [13]. On the other hand, there are data concerning intrachromosomal exchanges 
of human rDNA leading to imbalance over generations [14], familiar inheritance of spacer 
variants according to Mendel [15], and the presence of synteny in the inheritance of human 
rDNA spacer variants [16]. Today synteny is defined as the conservation of blocks of order 
within two sets of chromosomes that are being compared with each other.

	 As mentioned earlier, the transcribing rDNA regions are divided by rIGS. It turned out 
that rIGS length can vary in the genomes of discrete individuals, just as inside the genome 
[17-20]. These differences are conditioned by the different numbers of repeats in clusters 
entering into the rIGS that are generated by different elementary monomers: from thousands of 
nucleotides to 2–6 nucleotides (microsatellite clusters). Highly polymorphic markers, such as 
microsatellites (mcs), appear to be the major instruments for making up genetic chromosomal 
maps and for mapping of disease loci [21-23] (Table 1).

Table 1: Frequency of occurrence of seven microsatellite motifs in the ribosomal DNA (rDNA) 

Motif Mp/M L M Q

TCC 0.84 21 124 60

GACA 0.78 23 113 56

GA 0.69 26 110 50

CAC 0.50 36 72 36

GACT 0.42 43 60 30

TCG 0.14 260 10 10

GATG 0.01 2600 1 1

	 M, total number of cosmid clones; Mp, number of clones hybridized with microsatellite 
(mcs) probes; L, average spacing between loci (tpn); M, number of concrete loci in rDNA 
region; Q, number of rDNA copies containing the motif of interest.

	 Polymorphism of the rDNA nucleotide sequences is defined by the presence of variable 
zones in the rIGS, as well as by mutations in the transcribing region of rRNA genes. The 
obtained results suggest relative autonomy of the evolution of nucleotide sequences belonging 
to the nucleolar organizer. A number of data show that the extent of representation of some 
functionally important repeats in the pre-promoter region can affect the expression of rRNA 
genes and, accordingly, the power of the protein synthesizing cell system and, consequently, 
the common organism status [24, 25].

	 The other widely distributed type of polymorphism is represented by point mutations, 
often occurring in the rDNA pre-promoter region. This type of polymorphism has long been 
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known, and was detected for the first time as a polymorphism of the restriction fragment 
length manifesting as the result of different restrictions on endonuclease cleavage [26–28]. 
The high extent of nucleotide replacement in the regions connected with rDNA transcription 
management changes the specificity of the transcription factors, and provides the molecular 
mechanisms of species formation during evolution.

	 Our sequencing study of the 5’- and 3’-ends of recombinant rDNA inserts from the 
cosmid library of human chromosome 13 revealed that Sau3A sites on DNA depleted of 
protein were not digested stochastically, but that some of them appeared to be hypersensitive to 
endonuclease attack [29]. A similar phenomenon was observed early on SV40 DNA depleted 
of protein, but the reason remained unclear [30].

	 Analysis of the sequences adjacent to hypersensitive digestion sites indicated that, as a 
rule, they are either incorporated into Alu retroposon sequences or are adjacent to them. Many 
regulatory elements have been identified, including the promoter and terminator sites for RNA 
polymerase III (Pol III) and the points often used for in vivo rDNA recombination [31–33].

	 In performing blot hybridization analysis of cosmid clones containing different rIGS 
fragments of chromosome 13, we detected two clones with huge (10 and 26 tbp) deletions in 
the rIGS (Figure 2) [34, 35]. The deletion mapping of recombinant inserts in cosmid clones 
36G10 and 47H2 after sequencing shows that in both cases, the cut points were located in 
microsatellite clusters (ТС)n., which probably represent unstable genomic loci.

Figure 2: Graphical representation of two clones with huge deletions from the ribosomal intergenic spacer (rIGS) of 
human chromosome 13 [34, 35].

	 Comparative fluorescence in situ hybridization (FISH) of genomic DNA with native 
rIGS fragments and with DNA of the deleted clone 47H2 was also performed. It showed that 
in mild hybridization conditions, 47H2 binding was observed on all five pairs of acrocentric 
chromosomes, whereas when more stringent washing-off conditions were used, hybridization 
only occurred with chromosomes 13 and 21 [36]. This points to the presence of rDNA repeats 
carrying deletions in the rIGS in the human genome. 

	 The results obtained are evidence of the frequent intrachromosomal homologous and 
nonhomologous exchanges between coding rRNA and regulatory and distal rDNA regions. 
There are a number of factors that favor such frequent exchanges between these regions 
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beyond the dependence of the exchange mechanism. First, the protein nucleolin, which takes 
an active part in transcription, pre-rRNA processing, and ribosomal maturation, can favor 
recombination [37, 38]. Second, hypomethylation of the coding and regulatory rDNA regions 
is also favorable to the activation of rDNA chain exchange [39–42]. Warmerdam et al. [2] 
have previously proposed that the observed HR-mediated loss of repeats after breaks in the 
rDNA occurs in trans, through recombination between sisters’ chromatids or rDNA repeats on 
different chromosomes. Unlike in S/G2, homology-dependent repair in G1/G0 might be more 
prone to occur in cis, by using unrepaired repeats on the same tandem array (Figure 3).

Figure 3: Interactions between chromosomes with repeats that can cause structural chromosomal rearrangements [2]. 
Repair of repeats can result in repeat expansions, contractions, and structural chromosomal aberrations.

	 It is also known that human rDNA contains a great many consensus sites for topoisomerase 
I (TOPO I), particularly in nucleoli on TC-enriching rIGS chains during active rRNA 
transcription in complexes with Pol I [43, 44]. Recombination under TOPO I participation 
can assist in homogenization of the regions between TOPO I sites. Also important is the factor 
of extensive rDNA saturation by (CT)n, (CTTT)n, (TG)n, poly-G, and GC-enriched segments, 
which is typical for hotspots of recombination [45–47]. It seems reasonable to say that coding 
and regulatory rDNA regions are homogenized uniformly along the entire length by patching 
modified segments (“patch-like” manner), whereas rIGS homogenization reveals local 
characteristics favorable for the formation of homogenous subclusters. Subsequent homologous 
nonequal exchange between sister chromatids or between homologous and nonhomologous 
chromosomes can lead to the fixation, increase, or decrease in the number and a loss of blocks 
containing specific rIGS variants. Clusters in the vicinity of (CT)n/(AG)n can assist in fragment 
homogenization, since it was shown that these sequences can initiate recombination and gene 
conversion [48].

	 Evolutionary conservation of the sequences surrounding rDNA clusters suggests that the 
NORs occupy a chromosome scope beyond proper rDNA, representing a significant capture of 
subtelomeric space. By cloning the Х/21 translocation DNA fragment that is responsible for 
the development of Duchenne muscular dystrophy, the clones were obtained containing the 
frontier segment (DJ) between rDNA and adjacent nonribosomal DNA. Using these clones, it 
was found that transcription from the rDNA cluster on acrocentric chromosome occurs in the 
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direction of the centromere [49, 50]. The study of DJ-containing clones allowed to determine the 
primary structure of 8.3 kbp of nonribosomal DNA adjacent to the 5’-end of the head repeat in 
the rDNA cluster on chromosome 21 [51]. On human chromosome 22, a proximal connecting 
link between the 3’-end of the rDNA cluster and nonribosomal DNA was also estimated [52]. It 
enters into the ITS1 and represents a unique 68 bp sequence followed by a tandemly organized 
cluster formed by 147 bp monomers. This cluster is detected in all acrocentric chromosomes 
and participates in the formation of genomic repeates of higher order (6.4–6.8 kbp).

3. rDNA Polymorphism and Chromosomal Abnormalities

	 Variability in the lengths of human rDNA monomers was originally demonstrated 
by electron microscopy [53]. A link was detected between rRNA gene copy numbers, their 
transcription activity, and the survival of individuals with a variety of rDNA chromosomal 
abnormalities and different diseases [54–57]. A number of active ribosomal genes (AcRGs) 
were estimated to be the cause of chromosomal abnormalities (CAs) in conditions such as 
Down syndrome (DS), Robertsonian translocation (RT), Klinefelter and Turner syndrome, 
trisomy X, and disomy. In the control selection of individuals (n = 318), a dozen AcRGs varied 
at between 119 and 190 copies per diploid genome. In all CA carriers, with the exception of 
new DS, a dozen AcRGs were not beyond these limits [57]. It was shown earlier that cellular 
homeostasis and the survival of organisms are only supported when AcRG copy numbers are 
within these limits, whereas embryos are eliminated when their genomes are characterized by 
copy numbers outside these limits [56]. It was shown that bearers of structural chromosomal 
abnormalities can survive only with a relatively high number of AcRGs. These data suggest 
that the problem of rDNA variability and transcriptional activity correlation with the status of 
the human body, and this significant observation requires further research for verification.

4. Regulatory Elements of rRNA Transcription

	 Binding of the rDNA promoter by two Pol I-specific factors, upstream binding factor 
(UBP) and promoter selectivity factor (SL1), leads to an assembly of the specific multiprotein 
complex containing Pol I and a number of auxiliary proteins necessary for the initiation of rRNA 
transcription. UBF activates rRNA transcription by bringing Pol I to the promoter, stabilizing 
TIF-IB/SL1, and replacing histone H1 [5–7]. UBF can also control promoter release [58] and 
transcription prolongation [59]. Very often, the rate of cancer cell proliferation correlates with 
the UBF level [60, 61]. The rate of rRNA transcription is connected with the compatibility 
between the positive (ERK, mTOR, CBP, c-Myc) and negative (p. 53, Rb, PTEN, ARF, AMPK, 
GSK3) regulatory pathways of its synthesis [4, 5]. The amount of UBF1 binding to rDNA 
loci corresponds to the number of transcriptionally active repeats. About 40%–50% of the 
tandem rDNA repeats are transcribed in normal diploid cells, whereas the rest are present in 
a state of inactive heterochromatinization. Active and inactive rDNA repeats contain different 



8

Advances in Biotechnology

histone markers. Inactive rDNA repeats contain repressive markers associated with constitutive 
heterochromatin. rDNA heterochromatinization is regulated by spacer promoter from the 
rIGS. The first considerable review devoted to the transcription regulation of ribosomal genes 
and the assembly of multiprotein complex on rDNA promoter was published in 1995 by Jacob 
[62]. The number of newly discovered factors in the composition of this multiprotein complex 
increased markedly, but the essential principles of rRNA transcription regulation have remained 
unchanged.

	 Variable rDNA regions can differ according to size, and nucleotide substitutions in both 
different as well as within the same species. The site of transcription initiation of the 45S pre-
rRNA lies within the major core promoter. There is also a spacer promoter upstream of the core 
promoter (about 2000 bp before), and a spacer terminator (To) adjacent to the core promoter 
[62–67].

	 As mentioned above, the joint binding of two Pol I-specific factors with the rDNA 
promoter, UBF, and SL1 leads to formation of the preinitiation complex [63]. Once more, a 
group of proteins (TAFI) provides specific binding between the rDNA promoter, UBF, and SL1 
that is necessary to support the connection between the Pol I complex and a number of associated 
proteins (such as actin, myosin, NM1, TIF-IA, PAF53, and TOPOI, as well as IIα, Ku70/80, 
SIRT7, CK2, and others) [63-71]. These associated proteins can modulate rRNA synthesis in 
response to various cellular conditions, such as in the case of TIF-IA activity modulation under 
the action of mTOR. This protein can inactivate TIF-IA, decreasing Ser44 phosphorylation 
and enhancing Ser199 phosphorylation. The changes in TIF-IA phosphorylation influence 
transcription complex formation [69-71].

	 A deficiency of nutrition or growth factors in mammalian cells can decrease significantly 
(up to 80-90%) rRNA transcription. Various mechanisms are involved to reestablish normal 
ribosomal biogenesis. Some proteins can modify Pol I to make it incapable of specific initiation 
[4–13]. One of the proteins involved in this process is Rrn3 [72], which available for reversible 
association with Pol I. Only 10% of the Pol I molecules in a cell contain Rrn3, which makes 
connection between Pol I and SL1 [71,72]. Sirtuin 7 (SIRT7) is an NAD-dependent protein 
deacetylase that is a member of the sirtuin family comprising key mediators of cellular 
proliferation and oncogenic activity. It influences the rRNA syntesis by monitoring the cell 
cycle at the control points during diseases and exchange homeostasis, stress tolerance, aging 
[73,74].

	 If, in normal cells, rRNA transcription activity is tightly connected with nutrient 
availability, tumor cells become independent owing to the specific kinase activation, regardless 
of external signals. It was shown that some protein kinases, such as CK2, ERK, and mTOR, are 
hyperactivated in carcinogenesis. Pol I-associated CK2 phosphorylates some components of 
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the Pol I transcription complex, such as TIF-IA, UBF, SL1/TIF-IB, and TOPO I. MAPKs have 
been observed to activate rRNA synthesis through initiation factors TIF-IA and UBF. Since 
mTOR inhibition by rapamycin inactivates TIF-IA, it is reasonable that mTOR inhibitors can 
act as powerful tumor-suppressing substances [70,71]. Rapamycin also affects 18S and 28S 
rRNA processing, although it remains unknown whether the disruption of rRNA synthesis 
leads to cell transformation or plays a secondary role in the transformation process.

	 Analysis of the mouse rIGS region 2000 bp upstream from the transcription start point 
allowed to detect noncoding a Pol I transcript 150–200 nucleotides, denoted as promoter RNA 
(pRNA). This molecule binds with TIP5, the large subunit of nucleolar remodeling complex 
NoRC, suppressing rRNA synthesis [75-77]. Although mammalian rDNA promoters are 
almost devoid of homology, NoRC-dependent suppression of Pol I transcription was not found 
to be species-specific. On the contrary, the overexpression of mouse TIP5 suppressed Pol I 
transcription in mice, as well as in human cells, which was unexpected when considering that 
NoRC activity is dependent on binding between TIP5 and pRNA complementary to the rDNA 
promoter [75].

	 Figure 4 shows a comparison of the promoter and pre-promoter regions of several 
mammalian ribosomal genes.

Figure 4: (A) Alignment of promoter region of various mammalian ribosomal genes. A black background indicates 
conserved nucleotides. Numbers indicate the positions of nucleotides relative to the transcription start point. The 
alignment was performed using CLUSTAL W (1.74). (B) Secondary structures of human (left) and mouse (right) 
promoter RNAs (pRNAs) predicted using RNAalifold [75].

5. rDNA Modification and rRNA Transcription

	 There is a link between the methylation status of the rDNA promoter and rRNA 
transcriptional activity, which was experimentally verified in various systems [78–82]. What 
is surprising is that in cells with amplified rDNA, rRNA synthesis activity was not increased, 
but is elevated upon rDNA demethylation under 5-aza-C action [82]. It was shown that the 
CpG methylation status in rat rIGS 145 nucleotides upstream of the transcription start point 
(tsp) can serve as an indicator of gene activity, while CpG methylation in the −133 position in 
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mouse rIGS impedes it’s binding with UBF. It is interesting that in human rIGS, CpG is also 
present precisely in the positions −145 and −135 [62]. In recent years, age alterations of the 
ribosomal gene number and the characteristics of their methylation were studied in a number 
of systems. The age reduction of rDNA quantity in brain and heart tissues was demonstrated 
using Southern hybridization [83, 84]. The rate of rRNA transcription activity was found to 
decrease in human fibroblasts in connection with a person’s age [85]. This was determined 
by the calculating the number of Ag-stained NORs. Scientists have shown that cells taken 
from patients with Werner syndrome grew more slowly and perished, completing only a few 
divisions, unlike the control [86]. The increased methylation level of rDNA in the cell cultures 
of patients was considerably higher than in the culture of control cells [87–91]. Thus, rDNA-
specific methylation patterns can be used as a marker of a disease or its progression.

	 The protein coding gene C9ORF72 contains many intronic sequences enriched with 
microsatellites that are able to expand significantly. The expansion of a GGGGCC repeat in the 
intronic sequence from 2–22 to 700–1600 copies in transcripts of this gene is associated with 
9p-linked amyotrophic lateral sclerosis (ALS) and frontotemporal dementia (FTD) (PMID: 
21944778, 21944779). Hexanucleotide expansion resulting in the selective stabilization of 
repeat-containing pre-mRNA and the accumulation of insoluble dipeptide repeat protein 
aggregates are most probably pathogenic in FTD/ALS patients [92, 93]. The results obtained 
suggest that two C9ORF72 gene translation products—GRN from the sense transcript and 
PRN from the antisense transcript—act to alter information from DNA to mRNA, to protein-
poisoning of pre-mRNA splicing, and in the biogenesis of ribosomal RNA. These translation 
products penetrate cells, bind nucleoli, and kill cells. Exposure of cultured cells to the GR20 
and PR20 translation products of C9ORF72 affects both pre-mRNA splicing and the biogenesis 
of ribosomal RNA. Computational analysis of RNA-seq data also revealed changes in the 
abundance of a subset of cellular RNAs under the action of the PR20 peptide. Nine PCR primer 
pairs were designed to study the synthesis and processing of rRNA in detail [92, 93]. Three primer 
pairs were used to monitor the levels of mature 18S, 5.8S, and 28S rRNAs, and the other six 
primer pairs were designed to monitor the 45S rRNA precursor. In the cells treated with PR20 
peptide, slight reductions in 28S rRNA were observed. Surprisingly, the level of 5.8S rRNA 
was reduced by 70% under these conditions. These data indicate that peptide treatment of cells 
presents a severe hazard to ribosomal RNA maturation. Similar results were obtained with 
brain tissue derived from patients carrying repeat expansions in the C9ORF72 gene. Nucleolar 
disorders have also been revealed, including delayed processing of the 45S ribosomal RNA 
precursor. This might mean that these GR20 and PR20 peptides of the hexanucleotide repeats 
from different disease variants of the C9ORF72 gene behave similarly to cytotoxins that hinder 
pre-mRNA splicing and the biogenesis of ribosomal RNA [92–94].
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6. Disruption of rRNA Biogenesis and Some Human Disorders

	 We will now discuss the progress made in the latest studies of initiation, mechanisms, 
and the development of different diseases, and elucidate the participation of ribosomal DNA 
in these processes.

6.1. Treacher Collins syndrome

	 Treacher Collins syndrome (TCS) is an autosomal dominant disorder of craniofacial 
development with a number of features. TCS is caused by mutations in the gene, which encodes 
the nuclear phosphoprotein treacle. It was detected that a 5 bp deletion in exon 22 of the 
TCOF1 gene (3469del ACTCT) gives rise to premature stop codon formation [94–96]. Many 
craniofacial disorders are determined by heterozygous mutations in the regulators of ribosome 
biogenesis. Genetic perturbations caused by heterozygous mutations in components of the 
Pol I transcriptional machinery or its cofactor TCOF1 lead to relocalization of nucleolar RNA 
helicase (DDX21) from the nucleolus to the nucleoplasm, inhibition of rRNA processing, and 
downregulation of ribosomal protein gene transcription, as well as its loss from chromatin 
targets. At the molecular level, it was demonstrated that impaired rRNA synthesis occurs as a 
consequence of the DNA damage response. This means that rDNA damage results in tissue-
selective and dose-dependent effects on craniofacial development. The TCOF1 gene product 
is also involved in pre-rRNA methylation. Defects in craniofacial development result from 
mutations in the TCOF1 gene. Nucleolar phosphoprotein treacle encoding by the TCOF1 gene 
interacts with upstream binding factor (UBF) and affects the transcription of rDNA [96]. Treacle 
participates in 2′-O-methylation of pre-rRNA. A comparison of rRNA isolated from wild-
type mouse embryos and from strains with a lethal phenotype showed significant reduction 
in 2′-O-methylation at nucleotide C463 of 18S rRNA. The function of treacle in pre-rRNA 
methylation is most likely mediated by its immediate interaction with NOP56, a component of 
the ribonucleoprotein methylation complex. Although treacle co-localizes with UBF throughout 
mitosis, it also co-localizes with NOP56 and fibrillarin, a putative methyltransferase, only 
during telophase when rDNA gene transcription and pre-rRNA methylation are known to 
interact.

6.2. Hodgkin’s lymphoma

	 Hodgkin’s lymphoma (HL) is a type of lymphoma in which the cancer originates from 
lymphocytes. In the last few years, a greater understanding of the peculiarities of different 
Hodgkin’s lymphomas has come to light [97–99]. The morphofunctional characteristics of 
lymphoma node cells from patients with Hodgkin’s disease were obtained by measuring silver-
stained nucleolar organizer regions (AgNORs). According to the Rye histological classification 
of Hodgkin’s disease, 3 cases were lymphocyte predominant (LP), the most favorable type, 
14 were nodular sclerosing (NS) guarded type, and 15 were mixed cellularity (MC) type [99]. 
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The nucleolar activity of Hodgkin and Reed–Sternberg (HRS) cells was greater in the NS 
type than in the MC type. The authors explain that the highest expression of interphase rRNA 
cistrons was found in NS HRS cells by their high proliferative activity and elevated production 
of transforming growth factor 1, the most effective cytokine present in the NS subtype [97].

6.3. Bloom syndrome

	 Bloom syndrome [BS] results from mutations in the BLM gene that lead to mutated 
DNA helicase protein formation [100−102]. The downregulation of cytidine deaminase against 
the background of genome instability is usually a marker of Bloom syndrome. Synthetic lethal 
interaction between cytidine deaminase (СDA) and microtubule-associated Tau protein was 
detected with the use of a genome-wide RNAi screen and transcriptomic profiling [102]. In 
Tau-deficient HeLa cells, high levels of H2A histone family member X (γ-H2AX) and a large 
number of induced 53BP1 foci were observed in all cells. Tau downregulation decreases 
upstream binding factor recruitment and ribosomal RNA synthesis, and affects ribosomal 
DNA stability. The accompanying depletion of both Tau and CDA proteins intensifies genetic 
instability and is lethal. This can cause an early cellular response in the induction of double-
stranded breaks. Thus, the mechanisms underlying synthetic lethality involve impaired DNA 
repair and replication processes, and Tau may be regarded as a multifunctional protein whose 
precise role depends on its localization. As nucleolar regions contain rRNA genes, an important 
role for Tau in rRNA synthesis was proposed. It was shown that a decrease in Tau expression 
decreased the level of 45S pre-RNA by attracting UBTF to the rDNA repeats. This allows for 
the conclusion that Tau binds throughout rDNA loci, with a preference for the promoter and 
transcriptionally active regions. The high GC content of rDNA loci might make them prone to 
the formation of G-quadruplex structures, causing arrest or a slowdown in rDNA replication 
[100]. The mechanisms regulating localization of BLM to the nucleolus are currently under 
investigation [101,102].

6.4. Senescence

	 In humans, rDNA instability is caused by a high level of genomic recombination and 
rearrangements that are involved in premature aging disorders such as Werner and Bloom 
syndromes [103]. SIRT7 is a member of the mammalian sirtuin family of proteins, acting as 
a multifunctional chromatin regulator via deacetylation of histone H3K18ac [104]. It can be 
activated by double-steanded DNA breaks. Nucleolar SIRT7 is implicated in the regulation of 
rDNA transcription [104−106]. SIRT7-dependent heterochromatin silencing protects against 
cellular senescence [103].

	 Transcription of rDNA loci is essential for cell viability in mammals [105], and SIRT7 
activates this process. In a new study, Paredes et al. [107] show that SIRT7 can have an opposite 
effect under the action of SNF2H, a member of the ATP-dependent chromatin remodeling 
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complex SWI/SNF. This interaction leads to specific silencing of rDNA promoter regions. 
Cells lost about 50% of their rDNA copies and depletion of SIRT7 led to increased rDNA 
damage and overall disruption of nucleolar integrity, and more rapid senescence. Subsequent 
studies have shown that another mammalian sirtuin, SIRT6, also interacts with SNF2H at 
sites of double-stranded breaks (DSBs), promoting DNA repair [108]. SIRT7 acts on H3K18 
and SIRT6 acts on H3K56, influencing their localization. This demonstrates a critical role for 
SIRT7 in complex with SNF2H in maintaining heterochromatic regions to protect rDNA loci 
from the rearrangements that are connected with aging and related pathologies. These findings 
identify rDNA instability as a driver of mammalian cell senescence and implicate SIRT7-
dependent heterochromatin silencing in protecting against this process [108,109].

6.5. Cancer

	 The transcription of rRNA genes and maturation of rRNA are important in the intricate 
processes of cell growth and proliferation control. It has become clear that changes in rDNA 
activity can be an important cause of tumorigenesis. This means that cancerous tumors may 
be attacked using strategies aimed at specific targets. The use of anticancer medicines at the 
stage of Pol I transcription may become necessary in the immediate future. One increasingly 
important strategy involves the development of new substances that selectively suppress Pol I 
transcription in rapidly proliferating cells without injuring healthy tissues.

	 Recent studies have highlighted the role of ribosomal pathologies in a variety of animal 
models for diseases associated with cell growth and cell cycle control, and many other diseases. 
It is now clear that the disruption of ribosome biogenesis causes nucleolar stress that triggers 
the p53 signaling pathway. Two alternatives have been studied over ca. 20 years regarding 
the relationship between the priority of cancer transformation and nucleolar function. It is 
known that protein synthesis consistently increases during cellular neoplastic transformation 
[62,110–114]; transformed cells produce oncogenic proteins and tumor-suppressor proteins 
(P53, C-MYC, etc.) [69–71]; and polymerase I transcription of rRNA genes is negatively 
regulated by tumor oncogenes and suppressor genes [72, 73]. Recently, a number of studies were 
dedicated to the nucleolar functions in tumors. As long as the majority of cancer cells display 
a large size and/or increased numbers of nucleoli, nucleolar size can be used for many cancers 
as a parameter for predicting the prognosis of a tumor, with increasing size corresponding to 
worse prognosis [62]. rDNA copy number fluctuations and their instability has been shown to 
result from a disruption in H3.3 deposition and, thus, a failure in heterochromatin formation 
at rDNA repeats as a result of the absence of ATRX (ATP-dependent helicase ATRX, X-linked 
helicase II). ATRX-depleted cells have a reduced output of rRNA transcription. Such cells 
display increased sensitivity to the RNA polymerase I (Pol I) transcription inhibitor CX5461 
[112–114]. In addition, human alternative lengthening of telomeres (ALT)-positive cancer cell 
lines are also more sensitive to CX5461 activity [115-119].
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6.6. Neurodegenerative diseases

	 Several studies performed in the past two decades have indicated that diseases associated 
with deregulated ribosomal biogenesis result from functional mutations in the nucleolar 
constituent of the ribosome or factors closely associated with polymerase I (Pol I), collectively 
named ribosomopathies [31,32]. The most important issue is to identify factors influencing 
disease onset and progression.

	 Nucleolar proteins such as nucleolin (Ncl), nucleostemin (NS), nucleophosmin 
(NPM), and fibrillarin (Fbl) are involved in both cell homeostasis and disease. NS protein, 
for example, plays a pivotal role in processes such as maintenance of stem cell pluripotency, 
regulation of telomere length, inhibition of stem cell differentiation, senescence, control of 
pre-rRNA processing, cell death, and others [120,121]. Neuronal nucleolar stress, a cause 
of neurodegenerative disorders including Alzheimer’s disease (AD), Parkinson’s disease, 
Huntington disease, and many others, has been investigated by numerous researchers [122–
127]. In neurodegenerative diseases, nucleolin plays an important role because depriving 
the rRNA promoter of this histone chaperone downregulates rRNA transcription [128–133]. 
Abnormal interaction with nucleolin also accounts for oculomotor apraxia type 1, a neurological 
disorder caused by mutated aprataxin. Abnormalities in the nucleolus are also a cause of 
spinocerebellar ataxia, an inherited disorder caused by CAG or CTG expansion [134,135]. In 
these neurodegenerative diseases, nucleolin appears to play a role because rRNA transcription 
downregulation arises from depriving the rRNA promoter of this histone chaperone by CAG 
RNAs [136,137]. Several studies have shown that the transcription of rRNA genes is altered in 
Huntington disease (HD). A protein inhibiting the transcription of both rRNA and ribosomal 
protein genes (Rrs1) was highly expressed in a presymptomatic HD mouse model [132]. 
The level of factor UBF1 is tightly connected with RNA polymerase I, and was decreased in 
cellular and animal HD models [133]. In post-mortem specimens of human HD cases, insoluble 
aggregates of huntingtin were found in the nucleolus [134].

	 DNA-damaging response (DDR) proteins, which operate in the nucleus, also play a role 
in nucleolar repair. The number of studies on nucleolar stress in neurodegenerative diseases 
is rapidly growing [124]. Silencing of rDNA during the early stage of AD plays a role in AD-
related ribosomal deficit with subsequent dementia [122,128]. Differential methylation activity 
of rDNA is a possible mechanism causing decreased rDNA gene expression in AD patients. 
A specific methylation pattern could be used as a marker for AD detection and for tracing 
the course of the disease. Post-mortem brain tissue revealed the disruption of dopaminergic 
neurons in Parkinson’s disease [122,123]. 

	 During the passing of neural lineage, there is no direct evidence that rRNA transcription 
is inhibited, but there is indirect evidence that nucleolar-correlated mechanisms could take 
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part in this process. For example, in brain and retina, the level of the nucleolar protein 
nucleostemin-a controller of pre-rRNA processing-is rapidly reduced prior to cell cycle exit 
and neural differentiation [123]. As far as impaired mitochondrial activity affects nucleolar 
function, it supports the concept that nucleolar stress may occur at early disease stages, 
contributing to pathogenesis. It also takes place in the nucleolus in spinocerebellar ataxia, an 
inherited disorder caused by CAG or CTG expansion [134,135].

	 Recently, mouse models were developed in which nucleolar function was specifically 
impaired by genetic removal of TIF-IA, a conserved transcription factor essential for the 
recruitment of Pol I to rRNA promoters. Since its identification, it became evident that TIF-
IA activity is strongly dependent on external signals [138]. Today, it is known that TIF-IA 
is regulated by a variety of protein kinases at distinct serine residues: ERK and RSK in 
response to mitogenic signals [139], S6K in response to growth stimuli, JNK2 in response 
to oxidative stress [140], AMPK in response to cellular energy status, and PERK-dependent 
phosphorylation in response to endoplasmic reticulum stress [141]. It is also known now that 
proteasome activity is necessary for pre-rRNA synthesis, and TIF-IA may represent a potential 
link between proteasomes and rRNA genes.

7. rDNA and Epigenetic Genome Regulation

	 With a general increase in interest in the organization and functional role of rDNA in 
the genome, different research groups are focusing on various aspects of this role. Above, we 
discussed the significance of rDNA representation in genomes in the development of such 
diseases as Down syndrome, Treacher Collins syndrome, Bloom syndrome, neurodegenerative 
diseases, cancer, CA abnormalities, to name but a few. Nuclei also perform important functions 
such as in cell cycle regulation and stress response. In particular, several stress-induced loci 
localized in the rIGS produce noncoding nucleolar RNAs specific for the state of stress. By 
mapping the 5′- and 3′-ends of such responsible IGS (srIGS) segments scattered across NOR+ 
chromosomes, we found that the links in srIGSs most frequently subjected to breaks are 
adjacent to or overlap with stress-induced loci [3].

	 Recently, Churikov and co-authors revealed connections between the hotspots of 
double-stranded breaks (DSBs) in rDNA and gene expression in chromosomal domains [142]. 
The authors showed that double-stranded DNA breaks are involved in coordinated local gene 
expression. These 50–150 tbp DNA domains (designated as forum domains) can be visualized 
by separating nondigested genomic DNA in agarose pulsed-field gel electrophoresis [143] 
and used for large-scale mapping of DSBs in the genome. Nine DSB hotspots were found 
in human rDNA genes, which coincided with the binding sites of the CTCF and H3K4me3 
markers [144], implying the participation of DSBs in active transcription. In this work, DSBs 
were mapped in the chromosomes of human HEK293T cells, and a bioinformatics analysis 
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of the data in Gene Expression Omnibus (number GSE53811) was carried out in accordance 
with the data from [145]. The findings show that H3K4me3 markers often coincide with DSB 
hotspots in HEK293T cells and that mapping of these hotspots is important for the research 
on genomes affected by cancer. Data of 4C analysis of rDNA show that the regions containing 
DSB hotspots can often bind to specific regions of different chromosomes, including the 
pericentromeric regions, the binding regions of some histone markers, as well as the binding 
sites of CTCF, ChIA-PET, and RIP signals. The results suggest a close relationship between 
chromosome breaks and some mechanisms of epigenetic regulation of gene expression [146-
148].

	 As noted above, eukaryotic cells contain several hundred rRNA genes, some of which 
are disabled by epigenetic mechanisms. Extensive research has revealed the details of these 
mechanisms and shown how DNA methyltransferase and histone-modifying enzymes work 
consistently with chromatin remodeling complexes [149,150]. It was also possible to identify 
the participation of noncoding RNAs in the mechanism of formation of a specific chromatin 
structure which determines the transcriptional status of rRNA genes. These studies indicate 
the existence of complex links between various participants in epigenesis when the chromatin 
structure changes during the process of activating and deactivating genes. It has become clear that 
constitutive heterochromatin (GC) is a dynamic and transcriptionally active part of the genome 
that is important for its stability. In human cells, the main GC clusters are localized at centromeres, 
telomeres, and rRNA genes. Despite differences in biological function, telomeres, centromeres, 
and rRNA genes possess characteristic heterochromatic features necessary to maintain nuclear 
structure and function under normal conditions [151–153].

	 It has been shown that the switch between active and inactive states of rRNA genes 
is regulated by NoRC, a chromatin remodeling complex that includes the ATPase SNF2h 
and the large TIP5 subunit. The direction of NoRC to rDNA establishes de novo histone 
modifications and DNA methylation, which leads to chromatin compaction and transcriptional 
silencing of the rDNA repeat fraction. Thus, NoRC combines several enzymatic processes that 
fix repressive chromatin structures on the rDNA promoter [153]. The consolidation of such 
chromatin structures at centromeres and telomeres is vital for the integrity of the kinetochore 
and protection of the ends of the chromosomes; in other words, the protection of chromosome 
stability. Considering the structural similarity of centromeres, telomeres, and rRNA genes 
leads to the conclusion that the functions of the NoRC complex are not limited to suppressing 
the activity of rRNA genes, and that it can play an important role in organizing higher-order 
chromatin structures at other clusters of repeating sequences. This assumption is confirmed 
by the results of immunoprecipitation and FISH experiments, which show that, in addition to 
the nucleoli, NoRC is localized at the ends of the chromosomes and at centromeric repeats. 
Tip5 knockdown resulted in reduced histone modification in pericentromeres, telomeres, and 
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subtelomeres, allowing for the definitive conclusion that NoRC has a direct effect on chromatin 
in these repeating sequences. Although further research is needed to study the mechanism and 
the results of NoRC function in the regulation of chromatin structure and genomic stability, 
the fact that NoRC participates in the formation and maintenance of the repressive chromatin 
conformation in the main genomic clusters of repeating sequences implies its important role in 
maintaining the structure and function of the genome [149–151].

	 Noncoding RNAs also play a key role in the formation of functional subcompartments of 
the nucleus [152]. Using fluorescence microscopy and deep sequencing, it was shown that the 
nucleolus is enriched with Pol II transcripts of intron Alu elements (aluRNA). Inhibition of RNA 
polymerase II or exhaustion of aluRNA by antisense oligos led to the destruction of nucleolus 
structure and disrupted the transcription of rRNA genes dependent on RNA polymerase I. On 
the contrary, overexpression of aluRNA resulted in an increase in the size of the nucleolus 
and the level of pre-rRNA, which suggests a functional relationship between aluRNA and 
nucleolus integrity and rRNA synthesis. It is also shown that aluRNAs interact with nucleolin 
and direct individual segments of the genome to the nucleolus. The obtained results suggest 
the existence of a mechanism that ensures the interaction of RNA polymerases I and II with 
the participation of aluRNA and modulates the nucleolus structure and the production of rRNA 
[152–155].

8. Conclusions

	 Until 2000, the nucleolus had been considered as an organelle solely involved in 
ribosome biosynthesis. Ribosomes, the molecular factories that carry out protein synthesis, 
are essential for every living cell. At the same time, due to the discovery of more nucleolar 
functional activities, researchers all over the world have provided new insights into the role 
of the nucleolus as a signaling hub that is important in maintaining cellular homeostasis and 
lifespan and that may also cause human diseases. The variable rDNA regions differ in size and 
sequence among organisms and within individual species. A trend has appeared in recent years 
to develop many novel findings concerning various aspects of ribosome biogenesis in cell 
growth and cell cycle control. Defects in ribosome biogenesis have also been linked to human 
diseases. It is now clear that the disruption of ribosome biogenesis causes nucleolar stress 
that triggers a p53 signaling pathway, thus providing cells with a surveillance mechanism 
for monitoring ribosomal integrity. The association of nucleolar stress, cellular dysfunction, 
and human diseases, including cancer; cardiovascular, neurodegenerative, and autoimmune 
disorders; and infectious and metabolic disorders has become an important research topic. In 
addition, identifying potentially new risk factors may also help in the development of novel 
therapeutic lines of attack and new therapeutic approaches for the treatment of diseases.
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Abstract

The shortage of fossil fuel resources and the dramatic increase in 
population have raised many concerns about fuel supply in the years 
ahead. Researchers are now focusing on renewable fuels, and biodiesel 
is one of those renewables. Four generations of biodiesel have been 
reported today and many studies have been done to optimize and 
enhance their performance. The present review article examines the 
physical and chemical properties of three generations of biodiesel. It 
was observed that the physical and chemical properties of the biodiesel 
vary based on the feed stocks and have a significant effect on the 
dynamic characteristics of emission level and performance of engine. 
All properties have the highest and lowest ranges for each feed. All 
the oils that have been studied for three generations to date have been 
fully reported, and these properties have been studied and compared 
for each of the three generations.

Keywords: Biodiesel; First Generation; Second Generation; Third Generation; Physical and Chemical Properties 
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1. Introduction

	  policies and dramatic fuel price changes in fuel-producing countries have caused many 
crises in the world. Lack of adequate resources and fossil fuel contamination in the world are 
other causes of global energy issues. (Figure 1) shows the increase of the demanding for the 
crude oil and the price changes in the world. These reasons have made the need for alternative 
fuel in the world completely necessary. Nowadays, biofuels have attracted a lot of attention 
as an alternative to fossil fuels [1-5]. Biofuels are included several advantages and the most 
important of them are related to the environmental benefits. Biodiesel can diminish emissions 
that cause environmental difficulties such as acid rain and global warming. Also, health issues 
as a consequence of emissions exposure are significantly declined by the cleaner emissions of 
biodiesel [5, 6]. Biodiesel is the non-petroleum based diesel fuel. It is contained of the mono-
alkyl esters of the long-chain fatty acids derived from the renewable lipid sources [7-9]. Qual-
ity of biofuels is always dependent on many factors. Some of them are included the feedstock, 
fatty acid composition, production process, handling and storage, and postproduction param-
eters [10]. 

	 The close similarities between the properties of biodiesel and diesel fuels make that 
biodiesel is a good alternative to diesel fuels. The viscosity of biodiesel is so close to the die-
sel fuel. The conversion of triglycerides into ethyl or methyl esters via the transesterification 
procedure diminishes the molecular weight and viscosity and rises the volatility gradually. 
The cetane number is around 50-60 for biodiesel and it’s higher than diesel fuels, however, the 
heating value of the diesel fuel is greater than biodiesel. The flashpoint and density of biodiesel 
are much higher than diesel fuels, while the cloud point for diesel fuels normally is better than 
biodiesel fuel. The sulfur compounds in petrodiesel provide much of the lubricity, however, 
Biodiesel comprises virtually no sulfur and this is frequently applied as the additive to ultra-
low-sulfur diesel (ULSD) fuel to help with lubrication [11-13]. 

Figure 1: World Bank: average crude oil prices (a) and daily demand for crude oil worldwide (b)

1.1. Biodiesel feedstocks

	 The different types of feedstocks are used for the production of biodiesel. The choice of 
feedstocks relies on the economic aspects and availability of the concerned country. The major 
biodiesel feedstocks for different regions of the world are shown in (Figure 2). Four genera-
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Figure 2: Main biofuel producers by region

	 The first generation of biodiesel is edible oils such as palm, soybeans, rapeseed, and 
sunflower oil. Some of the main advantages of the first generation of biodiesel are shown in 
Fig 3. However, the use of edible oil sources as biodiesel fuel has caused great concern in the 
world. These concerns include the possibility of food shortages in the world and rising food 
prices. This generation has also required arable land for the production and it creates serious 
ecological imbalances due to that countries start cutting down forests for plantation purposes. 
Therefore, the demand for biodiesel increases, it will cause severe damage to the environment 
and wildlife, due to the greater need for arable land and larger scale deforestation [3, 5].

	 The second generation of biodiesel is non-edible oils. The mahua, jatropha, tobacco 
seed, jojoba oil are examples of second-generation biodiesel. This generation of biodiesel has 
many advantages, as shown in Fig 3. This generation also has some limitations for worldwide 
using. They may not be abundant enough to substitute transportation fuels. The performance 
of this generation has some restriction in cold temperatures [14]. 

	 The third generation of biodiesel are included microalgae, animal fats, and waste cook-
ing oils. Some advantages of this generation are shown in (Figure 3) [3]. While, this generation 
requires huge amount of money for producing. According to research, the production of algae 
biofuel still requires a lot of work, mainly in the process of the oil extraction and low yields as 
well as it emits captured carbon dioxide. 

Figure 3: The advantages of the first, second, and third generation

tions of biodiesel fuels are applied worldwide. 
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	 Limited information is available on fourth generation biodiesel. This has led to a com-
plete lack of scrutiny in this area. The Synthetic Genomics Company is applied genetic engi-
neering in production of biofuel. The genetically modified microorganisms is used to generate 
fuel directly from the carbon dioxide on the industrial scale. Furthermore, the fourth genera-
tion biofuels are gained from genetically modified crops in which they spend more carbon 
dioxide from the atmosphere than they release over combustion which makes it a carbon nega-
tive fuel.

1.2. The standards of biodiesel in the worldwide

	 Several studies indicated that the physical properties of biodiesel have a huge effect 
on emission and combustion. The physical and chemical properties of the produced biodiesel 
must reach the standard value defined in the different regions for using. Some of the standards 
are included EN 14213/EN 14214, SANS 1935, JASO M360, ASTM D 6751, ANP 42, and IS 
15607 which used in EU, South Africa, Japan, U.S, Brazil, and India, respectively [10]. Some 
of the most important physical characteristics of biodiesel are included density, cetane number, 
kinematic viscosity, flash point, pour point and cloud point, calorific value, acid value, copper 
strip corrosion, ash content, sulfur content, glycerine, and oxidation stability [12, 15]. Stan-
dards set guidelines for testing the biodiesel fuels and propose the proper ranges for different 
physical and chemical properties of the fuel.

	 There have been limited studies of the physical properties of biodiesel, but no reports to 
date have examined the physical properties of all three generations of biodiesel and comparing 
them to one another. A recent study has surveyed all the physical properties of three-genera-
tions of biodiesel from all oil sources which effect on the engine performance and emission 
features and also shown comparisons between them. The report also mentioned the lowest 
highest values of properties and shows the range for all biodiesels.

1.3. Characteristics and properties of three generations of biodiesel

	 The important physical properties of three-generation biodiesels are summarized in Ta-
ble 1, 2, and 3. The Physicochemical property ranges are illustrated for pure biodiesels. All 
tables show the most important properties of biodiesels such as Density (kg/m^3), Kinematic 
Viscosity 40°C (mm^2/s), Calorific Value (Mj/Kg), Higher (gross) Heating Value (Mj/Kg), 
Lower (net) Heating Value (Mj/Kg), Acid Value (Neutralization number) (mg KOH/g), Flash 
Point (°C), Cetane Number, Oxidation Stability (h), Cloud Point (°C), and Pour Point (°C).

	 There have been numerous reports on the types of vegetable oils and different amounts 
have been reported. About 69 first generation oils that have been the most researched are 
shown in (Table 1).
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2. Density

	 Density is one of the most important factors in biodiesels. Most studies have reported 
temperatures of density between 15 and 40 ̊ C for all three generations because the temperature 
has a direct effect on density. Also, the free fatty acid content, molar mass, temperature, the 
water content can effect on the density of esters. The cetane number, viscosity, heating value, 
fuel performance, and the quality of combustion and atomization are strongly connected to the 
density. The density of diesel fuel is lower than biodiesels. The unit quantity of all reports is 
converted to kg/m^3.

	 The maximum density of the first generation of biodiesel is reported for Castor biodiesel 
(at 20°C: around 917). Peanut sample also showed the highest density of about 992 and 884 
at 40 and 15°C. The minimum density of the biodiesel was stated for the Watermelon seed 
around 800 and 880.6 at 15 and 20°C.

	 Patchouli and Tall biodiesels (second generation of biodiesel) could show the highest 
amount of density at 15 and 40°C around 922 and 922.1. The minimum of this generation was 
shown by the jojoba and jatropha at 40, 20 and 15°C (830, 865.7, and 874).

	 Plastic pyrolysis and neem seed pyrolysis were shown the highest amount of density at 
15 and 40°C around 981 and 982. The majority of reports were done at 15 and 40°C, however, 
some reports were performed at 22, 17, and 25°C (Table 3). The lowest of the density for the 
third generation of biodiesels were shown by the heterotrophic microalgae at 15°C (778).

	 Comparison between three generations of biodiesel shows that the highest of density 
was reported by Peanut biodiesel (first generation) and it was higher than second and third 
generation of biodiesel around 8 and 2 % and heterotrophic microalgae (third-generation) had 
the lowest density compared to other generation to approximately 3 and 8%. 

2.1. Viscosity

	 The viscosity plays a leading role in the engine performance of biodiesels. It can affect 
the size of the particles, spray quality, starting the engine, the quality of the fuel-air mixture 
combustion, and penetration of the injected jet. Also, the viscosity can affect the lubricity. 
The amount viscosity has a limitation due to several reasons. The high viscosity makes the 
formation of too big drops, the increase of combustion chamber deposits, the increase of 
needed fuel pumping energy and wear of the pump and the injector elements. Also, the high 
viscosity causes operational issues at the low temperatures due to that the viscosity enhances 
with reducing the temperature. The low viscosity makes the inadequate penetration and the 
formation of the black smoke specific to combustion (during the absence of oxygen). Biodiesel 
is more polar compared to the diesel fuel, so, the viscosity of biodiesel is greater than diesel 
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fuel. Table 1, 2, and 3 show the viscosity of different feedstocks. The viscosity was measured 
at 40°C for three generations of biodiesel.

	 The unit quantity of all reports is converted to mm^2/s.

	 The maximum viscosity was reported for castor biodiesel around 14.4 for the first 
generation of biodiesel. Orange and watermelon seed biodiesels also showed the lowest amount 
of viscosity to roughly 1.04 and 1.05.

	 The highest amount of viscosity for the second generation of biodiesel was shown by 
tung. It could show the viscosity around 7.84. The minimum of the viscosity was displayed by 
the jatropha and jojoba biodiesel. It was only around 2.35 and 2.2. 

	 Spirulina platensis and neem seed pyrolysis were shown the highest amount of viscosity 
for the third generation of biodiesel. They were around 12.4 and 9.38. On the other hand, the 
lowest amount of viscosity was reported for plastic pyrolysis and it was about 1.91.

	 The comparison between all generations could show that the maximum viscosity was 
shown by the castor and it was higher than the second and third generation of biodiesels to 
approximately 46 and 14%. The minimum of viscosity also reported by the first generation of 
biodiesels and it was 52 and 45% lower than the second and third generation of biodiesels.

2.2. Calorific Value

	 The heating value or calorific value of the fuel is defined as the amount of energy 
released through the combustion of the unit value of the fuel. The unit quantity of all reports is 
converted to Mj/Kg. The upper heating value is gained while all products of the combustion are 
cooled down to the temperature before the water vapor combustion formed over combustion is 
condensed. The lower heating value is achieved by subtracting the latent heat of vaporization 
of the water vapor formed with the combustion from the upper heating value. Some of the 
reports indicated only to the calorific value and others referred to higher and lower heating 
values.

	 The highest calorific value for the first generation was gained by the false flax biodiesel. 
It was from 45.05 to 46.15. The maximum higher heating value was shown by the cottonseed 
and it was about 48.18. Also, the greatest amount of the lower heating values reported by the 
coconut biodiesel (57.74). On the other hand, the minimum of calorific value was displayed 
by the thistle biodiesel (36.5). The lowest amount of the higher and lower heating values were 
gained by the canola and cottonseed biodiesels (25.11±0.29 and 36.89).

	 Nerium oleander had the highest amount of calorific value between all second generations 
of the biodiesel (44.98) and the lowest heating value was shown by the nahor biodiesel [35]. 
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The higher heating value of the patchouli was greater than other second generations (44.18). 
The lowest higher heating value was shown by the green seed biodiesel and it was only around 
20.95±0.2.

	 Spirulina platensis showed the maximum of calorific value between all third generations 
of biodiesel (45.63). The lowest calorific value was gained by waste cooking and it was around 
37.2. Lard biodiesel showed the highest higher heating values around 39.93 and neem seed 
pyrolysis was gained 20.8. The greatest lower heating value of the third generation of biodiesels 
was gained by the heterotrophic microalgae. It was around 44. The minimum lower heating 
value was reported sludge pyrolysis biodiesel (36.49).

	 Comparison between all biodiesel generations could display that the spirulina platensis 
could achieve the maximum of calorific value and it was higher than nerium oleander and false 
flax to approximately 3 and 2%. Also, the highest higher heating value of the first generation 
of biodiesel (cottonseed) was higher than the second and third generation of biodiesel around 
9 and 18%. 

2.3. Acid Value

	 The acidic value (acid number or neutralization number) in chemistry is the amount of 
mg of potassium hydroxide needed to neutralize one gram of a substance. An acidic number 
is a measure of the number of carboxylic acid groups in a compound, such as a fatty acid or 
a mixture of compounds. The upper amount of free fatty acid contributes to the elevated acid 
value which in turn causes severe corrosion in fuel supply lines of the engine. Besides, the 
acid value can be observed as the indication of the level of lubrication in fuel lines. The unit 
quantity of all reports is mg KOH/g.

	 The castor biodiesel showed the highest acid value between all biodiesels of the first 
generation (3.9). The lowest acid value was displayed by the dika biodiesel and it was merely 
around 0.01.

	 The maximum of acid value for the second generation of biodiesel was gained by the 
nahor (1.8) and the minimum of the acid value was shown by the stillingia (0.007).

	 Plastic pyrolysis biodiesel from the third generation could display the highest amount of 
the acid value (41) and the lowest of acid value was gained by the waste frying palm (0.15).

	 The third generation of the biodiesel could show the much higher acid value compared 
to other generations and the second generation of biodiesel could gain the minimum of the acid 
value compared to others. 

2.4. Flash Point 
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Flashpoint is the smallest temperature at which the fuel will ignite on the application of the 
ignition source under particular situations. Every liquid has a vapor pressure which is a function 
of its temperature. As the temperature rises, the vapor pressure increases. As the vapor pressure 
increases, the density of flammable liquid vapor increases. Therefore, temperature determines 
the amount of combustible liquid vapor in the air. Flashpoint measurement is done in two main 
ways: open cup and closed cup. The diesel fuel has a flashpoint around 50-65°C. Mostly, the 
flashpoint of the biodiesel is much higher than diesel fuel. The high flash point of biodiesel 
increases the security of fuel storage and transportation. The unit quantity of all reports is 
Celsius (centigrade).

	 The palm biodiesel had the maximum of the flashpoint between all first generation of 
biodiesel (214.5°C). On the other hand, the minimum of the flashpoint was gained by the 
orange biodiesel (29°C) and it was lower than diesel fuel.

	 Tung biodiesel (second generation of biodiesel) had the highest amount of the flashpoint 
around 197°C. However, the flashpoint of the nerium oleander was merely about 73°C.

	 In the third generation of biodiesel, the beef tallow had the greatest flashpoint between 
all samples (around 210°C) while the plastic pyrolysis biodiesel was only around 13°C.

	 The flashpoint of palm biodiesel was higher than tung and beef tallow around 8 and 3% 
and the plastic pyrolysis biodiesel was lower than the nerium oleander and orange biodiesel 
around 82 and 55%

2.5. Cetane Number

	 The cetane number represents the delay between the start of the injection into the 
combustion chamber and the start of the fuel combustion. During this delay, the fuel accumulates 
and then ignites and the combustion explodes to produce a powerful effect. Reducing the delay 
time makes the combustion more uniform. The increase of the cetane number causes the quick 
ignition of the fuel and it makes less non-ignited fuels building up in the combustion chamber 
and also further complete fuel combustion. The low cetane number affect the incomplete 
combustion and it causes the enhancement of the exhaust emissions and extreme deposits in 
the engine. Normally, biodiesels have a higher cetane number due to greater oxygen content 
compared to the diesel fuel. 

	 Papaya seed biodiesel (first generation) showed the highest amount of the cetane number 
compared to other biodiesels. The value of the cetane number was around 77.3. On the contrary, 
pomegranate seed biodiesel had the lowest cetane number around (26.1).

	 Honesty biodiesel (second generation) displayed the highest amount of cetane number 
around 78.9±0.8 compared to other biodiesels in this generation, while tung biodiesel could 



24

Advances in Biotechnology

reach only around 39.

	 Heterotrophic microalgae were shown the maximum of the cetane number in the third 
generation of biodiesel (almost 75). However, the cetane number of the fish biodiesel was 
around 51.

	 The highest cetane number between all generations was shown by the honesty biodiesel 
and it was 3 and 6 % higher than the maximum of the other generations. Pomegranate seed 
biodiesel was shown the lowest amount of cetane number compared to other generations and 
it was 33 and 48% than the minimum of the other generations.

2.6. Oxidation Stability 

	 The oxidation can affect the quality of the biodiesel over storage in contact with air. The 
storage stability is extremely important for the biodiesel and it indicates the ability of the fuel 
to stand chemical changes over the long term storage due to the connection with the oxygen 
from the air. The oxidation stability of biodiesel is subject to the number of bis-allylic sites 
in unsaturated compounds. The primitive oxidation is started by the radical formation at bis-
allylic sites and it forms peroxides. Then, the secondary oxidation generates the aldehydes, 
volatile organic compounds, and ketones with ruing the methyl ester which polymerizes to 
form waste sludge that can detriment the engine fuel injection system.

	 This feature is not mentioned in all reports but Ben biodiesel had the highest in first-
generation biodiesel (26.2 h). On the contrary, the kenaf seed biodiesel had the lowest oxidation 
stability and it was around 0.35 h.

	 The honesty biodiesel showed the maximum of the oxidation stability between all 
second generations of biodiesel (72 h). Sterculia foetida biodiesel displayed the minimum of 
the oxidation stability around 0.022 h.

	 The waste mixed vegetable biodiesel presented the greatest amount of oxidation stability 
in the third generation of biodiesel about 14.12 h. However, the lowest of the oxidation stability 
was shown by the waste sunflower biodiesel (around 0.43 h). 

	 Comparing between all generations, the honesty biodiesel was higher than the maximum 
of the first and third generation of biodiesel around 63 and 80%. Also, Sterculia foetida biodiesel 
(second generation of biodiesel) was lower than the minimum of the first and third generation 
of biodiesel to approximately 93 and 94%.

2.7. Cloud and Pour Point

	 The minimum temperature at which a cloud of paraffin crystals appears inside the oil 
product is called the cloud point. At this temperature, the sample does not lose its fluidity and 
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is usable. The pour point of a hydrocarbon material is when it cools under certain conditions 
and is defined as the lowest temperature at which the hydrocarbon flows. This temperature is 
somewhat higher than the solidification point temperature. It is difficult to define precisely 
the pour or solidification point since the transition from the liquid phase to the solid phase is 
gradual. The unit quantity of all reports is Celsius (centigrade). 

	 Ben biodiesel showed the highest could and pour point between all first generations 
of biodiesel (19°C). However, pumpkin seed had the minimum of could point around -18°C. 
Also, it had the lowest pour point between all biodiesel samples around -32°C. 

	 The maximum of could and pour point was shown by the paradise biodiesel between the 
second generation of biodiesel (19 and 14.5°C). On the other hand, the minimum of could and 
pour point was reported by the patchouli biodiesel (-33°C).

	 Euglena sanguinea biodiesel had the greatest could and pour point between all third 
generations of biodiesel and it was around 15 and 13°C. Waste fried oil and Spirulina showed 
the lowest cloud and pour point to roughly -8.3 and -18°C. 

	 Paradise and ben biodiesel had the highest cloud point and it was 21% higher than Euglena 
sanguinea biodiesel. However, the ben biodiesel had the maximum pour point compared to 
the all second and third generation of biodiesel. It was 23 and 31% higher than the maximum 
of other generations. The patchouli biodiesel indicated the minimum of the cloud and pour 
point between all generations and it was lower than the lowest cloud and pour point of other 
generations between 4-74%.

3. Conclusion and Future Trend

	 This review article attempts to provide comprehensive information on the physical 
properties of the majority of biodiesel used in all three generations and propose the best biodiesel 
concerning their physical properties. Biodiesel has many advantages over fossil fuels. One of 
the most important reasons for choosing biodiesel is its impact on the economy, environment 
and energy security in the world. Some of the most important benefits of biodiesel on the 
economy can be sustainability, job opportunities in the rural area, fuel diversity, more income 
taxes, development of agriculture, International competitiveness, decreasing the dependency 
on the imported petroleum, and improving investments in equipment and plant. Reducing 
air contamination, Biodegradability, Greenhouse gas reductions, better combustion efficiency, 
and carbon sequestration are some of the environmental impacts of biodiesel. One of the most 
important impacts of biodiesel on energy security can also be addressed renewability, ready 
availability, domestic distribution, supply reliability, domestic targets, and decreasing use of 
fossil fuels [296].
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Although biodiesel has superior properties over fossil fuels, choosing the right biodiesel has 
many difficulties. Choosing the right biodiesel depends on various factors including standards 
set in different countries, raw material production policies, weather conditions, engine biodiesel 
performance, initial production costs, and physical properties of biodiesel available in that 
region and so on. Therefore, choosing the best option among all the studied biofuels is almost 
impossible, and choosing the best feedstock has to take into account all the physical, chemical 
and product conditions, and so on.
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Background

	 Preimplantation period is the early series of events required to establish pregnancy. 
Therefore, it is one of the main research focus all over the world. The early classic studies was 
based on in vivo model to monitor the success of fertilization based on superovulation and em-
bryo flushing at different time points. However, application of in vitro embryo production has 
advanced our understanding on the molecular regulation of the events encompass this crucial 
period. Indeed, different approaches and molecular techniques have been performed to get 
deep insights into the molecular mechanisms controlling early events of preimplantation em-
bryo development of several mammalian species. Semi- and quantitative real-time polymerase 
chain reaction was first introduced as gene-by-gene approach to study spatiotemporal regu-
lation of well-known candidate genes and their involvement in determining the quality of 
oocytes and embryos. Another interesting focus of research was to identify the alterations of 
transcript abundance of candidate genes in response to various biological conditions like in 
vivo and in vitro culture conditions. The polyadenylation pattern during oocyte maturation and 
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embryonic development was the key molecular mechanism that was investigated deeply in 
many laboratories. ����������������������������������������������������������������������Recently, genome-wide assessment strategies of omics approaches (tran-
scriptomics, miRNAomics, proteomics, lipidomics and metabolomics) have been applied to 
profile all detailed structural and functional changes of the whole genome in attempt to use this 
knowledge in downstream applications and practices. Although, the great efforts have been 
done in this field during the last decades, the applications are still in the infancy stage. In this 
chapter, more highlights will be focused on all attempts has been made in this field. 

1. Introduction

	 The reproductive performance of a herd is the biggest factor affecting production 
and product quality of livestock. Thus, a decline of either the female or the male fertility 
represents a dramatic economic loss in beef and dairy industries. Therefore, it would be of great 
importance to define and manage the biological factors contributing to livestock fertility. In 
large animal farm management, individual male could serve thousands of females worldwide 
through application of artificial insemination. Therefore, a genetic mutation related to certain 
phenotypic trait(s) of one male will transmitted to have a global economic impact. Thus, a single 
male has a larger impact on herd productivity than fertility of a single female. Additionally, 
sperm viability is a determinant factor, which affects success rate of fertilization, and embryo 
production [1]. Subsequently, the expression of compromised genetic information from the 
spermatozoa can impair embryo quality [2]. A study done in bovine bulls has detected novel 
genetic loci harboring ITGB5 gene, which associated with the bull reproductive performance 
by controlling sperm-oocyte interaction, and resulted embryo development [3]. Expression 
profile of selected genes was used as a good indicator for the physiochemical parameters of 
semen collected from farm animals’ males of different species [4, 5 and 6]. This confirms the 
involvement of sperm genes in various reproductive processes such as spermatogenesis, sperm 
motion [7]. fertilization of ova and subsequent preimplantation development [8]. 

	 On the female side, animal breeders normally select dairy cows based on milk record 
as the main phenotypic (productive) trait, which resulted in fertility decline of their progeny 
during next generations [9]. This attitude has resulted in compromising fertility of highly 
milk producing which was measured by the reduction of first service conception rate from 
approximately 65% in 1951 to 40% in 1996 [10]. Buffalo breeding is faced with the low 
fertility rate, which leads to high economic loss under heat stress conditions [11]. In this regard, 
cumulus-oocytes complexes are highly affected when the female is exposed to environmental 
heat stress during follicular development, ovulation and in vivo events of oocyte maturation 
[12, 13, 14]. Buffalo cumulus-oocyte complexes that were collected during hot season had a 
high percentage of arrested oocytes in metaphase I stage of nuclear progression after in vitro 
maturation [15]. Interestingly, bovine oocytes that have been exposed to increased temperatures 
at 40.0°C and 41.0°C recorded lower rates of nuclear and cytoplasmic maturation that was 
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linked with reduced in vitro embryo development [16]. In support to previous observation, 
experimental exposure of COCs to heat shock during the maturation has revealed reduced 
cleavage rate as well as blastocyst development [17]. In vivo experiments have reported 
reduced pregnancy rate by 25% for each °C elevation in body temperature, which is due to the 
negative impact of heat stress on preimplantation development embryos [18]. The expression 
of stress indictor gene known as HSP70 was increased in buffalo oocytes collected under heat 
stress condition compared to those collected in cold season [19]. [20] have reported greater 
expression profile of genes related to thermal stress (HSP 70.1 and HSP 70.2) and cell death 
inducing genes (CASPASE-3, BID and BAX) in buffalo embryos (8-16-cell and blastocyst 
stages) exposed to 39.5°C and 40.5°C than that in control group. This implicates that exposure 
of buffalo preimplantation stages of development to heat stress even for short duration reduced 
embryo development rate and this was regulated by increase cell death genes and embryo try 
to resist this negative effect by upregulation of heat shock genes.

	 The key biological factor that is behind the reduced fertility either in high milk 
producing cows and under heat stress is the poor oocyte, which compromise embryonic 
development qualities [21, 18]. It was established that the molecular mechanisms linked with 
low developmental potential of bovine oocytes is highly complex and may be reliant on many 
small changes in the RNA levels of many genes [22,23]. There is a clear relationship between 
altered transcript abundance patterns and some aspects of embryo quality (i.e. cryotolerance), 
which render the embryo capable of establishing a pregnancy, if transferred fresh, but incapable 
of withstanding cryopreservation [24,25]. The main factors implicated in embryo and fetal 
loss can be categorized as those of intrinsic genetic problems, environmental factors like heat 
stress, failures in maternal physiological environment, and endocrine related problems like 
unsuccessful embryo-maternal communication [26,27,28]. It has been stated, that aberrant 
gene expression either in the uterine endometrium [29] or in the embryo [29-32] is the major 
cause of pregnancy failure in cattle. Early embryogenesis depends on a tightly choreographed 
succession of gene expression patterns involved in different biological processes, which define 
normal development [33, 34]. Even a defect in a single gene is sufficient to cause implantation 
failure [35]. In this regard, all HSP40 family genes were found to be up-regulated in degenerate 
embryos versus blastocysts [36]. In addition, heat shock protein gene Hsp70.1 was up-
regulated in blastocysts produced in vitro compared to in vivo embryos [37]. Identification of 
preimplantation gene regulation and functional analysis of key expressed molecular markers 
is crucial to understand and control important events ecompassed this period to improve farm 
animals’ fertility. Therefore, this chapter aims to highlights research has been done in the 
molecular regulation of preimplantation development. 

1.1. Approaches of large-scale expression analysis in bovine

	 The advent of high-throughput analyses of gene sequence and transcriptional regulation 
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has advanced our understanding of cellular and molecular activity of certain biological 
process. In particular, array technology is nowadays a powerful gene expression profile tool. 
Researchers have used gene-by-gene approach to identify gene expression before the availability 
of genome wide approaches such as microarray and next generation sequencing (NGS). 
Traditional polymerase chain reaction (PCR) has been performed to profile the expression of 
housekeeping genes during in vitro maturation of buffalo oocytes [38, 39]. While, quantitative 
real/time PCR was use to compare gene expression of key regulatory genes in bovine embryos 
produced either in vitro and in vivo [37]. Global approaches have been introduced to get deep 
insights into the molecular regulation of specific event during preimplantation development. 
For example, differential display and suppressive subtractive hybridization were used to define 
transcript abundance of genes associated with developmental competence of bovine oocytes 
[40]. cDNA array approach was done to identify genes differentially regulated during bovine 
oocyte maturation using human specific array [41]. Nevertheless, significant research efforts 
have been devoted to the development of cDNA resources in all major livestock species in the 
last few years. 

	 Gene expression analysis using microarrays is a promising approach enabling global 
gene profiling to define the big picture of early embryo development. However, mRNA analysis 
in oocytes/embryos has to overcome many technical hurdles caused by the limited quantity 
of materials available and the biology of tissue studied [42]. Many universities and research 
institutes have tried to generate their own specific array as platform for global gene expression 
analysis. A large bovine microarray containing over 18,000 EST clones was developed [43]. 
Although this array covers a significant portion of the bovine genome, transcripts of oocyte 
origin may be under-represented, since the expressed sequence tags (ESTs) used for construction 
of this large array were derived from libraries of mixed tissue origin. A collaborative program 
named GINGER (Gene Index for Gene Expression profiling in Ruminants) has constructed a 
ruminant cDNA array with 1896 clones collected from non-normalised cDNA libraries of three 
tissues (muscle, embryo and mammary gland). This array was developed to be resource for gene 
expression profiling in ruminant tissues involved in reproduction and production (milk and beef) 
traits. Bovine cDNA array namely BlueChip containing ~2000 randomly selected clones was 
constructed from four different subtraction suppressive hybridizations (SSH) between bovine 
embryos and somatic tissues [42] is one of the bovine preimplantation specific array. A cDNA 
microarray with over 2000 randomly selected cDNA clones was generated from bovine oocyte 
library and was used to identify genes highly expressed in fetal ovary (an enriched source of 
oocytes) relative to adult spleen and liver tissues [44]. Investigation in gene expression at the 
level of the mRNA in mammalian reproductive tract during early embryonic development may 
help to identify genes, which are involved in embryo-maternal communications [45]. In the 
last few years both cDNA and oligonucleotide microarray technology have been successfully 
applied to study endometrial gene expression (reviewed in Giudice 2003). In order to, identify 
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embryo induced transcriptome changes in bovine endometrium a combination of SSH and 
cDNA microarray have been applied to compare the gene expression between uterine samples 
from pregnant and no pregnant heifers [46].

	 Functional genomics studies of oocyte competence was conducted using bovine cDNA 
array containing expressed sequence tags (ESTs) representing approximately 15 200 unique 
genes [47]. Affymetrix bovine-specific DNA microarray is the biggest available array (with 
>23,000 transcripts) was used for global transcription analysis in matured bovine oocytes and 
8-cell embryos [48]. Global gene expression profiles of mouse and human preimplantation 
embryos from the GV oocyte to blastocyst stages have been established via microarray analyses 
using in vitro-transcribed antisense RNA as amplified target material [49]. In addition, cDNA 
microarrays contained 932 bovine EST clone inserts has identified a range of mRNA transcripts 
that are differentially expressed between bovine blastocysts derived from in vitro versus in 
vivo culture [50]. The transcriptome dynamics throughout preimplantation development o 
bovine was done using NGS to find out distinct cluster of gene regulators [51]. Furthermore, 
a multi-species cDNA microarray containing 3,456 transcripts from three distinct oocyte-
libraries from bovine, mouse and Xenopus laevis were constructed to identify genes expressed 
in oocytes and conserved in these distant species [52]. Recently, the integrated interaction of 
ovarian miRNA and mRNA was performed in sheep to detect genes regulating prolificacy trait 
using NGS [53, 54]. 

2. Sperm RNA Population 

	 Sperm is a differentiated cell, has a specific function which deliver the haplotype to the 
oocyte, it seems a simple mission, among species sperm phenotype shows a high degree of 
variation such as sperm size [55], studies documented that sperm not only delivers the DNA 
to egg but also complex RNA which it is difficult to explain [56,57]. During the replacement 
protamines with histones to compact DNA, a lot of changes occur in chromatin so RNA 
originates not from DNA transcription [56,58] and not dismiss from sperm formation process 
for two reasons, firstly RNA stored in sperm cell used as a substrate to activate RNA translation 
process [56], secondly RNA share during fertilization and embryo development [56,57,59]. 

	 The sperm has a large RNA population which is identified in many species including 
insects [56] and plant [60] and mainly localized in sperm head (Johnson et al. 2015) including 
messenger RNA (mRNA), micro- RNA (miRNA), interference RNA (iRNA), and antisense 
RNA [61]. and also can be characterized as coding RNAs, long non-coding RNAs (lncRNAs) 
and small non-coding RNAs (sncRNAs) [62] (Das et al. 2013; Jodar et al. 2013; 2015, Sendler 
et al. 2013; Pantano et al. 2015; Selvaraju et al. 2017; Zhang et al. 2017). Sperm RNA transcripts 
heat shock proteins, cytochrome P450 aromatase and wide range of receptors [61]. Large 
number of non-coding RNAs has potential biological functions (Jodar et al. 2013), whereas 
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a large number of sperm-specific non-coding RNAs have been identified, including intron 
retained regions and short expression regions (Jodar et al. 2013, Sendler et al. 2013, Selvaraju 
et al. 2017). Around 880 sperm lncRNAs seem conserves between human and mouse, however 
their functions are unknown (Zhang et al. 2017).

	 The RNA-sequencing technology (RNA-seq) is a useful tool in studying of spermatozoa 
ribosomal RNAs (rRNA) and has revealed that ribosomal RNAs (rRNAs) represent in from 
human, pig, stallion and bull sperms (around 80% of total RNA), but in mice the rRNAs represent 
only 30% of total RNA (Das et al. 2013; Jodar et al. 2013; Johnson et al. 2015; Selvaraju et 
al. 2017; Gòdia et al. 2018a). The detection of mature sperm RNA explains the role of coding 
RNA fermentation in transcriptional shutdown during this stage. The spermatozoon’s intact 
transcripts selectively protected from degradation and it may have a vital role during spermatid 
maturation, fertilization and early embryogenesis (Sendler et al. 2013; Selvaraju et al. 2017). 

2.1. Transcription and RNA storage during spermatogenesis

	 During spermatids maturation the absence of protein synthesis synchronize with a 
progressive decline in stored RNA. DNA transcription to RNA is also canceled in spermatids 
before and during the DNA condensation onto protamines [56], [58] because the DNA-protamine 
is condensed at least six times efficient than DNA-histone (minimization the volume of the 
nucleus) [63] and DNA toroid structures formation occur when protamine DNA becomes super 
condensed in later stage of spermatids formation. This toroid structure can be microscopically 
visualized approximately 50,000 base pairs of DNA [64] instead of the 146 base pairs of 
DNA for coiled twice [65] and linked to other toroids to form (DNase sensitive toroid) linked 
with region in which the DNA remains folding with histones [66]. The DNA toroids have not 
enough space to allow for RNA storage in opposite during spermatid chromatin condensation. 
The toroids links with the periphery of the nucleus and called (the peri-nuclear theca) [67]. 
These toroid structures protect the DNA from mutation, toxies and free radical [68]. The 
DNA amount is wrapped to protamines showed a different percentage for most mammalian 
species >98% of total DNA [69, 70], but for human sperm approximately 90% [68]. The super 
condensation minimize the volume leading to cellular process silencing and this is required for 
maintaining the sperm ability as a specialized cell deliver the haploid to the oocyte. 

2.2. Biological roles of sperm molecules delivers to the oocyte 

	 The microgamete sperm cell with delivers only the haploid genome to the oocyte which is 
called a macrogamete to contribute the cellular organelle required for embryogenesis as cytosol 
[71] and mitochondria because sperm structures are destroyed by the fertilized oocyte [72]. 
But it was observed that the meiosis II division activation in the fertilized oocyte [71] related 
to the sperm’s centrosome (non-genomic) which is critical factor for embryo development in 
mammals not in rodents [73], [74] and prove that the sperm can deliver more than genomic 



7

Advances in Biotechnology

material [75].

Also sperm cell transports specific phosphor-lipase C-z to the oocyte, which is present in pre-
nuclear theca of head and necessary for embryonic development activation [76], [77]. 

	 The increase of Ca2+ during fertilization induces the oocyte to complete meiosis and 
subsequently to begin in embryonic development. The signals required for oocytes calcium 
oscillations begin after fertilization and showed as PLC-z [76,78]. In addition, peri-nuclear 
theca proteins coding other molecules working as a signals involved in different protein kinase 
pathways but other transcriptional factors and structural proteins [79,80], activate the oocyte 
meiosis activation process and pronuclear development [57] need to be deeply studied. Some of 
sperm components are believed that slowly degrade such as mitochondria and others preserve 
until late embryonic stages [57,81].

2.3. RNA transfer to the oocyte and its functions

	 At early studies on sperm RNA, there was a belief that sperm RNA is non-functional 
and remain from the spermatid gene expression, on the other side, it was predicted that sperm 
RNA has a role after fertilization in formation of male pronucleus [82,83]. Recently among 
other cellular factors, is supposed that RNA affect on embryo development [84]. The first 
time that the three different types of sperm mRNA can be identified, the fertilizing sperm can 
transfer mRNA into the oocyte, which can be intact for at least 3 h post-fertilization. At least 
five sperm specific mRNA were recovered in oocytes post-fertilization, although they were 
absent in unfertilized oocyte [85]. 

2.4. mRNA without function

	 Some mRNA is specific and only expressed during spermatid differentiation such as 
mRNA encoding protamine-2 which expressed before, and during the DNA condensation 
phase when histones are replaced to protamine-2. Also protamine-2 role in chromatin 
coiling synchronizes with spermatid differentiation by encoding mRNA could be involved in 
differentiation process. But the protamine mRNA degradation is very rapid in fertilized ova 
explaining its deleterious expression after fertilization [86]. Other sperm cell mRNA may be 
residual from the last spermatid expression phase. Recently, there is a thought that the analysis 
of sperm mRNA composition may be an indicator for male fertility [87, 88]. A group of genes 
known as GA17, COX5B and TFAM mRNAs exist in large quantities in all individual human 
ejaculates [89] but they are non-functional and cannot use in translation or trans-membrane in 
mature sperm [90]. GA17 coding for a putative fusogenic protein that may be important for 
sperm–oocyte interaction [91,92] COX5B is a subunit of the terminal mitochondrial respiratory 
transport enzyme and the mitochondrial transcription factor A (TFAM) genes are coded in 
nuclear but located in mitochondria. COX5B and TFAM mRNA imported to the mitochondria 
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matrix can be translated by the ribosomes then their products will be exported to the cytosol 
but this suggestion is not correct because the last described phenomena have not been occurred 
in the mitochondria of any cell type [93]. A more suitable explanation would be the presences 
of some remnant cytosolic ribosomes responsible for detecting the mRNA translation. RNA 
is absent in the sperm mitochondria and in the mid-piece [82]. This study agree with the 
suggestion that sperm mitochondria proteins do not involved in transcription and translation 
[94]. 

2.5. Sperm‑egg binding

	 The oocyte plasma membrane consists of two regions, a microvilli-free region and a 
microvilli-rich region. The sperm fuses the oocyte in the microvilli-rich region [95,96]. The 
interaction between the sperm and oocyte involves sperm cell‑oocyte cell adhesion, followed 
by the fusion of two gametes membranes [97]. The inner acrosomal membrane of the sperm 
comes into the oocyte membrane [98] through the equatorial region [99,100].

	 Many molecules present in sperm and oocytes and are crucial for successful gamete 
binding as Fertilin α or ADAM1, fertilin β or ADAM2 and cyritestin or ADAM3. The role of 
ADAM1, ADAM2 and ADAM3 appear clearly in sperm oocyte binding [97]. Fertilin β is not 
essential for plasma membrane binding and fusion but poor adhesion to zona pellucida was 
observed in fertilin β and cyritestin knockout mice [101,102].

	 Oocytes integrins which found on the membrane surface are thought to be ADAMs 
sperm receptors. Some studies discovered that α6β1 integrin is an oocyte receptor for fertilin 
β [103,104] but other studies revealed that α9β1 integrin is a receptor for fertilin β [105,106]. 
CD46 express in rodents on the sperm acrosomal membrane [107] and maintain the membrane 
stability [108]. In human cells, CD 46 directly interacts with β1 integrin and indirectly with 
tetraspanins [109]. 

	 CD9 exists in oocytes membrane surface, one of tetraspanin protein family and is 
important for sperm‑oocyte interactions [110]. The role of CD9 in sperm oocyte fusion has 
been detected in a numerous studies with CD9-null oocytes which the ability for strong sperm 
adhesion was reduced [111] the after fertilization reorganize microvilli distribution to enhance 
membrane block (Żyłkiewicz et al., 2010). CD9 deficiency in mice caused a reduction in 
fertility [112,113] also CD81 is another member, expressed on the surface of oocyte, its specific 
role is not fully studied until now but it interacts with CD9 [114]. CD81 gene silencing caused 
a reduction in fertility [115,116].

	 CRISP1 is a sperm protein expressed by the cumulus cells surrounding the oocyte, 
induces sperm direction through the modification of sperm hyper-activation and it may regulate 
Cat Sper function [117] and sperm chemo-attraction in female reproductive tract to help in 
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successful in-vivo insemination (Blasco, 2014). 

IZUMO is a specific protein, expressed in sperm and essential for sperm‑oocyte plasma 
membrane binding and fusion [118]. IZUMO interacts directly with some oolema molecules. 
Helical dimer of fragments of IZUMO N-terminus domain involved in sperm‑oocyte fusion 
[119]. Dimers are formed by the connection between IZUMO and other proteins via its 
N‑terminal domain [118]. Moreover, IZUMO considered a key role for organizing and stabi
lizing of protein-like complex which is crucial for membrane fusion. Also protein, angiotensin 
protein which has the ability to convert enzyme 3 (ACE3) on the sperm acrosomal cap, capable 
of interacting with IZUMO [120]. On the oocyte membrane, Juno belongs to the folate receptor 
family and recognizes the sperm IZUMO to facilitate fertilization. It has been demonstrated 
that mice lacking Juno on the surface of their egg cells are infertile female mice with lacking 
Juno failed in normal sperm fusion. The rapid absence of Juno from the oocyte membrane 
immediately after fertilization implies the essential role of shedding Juno in the fertilization 
process to prevent poly-spermy occurrence in mammals [121].

	 Trypsin‑like acrosin and spermosin proteases are two different molecules involved in 
the first physical contact of the oocyte and sperm, it was suggested that aproteasome system 
participate in helping the sperm to penetrate the oocyte or in the process of sperm binding proteins 
[116]. Although sperm hyaluronidases are believed to be a limiting factor for fertilization 
in mammals, and sperm‑specific SPAM1 and HYAL5 hyaluronidase have been suggested to 
paticipate in sperm‑ZP binding in mice, the recent researches proved that hyaluronidases are 
not essential requirement for fertilization [122,123].

	 The oviduct tube which is the fertilization environment and secretions also play an 
essential role in the transport and interaction between male and female gametes. The lactoferrin 
expression in a human oviduct regulates polyspermy prevention process but in vitro inhibits 
gametes interaction (Yoon, 2014), also causes a modification in sperm function by decreasing 
sperm α‑D‑mannose binding sites and increasing the tyrosine phosphorylation of sperm 
proteins (Zumoffen, 2013).

3. Oocyte Transcriptomics

	 In the natural reproductive cycle, around 80% of the ovulated oocytes will be fertiliyed 
and developed to blastocyst [124]. A sharp drop in development of bovine embryo occurred 
when in vivo recovered oocytes are continue matured under in vitro condition compared 
with their counterparts that are matured in vivo [125,126]. It is supposed that COCs that are 
matured in vivo have accumulated all molecules such as RNA, proteins that are required for 
orchestrating early-cleaved embryos (Hyttel et al., 1997). During the initial cleavage divisions, 
embryonic development is supported by maternal mRNAs and proteins synthesized and stored 
during oogenesis [44]. Oocyte-expressed genes are not only important for follicular growth 
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and development but also are crucial for early embryogenesis however, our understanding 
of composition of the oocyte transcriptome and the identity of key oocyte-expressed genes 
with important regulatory roles in folliculogenesis and early embryonic development is far 
from complete [44]. In addition, investigation on the molecular characteristics of oocytes of 
poor developmental competence is critical to form a foundation for the development of future 
classification criteria for the selection of oocytes with superior developmental capacity [47]. 
Using oocyte-specific cDNA microarray, six genes were overexpressed in fetal ovary relative 
to [ribosomal protein L7a, dynein light chain, Doc2α,

 calmodulin, leucine-rich protein, and the 
novel gene clone (Begg20_H6)] [44]. Following cross-species hybridizations (bovine, mouse 
and Xenopus laevis), 268 transcripts were reported to be preferentially expressed in the oocyte 
of these three species [52]. In this study, transcripts of SMFN (Small fragment nuclease), Spin 
(Spindlin), and PRMT1 (Protein arginine methyltransferase 1) were identified in oocytes and 
conserved in three evolutionarily distant species. Recent report has evidenced that reduced 
transcript abundance for follistatin is associated with poor developmental competence of 
bovine oocyte [47]. 

	 Analysis of the relative abundance of transcripts during oocyte maturation will help to 
identify potential marker genes for bovine oocyte competence. Using heterologous human 
cDNA array, approximately 300 genes were expressed in the bovine oocyte, of which 70 
were differentially expressed during meiotic maturation, the expressed genes were associated 
with cell cycle regulation (CCNB1 and CDC2), DNA transcription (TIF1 and GTF2H) and 
apoptosis regulation (DAD1, CASP4, FASTK and BCL2L1) [41]. In array study conducted by 
[48], has showed that genes controlling DNA methylation (DNMT1 and DNMT2), transport 
(IGF2R, VDP and ATP2B1) and metabolism (HSD11B2, MUT, SLC3A2 and PLCG1) were 
up-regulated in matured oocytes compared to 8-cell stage embryos. Many genes (polyA, CPSF) 
and CPEB) related to cytoplasmic polyadenylation element (CPE)-dependent polyadenylation 
complex machinery were found to be expressed in bovine oocytes pre- and post-resumption 
of meiotic maturation. Furthermore, the differential expression of the majority of these genes 
further underlines the tight temporal control of protein synthesis required for oocyte maturation 
and in preparation of subsequent fertilization and early embryo development [127]. 

	 Previous studies have shown that development of early embryos to the blastocyst stage 
was greater when oocytes were obtained during follicular growth/stagnation phase (G/S) than 
in the dominance/regression phase (D/R) [58,128,125, 2,129,130]. The dominant follicle exerts 
a direct inhibitory effect on the development of subordinate follicles in cattle [131]. causing 
them to undergo atresia [132], which may lead to lower in vitro developmental competence 
compared to their counterparts at growth phase (as measured by blastocyst rate) [128]. 
Moreover, blastocysts derived from oocytes collected from both medium and small follicles at 
growth/stagnation G/S stage or dominance/regression D/R stage were reported to be different 
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in relative abundance of developmentally related transcripts (Cx43) [133]. However, the 
molecular properties of these oocytes in bovine have not yet been investigated. Therefore, in 
one of our studies we have compared the transcript abundance of bovine oocytes retrieved from 
small follicles at growth and dominance phases of the first follicular wave using custom cDNA 
microarray. Comparative gene expression analysis of oocytes from growth and dominance 
phases and subsequent data analysis using Significant Analysis of Microarray (SAM) revealed 
a total of 51 genes to be differentially regulated. Hierarchical clustering and heatmap was 
performed to show the general and magnitude expression of differentially regulated genes 
(Figure 1). Furthermore, gene ontology (GO) has classified expressed transcripts functionally 
into different clusters based on their molecular functions (Figure 2). Accordingly, differentially 
regulated genes were found to represent transcripts with known function [70% (36/51)], with 
unknown function [12% (6/51)] and novel transcripts [18% (9/51)] (Figure 2). Transcripts 
with known function showed to be involved in protein biosynthesis (18%), transcription (10%), 
cytoskeleton (8%), cell cycle (8%), NADH dehydrogenase activity (4%), calcium ion binding 
(4%), nucleotide binding (4%) and other molecular functions (10%) (Figure 2). Quantitative 
real-time PCR has confirmed the expression profile of 80% (8/10) in independent oocyte 
populations from both growth and dominance phases to be in the same trend of microarray data 
(Figure 3). The reported differences in developmental capacity of bovine oocytes derived from 
small follicles at growth and dominance phases of follicular development are also accompanied 
by differences in the relative abundance of transcripts related to the various molecular events 
and processes governing oocyte growth and follicular development.

Figure 1: Hierarchical  clustering and heatmap of 51 differentially expressed  genes. The red blocks represent up-
regulated genes while the green blocks represent down-regulated genes in oocytes recovered at growth phase.     
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Figure 2: Differentially expressed genes as classified based on the Gene Ontology Consortium classifications (http://
www.geneontology.org).

Figure 3: Quantitative real-time PCR validation of 10 differentially expressed genes in bovine oocytes recovered at 
growth phase (Day 3) vs. dominance phase (Day 7) as identified by microarray analysis (A, B, C). The relative abundance 
of mRNA levels represents the amount of mRNA compared to the calibrator (with the lowest normalized value). Bars 
with different superscripts (a, b) are significantly different at P < 0.05. 

3.1. Transcriptome profile of cumulus cells 

	 It is well established that integrated bilateral communication between the cumulus cells 
and its enclosed oocyte is key biological factor in acquisition of developmental competence to 
support preimplantation embryogenesis. Therefore, the molecular messages stored in cumulus 
cells are possible indicators of the further developmental fate of the oocytes until term. 
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Several studies have been conducted using farm animals and human granulosa cells to identify 
genomic signature(s) as molecular markers of developmental potential of oocyte to support 
embryogenesis and to establish pregnancy [134-136]. Suppressive subtractive hybridization 
combined with microarray were used to identify several potential cumulus cell markers of 
bovine COCs quality that includes several growth differentiation factor GDF9 downstream 
target genes like GREM1, HAS2, PTGS2, and TNFAIP6 [134]. In addition, epidermal growth 
factor receptor (EGFR), inhibin beta a (INHBA), betacellulin (BTC) and CD44 molecule was 
among candidate molecular markers that induce good potential of COCs. In another study, the 
transcript abundance of genes controlling of cumulus expansion process such as TNFAIP6 
and nuclear maturation of oocyte like INHBA and FST were up-regulated in bovine in these 
cells as potential predictors of COCs quality when matured under in vivo [136]. A study using 
prepubertal bovine calf oocytes as a model of poor oocyte competence; microarray analysis 
detected genes encoding the cathepsin family of cysteine proteinases (CTSB, CTSS and CTSZ) 
are linked with reduced competence of bovine oocytes [135]. In search of potential markers of 
human granulosa cells, a study done by Feuerstein et al., (2007) has identified steroidogenic 
acute protein (STAR), prostaglandin-endoperoxide synthase 2 (PTGS2), stearoyl-co-enzyme 
A desaturase 1 and 5 (SCD1 and SCD5) and amphiregulin (AREG) are crucial regulators 
of nuclear maturation and their profile are increased after meiosis resumption. Noteworthy, 
reduced expression of connexin 43 (CX43) in cumulus is a good marker for nuclear maturation 
and further embryonic development upto blastocysts (Feuerstein et al. 2007).

3.2. Changes in gene expression during cleavage stages 

	 In in vitro derived bovine embryos, estimates of total RNA content indicate that it 
declines from the mature oocyte to the morula stage, only to increase again at the blastocyst 
stage [137]. These estimates are based on Northern blot hybridization using probes for 28S 
and 18S rRNA, with the abundance of 5S rRNA following a similar pattern [137]. This pattern 
of RNA loss and reaccumulation mimics the patterns observed in the mouse although in the 
mouse the increase occurs by the 8- to 16-cell stage likely owing to the earlier onset of zygotic 
gene activation in this species (Piko and Clegg, 1982). In both species, the timing and the 
increase in abundance of specific mRNA transcripts occurs in a transcript specific manner. 
Examples of changes in steady state levels of various

	 During early development, the embryonic genome is inactive and the embryo relies on 
maternal messenger ribonucleic acid (mRNA) for protein synthesis (Thelie et al. 2009). The 
recruitment mechanisms by which dormant RNA is either targeted for translation or decay are 
still largely uncharacterized. The current model involves lengthening of the poly(A) tail, which 
triggers binding of the poly(A) binding protein and binding of translation initiation factors 
(Memili and First 2000; Groisman et al. 2002). RNA concentration is highest in the germinal 
vesicle stage oocyte and from then until the 8-cell stage, RNA is gradually depleted (Gilbert 
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et al. 2009; Vallée et al. 2009). Evidence in the mouse suggests that this decline is important 
for activation of the embryonic genome (Li et al. 2010). Depletion of maternal argonaute 2 
(Ago2), which encodes a catalytic RNA hydrolase (RNase), disrupts gene expression and the 
2 cell embryo fails to become a blastocyst (Li et al. 2010). In the bovine, embryonic genome 
activation (EGA) occurs at the 8 to 16-cell stage (Memili and First 2000) through an unknown 
mechanism.

3.3. Embryo transcriptomics

	 In mammals, maternally inherited transcripts stored within the oocyte regulate the earliest 
stages of embryogenesis. After fertilization, the embryonic genome becomes transcriptionally 
active and the expression some of embryonic genes begins in a stage-specific manner, which 
contribute to the early development process [137]. In cattle, global embryonic genome 
activation (EGA) begins during the 8-cell to 16-cell stage and it is the most critical event in 
early embryonic development. However, the identities of embryonic genes expressed and the 
mechanism(s) of EGA are poorly defined in the bovine. In addition, understanding of EGA 
will contribute to our understanding of nuclear reprogramming in somatic cell nuclear transfer 
experiments. Transcripts expressed at the 8-cell stage (EGA) include regulators of different 
molecular functions like transcription (NFY and USF2), cell adhesion (DSC2 and COL12A1), 

signal transducers (PTGER4) and transporter (CRABP1), metabolism (NEU3) and immune 
response (CXCL6) [48].

	 Accurate assessment of embryo viability is crucial for successful establishment and 
maintenance of pregnancy following embryo transfer. Evaluation of embryo quality is in 
particular of high impact for in vitro-produced embryos as these embryos differ in many aspects 
from their in vivo derived counterparts. The temporal or spatial and qualitative or quantitative 
shifts in the well-orchestrated expression patterns of developmentally important genes have 
been investigated in preimplantation bovine embryos following in vitro embryo manipulation. 
So far, studies in bovine embryos indicate that many of the differences in quality of in vitro- 
and in vivo-derived blastocysts can be related to culture environment-induced changes in 
mRNA abundance. The post-fertilization embryo culture environment has a dramatic effect 
on the pattern of gene expression in embryos, which in turn has serious implications for the 
normality of blastocyst development [138, 139]. This is the case, not only when one compares 
in vitro and in vivo culture systems, but also comparing different in vitro culture systems [140]. 
Recently, it was reported that in vitro-cultured embryos showed down-regulation of genes 
that are involved in transcription and translation (CCR4-NOT, EEF1G, PABPN1, FOXO3A, 

HMG2, GNB2L1 and DOT1L) events compared with in vivo counterparts, suggesting that in 
vitro-derived embryos are of inferior quality compared with in vivo-derived embryos due to a 
deficiency of the machinery associated with transcription and translation [50].
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	 Imprinted genes appear to be more susceptible to alterations in epigenetic modifications 
[141]. especially after IVP of ovine [142] or bovine embryos [143]. Significant differences 
in the expression of non-imprinted genes have also been reported in bovine IVP and somatic 
nuclear transferred (sNT) derived embryos compared to their in vivo counterparts [144]. 
Differences in gene expression patterns between IVP and sNT-derived embryos and their in 
vivo counterparts may originate from all steps of the manipulation procedures, including in 
vitro maturation, in vitro fertilization, and in vitro culture and, for sNT, from different somatic 
nuclear transfer protocols [145]. In a recent study, it was found that there is a reduced levels of 
many genes required for the viability of every cell in the nuclear transferred (NT)  embryo’s 
cellular machinery [146]. In this study, transcripts of mitochondria (12S and 16S rRNA and 
cytochrome C oxidase I), cytoskeletal (TUBB, TPX2, KRT18, TMSB4X and ACTB), protein 
biosynthesis (EEF1A1, EFG2, BWZ1 and EIF5A) and ribosomal proteins (RPL4, RPL5, 
RPL21 and RPS20), protein binding/folding (GORASP2, HSPA9B, HSPA5 and LGALS3) 
and etabolism/biosynthesis (ADH5, PTGS2, SCP2, ACSL3, NDUFA1) were decreased in NT 
compared to in vitro produced blastocysts. 

	 There is a clear relationship between altered transcript abundance patterns and some 
aspects of embryo quality (i.e. cryotolerance), which render the embryo capable o f establishing 
a pregnancy, if transferred fresh, but incapable of withstanding cryopreservation [147], [25]. 
Various studies in both mice and bovine have shown that the in vitro production of embryos 
under specific culture environments resulted in not only altered gene expression of transcripts 
related to metabolic and growth but also altered conceptus and fetal development following 
transfer [148,149]. Despite the fact that data on transcriptional analysis of transferable 
blastocysts of various origins have been accumulated, so far no direct connection of gene 
expression and developmental competence has been established. However, a well-established 
biopsy technique is needed to obtain cells from embryos before transfer without any lethal effect 
on the embryo during further development. For this, one study conducted in our laboratory to 
establish connection between transcriptional profile of embryos and the pregnancy success 

based on gene expression analysis of blastocyst biopsies taken prior to transfer to recipients 
[150]. Microarray data analysis revealed a total of 52 and 58 genes (Figure 4 and 5) were 

differentially regulated during comparison between embryo biopsies resulting in no pregnancy 
(G1) vs. calf delivery (G3) and those resulting in resorbed embryos (G2) vs. calf delivery (G3). 
Ontological classification has showed different functional clusters of genes (Figure 6 and 7). 
In addition, differentially regulated genes represent genes with known functions (77%), ESTs 
(11.5%), and novel transcripts (11.5%) (Figure 4 and 5). Biopsies resulted in calf delivery were 
enriched with genes necessary for implantation (COX2 and CDX2), carbohydrate metabolism 
(ALOX15), growth factor (BMP15), signal transduction (PLAU), and placenta-specific 8 
(PLAC8). Biopsies from embryos resulting in resorption are enriched with transcripts involved 

protein phosphorylation (KRT8), plasma membrane (OCLN), and glucose metabolism (PGK1 
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and AKR1B1). Biopsies from embryos resulting in no pregnancy are enriched with transcripts 
involved inflammatory cytokines (TNF), protein amino acid binding (EEF1A1), transcription 
factors (MSX1, PTTG1), glucose metabolism (PGK1, AKR1B1), and CD9, which is an inhibitor 
of implantation. The expression of those unknown and novel ESTs showed profiles similar to 
those of the annotated genes, as determined by tree hierarchical clustering analyses (Figure 4 
and 5). Quantitative real-time PCR has validated the expression of 87% (13/15) of the genes 
generated from the array hybridization. Thus, several genes identified in this experiment may 
be associated with embryo loss or survival in blastocysts during preimplantation period.

Figure 4: Hierarchical clustering for the differentially expressed genes between biopsies derived from blastocysts 
resulted in no pregnancy (G1) and calf delivery (G3). The columns represent the replicates. The rows represent 52 genes 
found to be differentially regulated between G1 and G3.



17

Advances in Biotechnology

Figure 5: Results of hierarchical clustering for the differentially expressed genes between biopsies derived from 
blastocysts resulted in resorption (G2) and calf delivery (G3) identified by microarray analysis. The columns represent 
the replicates.The rows represent 58 genes found to be differentially regulated between the two groups of biopsies.

Figure 6: Ontology classification for differentially expressed transcripts between biopsies derived from blastocysts 
resulted n no pregnancy and calf delivery. The known genes were classified functionally based on the Gene Ontology 
Consortium classification (http://www.geneontology.org) 
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Figure 7: Ontology classification for differentially expressed transcripts between biopsies derived from blastocysts 
resulted in resorption and calf delivery. The known genes were classified functionally based on the Gene Ontology 
Consortium classification (http://www.geneontology.org).

Figure 8: Quantitative real time PCR confirmation of selected transcripts between biopsies from blastocysts resulted in 
calf delivery versus no pregnancy (A) and calf delivery versus resorption group (B) and those resulted in calf delivery 
versus resorption or no pregnancy (C).

4. Characterization and Functional Analysis of Candidate Genes

	 To correlate transcript level with corresponding protein level and to elucidate embryonic 
cellular function, detailed characterisation is necessary at the protein level. Oogenesin gene is 
expressed during oogenesis and early embryogenesis in mouse and its protein is synthesised 
from the oocyte to four-cell embryo stages, suggesting a possible role during oocyte maturation 
and/or embryonic genome activation [151].
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	 In one of our studies, MSX1 was selected as candidate gene for protein localization in 
early embryonic development and throughout follicular turnover. MSX1 protein was found to 
be localized at higher levels in the oocytes cytoplasm than in the surrounding cumulus cells 
(Figure 9d, h, p) or other cellular layers of the growing follicle (Figure 9b, f, n) at all stages 
of follicular development except at growth phase (Figure 7j, l). 

	 The MSX1 protein was found to be dispersed in the cytoplasm of immature and matured 
oocytes and early zygote stages (Figure 10a, b, c) but tends to be localized around the nucleus 
at advanced zygote, 2-cell, 4-cell and 8-cell cleavage stage embryos (Figure 10d, e, f, g). 
Comparative analysis of protein signals between oocytes showed that fluorescence signals 
were reduced after maturation (Figure 10b). Moreover, the in situ hybridization experiment 
results showed that MSX1 mRNA was localized in the oocytes, cumulus cells and follicular 
wall during the periods of follicular turnover under investigation (Figure 11).

Figure 9: Immunohistochemical localisation of MSX1 protein in bovine ovarian sections at day of estrus (b, d), day 
of ovulation (f, h), growth phase (j, l), dominance phase (m, q). Cumulus cells are marked with Cc and oocytes are 
marked with Oo. Negative controls were processed without addition of primary anti-MSX1 antibody (r, t). Sections were 
counterstained with toluidine blue (a, c, e, g, i, k, m, o, q and s). Images from the same ovarian sections were captured 
with lower and higher magnification. 

Figure 10: Subcellular localization of bovine MSX1 protein in bovine oocytes and early cleavage embryonic stages 
[immature oocyte (a), matured oocyte (b), zygote (c), advanced zygote (d), 2-cell (e), 4-cell (f) and 8-cell (g)]. Negative 
control (h) was processed without addition of primary anti-MSX1 antibody. Nuclei are stained with propidium iodide 
(red). Scale bars represent 20 µm.
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Figure 11: Fluorescent in situ hybridization of MSX1 mRNA conducted with DIG labelled RNA antisense probe in 
bovine ovarian sections at day of estrus (A, B), day of ovulation (B, C), growth phase (D, E), dominance phase (F, G). 
Cytoplasms of the oocytes (Oo) are darkly stained with green fluorescent compared to cumulus cells (Cc). Negative 
controls were hybridized with DIG labelled RNA sense probe (H, I). Images from the same ovarian sections were 
captured with lower and higher magnification.
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