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The Adaptive Composite Block-Structured Grid Calculation of
the Gas-Dynamic Characteristics of an Aircraft Moving in a
Gas Environment

Victor V. Kuzenov 1, Sergei V. Ryzhkov 1,* and Aleksey Yu. Varaksin 2
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Abstract: This paper considers the problem associated with the numerical simulation of the inter-
action between the cocurrent stream occurring near a monoblock moving in the gas medium and
solid fuel combustion products flowing from a solid fuel rocket engine (SFRE). The peculiarity of
the approach used is the description of gas-dynamic processes inside the combustion chamber, in
the nozzle block, and the down jet based on a single calculation methodology. In the formulated
numerical methodology, the calculation of gas-dynamic parameters is based on the solution of
unsteady Navier–Stokes equations and the application of a hybrid computational grid. A hybrid
block-structured computational grid makes it possible to calculate gas flow near bodies of complex
geometric shapes. The simulation of the main phase of interaction, corresponding to the stationary
mode of rocket flight in the Earth’s atmosphere, has been carried out. A conjugated simulation of the
internal ballistics of SFRE and interaction of combustion products jets is conducted.

Keywords: mathematical model; mesh generation; Navier–Stokes equations; numerical computation

MSC: 65N55; 65M50; 76D05

1. Introduction

A significant number of experimental and theoretical works are devoted to the study
of the structure of jets of combustion products of rocket engines in which, as a rule, the
influence of such dimensionless similarity criteria as the Mach number at the nozzle exit Ma
and in the cocurrent flow M∞, the adiabatic index γ, the degree of non-design n = Pa/P∞,
Reynolds number Re = (ρauara)/μa and the angle of inclination nozzle contour in the
outlet section θa (where μa is the viscosity coefficient at the nozzle exit, ua is the longitudinal
velocity component at the nozzle exit, ra is the nozzle exit radius and M∞ and P∞ are the
Mach number and wake pressure at infinity).

Thanks to these studies, it was established that when a supersonic jet flows into a
cocurrent supersonic flow, a complex flow structure is formed: hanging barrel-shaped
shock waves appear in the external flow and inside the jet, rarefaction waves arise inside
the jet, and an expanding mixing layer is formed at the outer boundary of the jet. In this
case, the gaseous medium into which the outflow occurs can be at rest relative to the
solid propellant rocket engine SFRE (outflow into the flooded space) or move relative to
it at a speed W∞ (interaction with a cocurrent flow). An increase in pressure P∞ leads to
the appearance of an initially oblique hanging shock at the nozzle exit, and at a higher
counterpressure, the appearance of a Y-shaped system of shocks, consisting of two oblique
and one direct shocks, is observed. At a certain threshold value of pressure, the P∞,κp.
Y-shaped system of shocks enters the nozzle, separating the boundary layer from the nozzle
wall and significantly changing the gas-dynamic flow inside the nozzle apparatus.

Mathematics 2022, 10, 2130. https://doi.org/10.3390/math10122130 https://www.mdpi.com/journal/mathematics1
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It is important to note here that the described picture of the gas flow inside the nozzle
apparatus is observed when the gas jet flows into the flooded space and can change under
conditions of interaction with the external gas flow. Due to the difference in flow rates in
the outgoing jet and the cocurrent flow, a central zone of reverse currents appears, which
has a toroidal shape. The size and location of the reverse flow zones strongly affect the
performance of the solid propellant rocket engine combustion chambers, which requires
appropriate research.

In addition, this paper also considers the issue of the impact of a shock wave resulting
from the impact on the oncoming undisturbed supersonic air flow of the head part of a
solid propellant rocket engine on the thermal physical parameters of the cocurrent air jet
and combustion products flowing from the nozzle apparatus of a solid-fuel rocket engine.

The paper presents a theoretical model of a solid fuel rocket, which allows calculating
the characteristics of gas-dynamic processes in the nozzle block of a solid fuel rocket
engine (SFRE) as well as calculating the interaction of the combustion product jet with the
surrounding gas medium based on a unified numerical methodology. The computational
studies are carried out within the framework of viscous (Navier–Stokes equations) gas
flow. Earlier multigrid methods have been created, and the computation for convection–
diffusion equations on nonuniform grids and equations with dynamic boundary conditions
was performed. Numerical simulations have been developed for different flows and
aerodynamic applications [1–3].

The important point in the numerical modeling of Navier–Stokes equations is the
construction of a computational grid in complicated two- and three-dimensional domains
Ω, which represents the computational domain Ω in the form of separate finite elements
(cells). In this paper, the hexagonal irregular grid method, based on the hybrid non-
structural multi-block structuring grids, is used for such domains. For this purpose,
uniform partitioning of the domain into rectangular cells of size Ds, and the boundary of
the computational domain Ω is presented as a piecewise-smooth contour ∂Ω consisting of
curvilinear segments approximated by Bezier curves, is applied as an initial approximation.
The numerical technique used in this research makes it possible to construct nonorthogonal
structured grids even in those areas where non-structured computational grids are normally
used to discretize the computational domain.

2. Method for Constructing Adaptive Grids

It is known from practical calculations that structured computational grids are prefer-
able for solving problems in plasma dynamics and aerodynamics. However, the range
of technical objects, the surface geometry of which can be described by structured com-
putational grids, is rather limited. Therefore, there is a compromise option—a hybrid
unstructured block-tetrahedral computational grid.

The use of a complex block-structured grid involves shaping the geometry of the com-
putational domain by representing it as a group of hexahedral block-primitives (Figure 1),
each of which constructs its structured grid Ωh consistent with the grid in neighbouring
blocks. The implementation of this approach requires that the blocks-primitives are docked
on the boundaries with each other, and the computational grid formed in each block is
combined into a single unstructured grid with common node numbering (Figure 2).

To approximate the curvilinear surfaces of faces, a Bezier projective surface is used,
which is defined by a finite set of ordered points of three-dimensional space called the
matrix of poles pij and the matrix of weights wij assigned to the same points. By changing
the positions of the poles pij (control points) and the values of weights wij, we can control

the closeness of the shape of the Bezier projective surface
→
r (u, υ) to the shape of the smooth

curvilinear surfaces of the faces. Note here that the larger (relative to other points) the
value of the weighting factor wij, the closer the Bezier surface is to the corresponding point
on the face surface of the primitive block (decreasing the weight of the vertex will have the
opposite effect).
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Figure 1. View of the primitive (a) curvilinear and (b) Cartesian block in the grid domain Ωh.

  

(a) (b) 

Figure 2. Forming a computational grid of primitive blocks in the computational domain Ω in
(a) Cartesian and (b) curvilinear domains.

Analytically, a Bezier projective surface of order n × m (its representation is related
to Bernstein basis polynomials Bn

i (υ), Bm
j (u)) is described by a fractional-rational function

→
r (u, υ) of the following form (the weights wij of the angular vertices are considered to be
equal to 1) :

→
r (u, υ) =

n
∑

i=0

m
∑

j=0
Bn

i (υ)Bm
j (u)

〈
wij

〉→
pij =

=

(
m
∑

j=0
Bn

0 (υ)Bm
j (u)

〈
w0j

〉 →
p0j + . . . +

m
∑

j=0
Bn

n(υ)Bm
j (u)

〈
wnj

〉 →
pnj

)
,〈

wij
〉
=

wij
n
∑

i=0

m
∑

j=0
Bn

i (υ)Bm
j (u)wij

, 0 ≤ u ≤ 1, 0 ≤ υ ≤ 1,

Bn
i (υ) =

(
n
i

)
υi(1 − υ)n−i, Bm

j (u) =
(

m
j

)
uj(1 − u)m−j,

n
∑

i=0

m
∑

j=0
Bn

i (υ)Bm
j (u) = 1,
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where
(

n
i

)
= Ci

n = n!
i!(n−i)! ,

(
m
j

)
= Cj

m = m!
j!(m−j)! are the binomial coefficients, and

→
pij is

the pole matrix consisting of vectors (with x, y, z components) of control points.
When writing this formula, it is assumed that there is a set of control points conven-

tionally arranged as n + 1 rows of m + 1 points in each row. The indices of point
→
pij mean

that the given j-th control point is located in the i-th row (the first index equals the number
of the row; the second index equals the number of the point in the row). Note also that the
expression for

→
r (u, υ) is a convex hull of the poles

→
pij. That is, the projective Bezier surface

will be located inside this convex hull, “stretched” on these poles.
The Bezier surface can (for the convenience of further calculations) be written in

vector form:

→
rx(u, υ) =

(→
cx · →ϕ

)
=

n
∑
�=0

c�,x ϕ�,
→
ry(u, υ) =

(→
cy · →ϕ

)
=

n
∑
�=0

c�,y ϕ�,
→
rz(u, υ) =

(→
cz · →ϕ

)
=

n
∑
�=0

c�,z ϕ�,
→
ϕ = (ϕ0, . . . , ϕ�, . . . , ϕn)

T , ϕ� =
(

Bn
� (υ)Bm

0 (u)〈w�0〉, . . . , Bn
� (υ)Bm

m(u)〈w�m〉
)
, � = 0, n,

→
cx = (p0,x, . . . , p�,x, . . . , pn,x)

T ,
→
cy =

(
p0,y, . . . , p�,y, . . . , pn,y

)T
,
→
cz = (p0,z, . . . , p�,z, . . . , pn,z)

T ,

where p�,x = (p�0,x, . . . , p�m,x), p�,y =
(

p�0,y, . . . , p�m,y

)
, p�,z = (p�0,z, . . . , p�m,z).

Let us assume that on any curvilinear face surface, N × M points are interpolation
nodes, for which their Cartesian xij, yij, zij (i = 1, N, j = 1, M) coordinates are known
(as well as their corresponding values of parameters uij, υij), listed in the order of their
connection in the framework of control points of the face being constructed. Then using
the coordinate values of the interpolation nodes xij, yij, zij (and uij, υij) and the formula

for
→
r (u, υ), we can formulate a system of linear equations with the unknowns being the

coordinates of the control points (the pole matrix
→
pij):

A
→
cx =

→
qx, A

→
cy =

→
qy, A

→
cz =

→
qz,

A =

⎡⎢⎢⎢⎢⎣
ϕ0(u1, υ1) . . . ϕ�(u1, υ1) . . . ϕn(u1, υ1)

. . . . . . . . . . . . . . .
ϕ0(ui, υi) . . . ϕ�(ui, υi) . . . ϕn(ui, υi)

. . . . . . . . . . . . . . .
ϕ0(uN×M, υN×M) . . . ϕ�(uN×M, υN×M) . . . ϕn(uN×M, υN×M)

⎤⎥⎥⎥⎥⎦,

→
cx = (p0,x, . . . , p�,x, . . . , pn,x)

T ,
→
cy =

(
p0,y, . . . , p�,y, . . . , pn,y

)T
,
→
cz = (p0,z, . . . , p�,z, . . . , pn,z)

T ,
→
qx = (x1, . . . , xi, . . . , xN×M),

→
qy = (y1, . . . , yi, . . . , yN×M),

→
qz = (z1, . . . , zi, . . . , zN×M),

where N × M = (n + 1)× (m + 1) is a number of interpolation nodes on the curvilinear
face; (n + 1)× (m + 1) is the number of unknowns for each component (x, y or z) of pole
matrix

→
pij;

→
rs = (xs, ys, zs)

T is its radius vector; the Cartesian coordinates of points (in
number N × M) on the curvilinear face are approximated by the Bezier surface; and us, υs
are parameter values (with a changing area 0 ≤ u ≤ 1, 0 ≤ υ ≤ 1), appropriate to specified
points

→
rs , where s = 1, N × M, on the curvilinear face.

However, such a system of equations will in most cases be overdetermined. The least
squares method [4] can be used to overcome this disadvantage:

4
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A
→
cx =

→
qx, A

→
cy =

→
qy, A

→
cz =

→
qz,

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

N×M
∑

s=1
ϕ0(us, υs)ϕ0(us, υs) . . .

N×M
∑

s=1
ϕ0(us, υs)ϕ�(us, υs) . . .

N×M
∑

s=1
ϕ0(us, υs)ϕn(us, υs)

. . . . . . . . . . . . . . .
N×M

∑
s=1

ϕi(us, υs)ϕ0(us, υs) . . .
N×M

∑
s=1

ϕi(us, υs)ϕ�(us, υs) . . .
N×M

∑
s=1

ϕi(us, υs)ϕn(us, υs)

. . . . . . . . . . . . . . .
N×M

∑
s=1

ϕn(us, υs)ϕ0(us, υs) . . .
N×M

∑
s=1

ϕn(us, υs)ϕ�(us, υs) . . .
N×M

∑
s=1

ϕn(us, υs)ϕn(us, υs)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

→
cx = (p0,x, . . . , p�,x, . . . , pn,x)

T ,
→
cy =

(
p0,y, . . . , p�,y, . . . , pn,y

)T
,
→
cz = (p0,z, . . . , p�,z, . . . , pn,z)

T ,

qk,x =
N×M

∑
s=1

ϕk(us, υs)·xs, qk,y =
N×M

∑
s=1

ϕk(us, υs)·ys, qk,z =
N×M

∑
s=1

ϕk(us, υs)·zs, k = 0, n,
→
ϕ = (ϕ0, . . . , ϕ�, . . . , ϕn)

T , ϕ� =
(

Bn
� (υ)Bm

0 (u)〈w�0〉, . . . , Bn
� (υ)Bm

m(u)〈w�m〉
)
, � = 0, n,

p�,x = (p�0,x, . . . , p�m,x), p�,y =
(

p�0,y, . . . , p�m,y

)
, p�,z = (p�0,z, . . . , p�m,z),

where N × M = (n + 1)× (m + 1) is the number of interpolation nodes on the curvilinear
face; (n + 1)× (m + 1) is the number of unknowns for each component (x, y or z) of pole
matrix

→
pij;

→
rs = (xs, ys, zs)

T are its radius vector and Cartesian coordinates of points (in
number N × M) on the curvilinear face, which is approximated by the Bezier surface; and
us, υs are parameter values (with a changing area 0 ≤ u ≤ 1, 0 ≤ υ ≤ 1), appropriate to
specified points

→
rs , where s = 1, N × M on the curvilinear face.

Using the found projective variant (Bezier surface) of each curvilinear surface of block-
primitive faces, a surface grid of block-primitives can be constructed. Then operating on this
surface grid and using the method of three-dimensional transfinite interpolation [5] as well
as the quasi orthogonalization method, a bulk structured quasiorthogonal computational
grid (consisting of grid surfaces whose nodes are numbered using parameters) inside
the block-primitive is created. Then, as mentioned above, the constructed local (in block-
primitive) computational grid is combined (Figure 3) into a single global unstructured
grid with common node numbering. After that, an additional stage of its optimization
(improvement—“regularization”) with the assessment of its quality is applied.

Figure 3. Formation of a single global unstructured grid.

For numerical adaptation (to the solution peculiarities) of the volumetric computa-
tional grid, the results of [6] or the principle of uniform distribution (equidistributional
method) of the “adaptation” (weight) function w are used.

To give the bulk structured computational grid (generally speaking non-orthogonal)
inside the block-primitive properties of quasiorthogonality, an approximate solution of the
equation describing the longitudinal deformation of the plates is found in [7]. The initial
approximation for the mock orthogonalization method is the computational grid obtained
after the numerical adaptation step.

5
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When describing the mock orthogonalization method, we introduce in the Cartesian
coordinate system XYZ a rectangular parallelepiped ABFEDCGH, which has a contin-
uously differentiable way to be mapped into a curvilinear parallelepiped (hexahedron)
A′B′F′E′D′C′G′H′. The rectangular grid mapped to the domain forms ABFEDCGH, a
smooth curvilinear grid in the domain A′B′F′E′D′C′G′H′.

Denote by
→
r the radius vector in the XYZ coordinate system and introduce a vector

→
U =

→
r
∗ − →

r characterizing the displacement of points. Here,
→
r and

→
r
∗

are radius vectors
of points of domains before

→
r ∈ ABCD and after

→
r
∗ ∈ A′B′F′E′D′C′G′H′ transformation.

To construct regular adaptive grids close to being orthogonal, the following equations are
used to determine the displacement values Ux, Uy, Uz and to describe the longitudinal
deformation of the plates [7]:
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W
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(
W
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)}
= 0,

The boundary conditions required to solve this system of equations are given as
follows: Ui|Γ = r∗i

∣∣
∂(A′B′F′E′D′C′G′H′) − ri|∂(ABFEDCGH), i ∈ {x, y, z}, where the symbol ∂

means that the components of the radii of the vectors
→
r and

→
r
∗

are defined at the boundary
of the corresponding domain.

The components of the covariant and contravariant metric tensor entering the system
of equations are defined by the relations:

gik =
3

∑
α=1

∂r′α

∂qi
∂r′α

∂qk ,
3

∑
k=1

gikgkj = δ
j
i =

{
1, i = j
0, i 	= j

, q1 = x, q2 = y, q3 = z.

The σ ∈ [−1, 1] coefficient describes the ratio of transverse strain to longitudinal
strain. The coefficient W(x, y, z) is a control function used to achieve the desired degree of
densification of the grid lines in the area of the strongest change in gas-dynamic functions
or spatial boundaries.

Let us introduce vectors ∂
→
U

∂ξ , ∂
→
U

∂η , ∂
→
U

∂ζ tangent to the grid lines in the spatial domain
(x, y, z); then the control function can be formulated in the form

W(x, y, z) = 1+

+β
∮

Γξη

⎧⎨⎩
∣∣∣∣ ∂

→
U

∂ξ

∣∣∣∣·∣∣∣∣ ∂
→
U

∂η

∣∣∣∣[
∂
→
U

∂ξ × ∂
→
U

∂η

]
⎫⎬⎭

2

dΓξη + γ
∮

Γηζ

⎧⎨⎩
∣∣∣∣ ∂

→
U

∂η

∣∣∣∣·∣∣∣∣ ∂
→
U
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∣∣∣∣[
∂
→
U

∂η × ∂
→
U

∂ζ

]
⎫⎬⎭

2

dΓηζ + χ
∮

Γξζ

⎧⎨⎩
∣∣∣∣ ∂

→
U

∂ξ

∣∣∣∣·∣∣∣∣ ∂
→
U

∂ζ

∣∣∣∣[
∂
→
U

∂ξ × ∂
→
U

∂ζ

]
⎫⎬⎭

2

Γξζ ,

This kind of control function leads to the orthogonalization of relatively small cells. In
the numerical construction of high aspect ratio grids, instead of contour integrals, the sum

of expressions of the form

⎧⎨⎩
∣∣∣∣ ∂

→
U

∂ξ

∣∣∣∣·∣∣∣∣ ∂
→
U

∂η

∣∣∣∣[
∂
→
U

∂ξ × ∂
→
U

∂η

]
⎫⎬⎭

2

or

⎧⎨⎩
∣∣∣∣ ∂

→
U

∂η

∣∣∣∣·∣∣∣∣ ∂
→
U

∂ζ

∣∣∣∣[
∂
→
U

∂η × ∂
→
U

∂ζ

]
⎫⎬⎭

2

, etc., and overall grid corners

will be used.
To solve the problem A

→
U = 0, we used the method of establishment [8]. Step by “time”

τ is found using the iterative method of a variational type.
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3. A Mathematical Model for Determining the Individual Characteristics of a
Solid-Propellant Rocket

This section considers the effect of a ballistic wave, resulting from the oncoming
unperturbed airflow of the monoblock head part, on the thermophysical parameters of
the down jet of air and combustion products flowing from the nozzle of a solid fuel
rocket engine.

The numerical investigations of such kinds of flows can be performed on the basis of
the solution of Navier–Stokes equations. The case of transition from Cartesian coordinates
xα to arbitrary curvilinear coordinates qα while taking into account the absence of depen-
dence of this transformation on time t is used for transformation. In this case, the system
of Navier–Stokes equations of a compressible heat-conducting gas in arbitrary curvilinear
coordinates q1, q2, q3 takes the form [9]:

∂
∂t (J−1ρ) + ∂

∂qα (J−1ρvα) = 0,
∂
∂t (J−1ρvi) + ∂

∂qα (J−1ρvαvi) + J−1Γi
αβρvαvβ + J−1giα ∂p

∂qα −
−J−1giα ∂

∂qα (θdiv(
→
v ))− J−1giβ( 1√

g
∂

∂qα (
√

gAα
β)− Γα

β�A�
α)− J−1gαγ(

∂Ai
γ

∂qα + Γi
�α A�

γ − Γ�
γα Ai

�) = 0,

∂
∂t (J−1ρe) + ∂

∂qα

[
J−1(ρvαe)

]
+ J−1P√

g
∂

∂qi (
√

gvi)− J−1θ
{

1√
g

∂
∂qi (

√
gvi)

}2−
− J−1 Aα

� A�
α

μ − J−1gi�gαγ Ai
γ A�

α

μ − gαβ J−1 ∂
∂qα (λ

∂T
∂qβ ) + gαβ J−1Γ�

βα

(
λ ∂T

∂q�

)
= 0

Piα = giαP − giα
[
θdiv(

→
v )

]
− giβ Aα

β − gαγ Ai
γ, Aα

β = μ(∂vα/∂xβ + Γα
kβvk).

where P, ρ and T are pressure, density and temperature; e and
3
∑

i=1

v2
i

2 are internal and kinetic

energies of gas; Pαβ = (P − θ∇αvα)gαβ − μ(gαγ∇γvβ + gβγ∇γvα) is stress tensor; gαβ is
the contravariant metric tensor; vi is the contravariant components of the velocity vector,
θ = − 2

3 μ; μ is the shear viscosity; and λ is the heat transfer coefficient. In these expressions,
repeated indices summation is assumed.

The reduced system of equations is supplemented by the initial conditions:

u(r, 0) = 0, ρ(r, 0) = ρo, e(r, 0) = eo.

The boundary conditions that determine the characteristics of the combustion products
entering the engine chamber from the surface of a burning solid fuel have the form:

→
u s = uw(ρT/ρs)

→
n ,ρs =

P
RTs

, es =
RTs

(γ − 1)
.

where us, ρs, Ts, es and R are the speed, density, temperature, internal energy and gas
constant of incoming gaseous combustion products from the surface of solid fuel; ρT is the
density of solid fuel; and uw is the speed of movement of the surface of the fuel during its
burnout. It is assumed that gas injection into the engine chamber occurs along the normal
to the fuel surface. The burnup rate is known from experimentation or from calculations of
the combustion kinetics [10]. It is given in the following form [11]:

uw = uwoPν,

where uwo is the value of the speed of movement of the burnable fuel boundary at pressure
P = 1, and v is the constant, depending on the type of fuel used.

On the stationary solid surfaces of the nozzle and the front bottom of the engine, the
conditions of impermeability are set as

(→
u

→
n
)
= 0. At the boundary of the computational

domain (behind the nozzle exit), through which the co-flow enters, the following gas-
dynamic parameters are set: γ = 1.4, ρ∞, P∞, V∞, where V∞, ρ∞ and P∞ are the velocity,
density and pressure of the gas entering through the boundary surface, respectively.
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On the external (located at sufficiently large distances from the nozzle exit) surfaces

of the computational domain, the free flow conditions are set as ∂2
→
f

∂x2
n
= 0, where xn is the

coordinate normal to the boundary surface, and
→
f is the vector of resulting variables.

Given what is known in the physical space, x, y, z coordinates of the grid nodes in the
computational domain q1, q2, q3, the metric coefficients can generally be found by numerical
differentiation using the formulas [12].

The Christoffel symbols of the second kind are found using the formula

Γi
jk =

3
∑
�=1

1
2 g�i

(
∂g�j

∂qk + ∂g�k
∂qj − ∂gjk

∂q�

)
, and for the case of Euclidean physical space x, y, z, also

using the formula Γi
jk =

3
∑

α=1

[(
∂qi

∂xα

)(
∂2xα

∂qk∂qj

)]
.

4. Computational Method

To solve the gas-dynamic part of the system of equations, a nonlinear quasimonotone
compact-polynomial difference scheme of higher-order accuracy [7,13–15], as well as a
spatial splitting of Navier–Stokes equations [7] written in an arbitrary curvilinear coordinate
system, were used. To calculate the flux vectors at the boundaries of the computational cell,
the discontinuity calculation procedure formulated in [16] was applied. Other details of the
nonlinear quasi-monotone compact polynomial difference scheme are given in [7,13]. The
time step required to integrate the above difference scheme was chosen from the condition
of the Courant–Friedrichs–Levy stability criterion.

The “hyperbolic” (convective) part of the computer model of targets was tested on a
one-dimensional version of the Riemann problem (Soda problem) about the decay of an
unstable discontinuity of a given configuration. A comparison of the exact solution and
the approximate solution showed that the difference is not more than one percent [16].
Verification calculations were carried out to estimate the degree of attenuation of the re-
flected shockwave system and showed that the calculation error is within the experimental
accuracy of the results and can reach a level of 10%. As an additional verification test, we
considered flowing air around a wedge mated to a plate and a cone mated to a cylinder
with the following oncoming flow parameters: pressure P = 2060 Pa, speed V = 1860 m/s,
temperature T = 223 K and Mach number M∞ = 6. These results are also in good agree-
ment [12] with the above calculations (relative error of 0.4%). In addition, the methodology
was tested with an example of a viscous jet flowing into a downstream gas stream [17]
(relative error of 5%). The “thermal” (“parabolic”) part of the model has been tested on
some problems admitting exact analytical solutions: heating of a continuous medium [18]
filling a flat semibounded space r > 0 by a heat flow through the left fixed boundary r = 0
(relative error less than 1.0%).

A composite two-block structured grid was invented, which was combined into
a single computational grid. Block number one of the computational grid described
the grid space of the combustion chamber, the nozzle block and the wake jet of com-
bustion products. The characteristic size of the computational grid in the first block is
150 × 400 cells. The second block is located outside the solid propellant rocket monoblock
and the wake (these two blocks are separated (for illustration) from each other by a black
line in Figures 4–6). The characteristic size of the computational grid in this block is
350 × 550 cells. The calculation cells were thickened in the area of the boundary layer (the
thickness of the boundary layer is several millimeters; the number of cells in the direction
perpendicular to the SFRE surface is not less than 50) in the head part of the monoblock,
at the cut of the combustion chamber nozzle and also in the mixing layers. The density
gradient was used as a control (monitor) function.
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Figure 4. Spatial distribution of temperature T, K in the combustion products and the downpipe
(h = 25 km, n ≈ 1, M∞ ≈ 2, and T∞ = 270 K).

Figure 5. Spatial distribution of Mach number M in the combustion products and the down jet
(h = 55 km, n ≈ 80, M = 4.4, and T∞ = 270 K).
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Figure 6. Spatial distribution of the longitudinal velocity in the combustion products and the wake
air (Navier–Stokes equations, “elliptical” shape of the nozzle, h = 6 km).

5. Some Results of Calculations of Gas-Dynamic Parameters of a Jet Flowing into a
Downstream Gas Stream

Based on the developed numerical codes [19–21] a numerical simulation of two tra-
jectory points of the ARIAN 5 missile flight path was carried out: (1) W∞ = 0.72 km/s,
P∞ = 0.036 at, T∞ = 270 K, γ = 1.4, distance from the Earth’s surface 25 km and (2) W∞ = 1.5 km/s,
P∞ = 0.00065 at, h = 55 km). The prototype engine chosen was the solid propellant rocket
engine P-85, which belongs to the medium class of solid propellant boosters of the European
Space Agency [22], i.e., the monoblock consists of a cylinder with length Znoz = 1060 cm,
diameter equal to the diameter of the nozzle shear Dnoz = 215 cm and a conical head with
an opening angle of 54 degrees. The condensed phase was neglected [23].

Figures 4 and 5 show the spatial distributions of temperature T and Mach numbers for
the first and second points of the trajectory of the ARIAN 5 rocket. The following notations
were used: Mach numbers at nozzle cutoff Ma = Wa/Ca = 4 and in unperturbed flow
M∞ = W∞/C∞, adiabatic exponent γ and degree of inconsistency n = Pa/P∞ (where
the indices a and ∞ correspond to the gas-dynamic parameters at nozzle cutoff and
unperturbed flow).

Figure 4 shows spatial distributions of the temperature and Mach number correspond-
ing to the first point of the monoblock flight path. In this case, a flow pattern corresponding
to a small value of the degree of inconsistency (h = 25 km, n = 1) was realized. Here, due
to a sufficiently large value of pressure in the down jet (P∞ ≈ Pa), the radial expansion
of the central exhaust gas jet was strongly limited. This limitation lead to the falling of
the densification jump on the jet axis (axial coordinate of drop region Z = 1700 cm—conic
nozzle shape) with the following regular reflection from it; the temperature distribution
was aligned along the jet axis, and the characteristic transverse size of the central jet was
close to diameter of nozzle shear. In this case, the number of “barrels” increases (if we
compare with the results of 55 km) and becomes more than one during interaction between
the down jet and the central jet.

10
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At high under-expanding (second point of the flight path; option h = 55 km, n = 80),
the flow pattern shown in Figure 5 is realized. These figures illustrate the wave structure of
a highly under-expanded jet flow into the cocurrent stream. From the given distributions,
it can be seen that with sufficiently high values of the degree of under-expansion n near
the exit edge of the nozzle and in the down jet of ambient air due to the collision of the
expanding jet of the SFRE exhaust and the down jet, an oblique shock wave (SW) and a
hanging SW falling on the jet axis, which is characterized by a regular reflection from the
jet axis (the axial coordinate of the incident area Z = 1700 cm—“conical” nozzle shape),
emerge. In this case, due to the fact that the size of the first barrel grows as

√
n, only the first

“barrel” is observed, the size of which significantly exceeds the characteristic transverse
size of the SFRE.

The calculations also show that there is a noticeable (second trajectory point in Figure 5)
effect of the leading shock wave on the thermophysical parameters of the down jet of air
and combustion products expiring from the nozzle of the solid propellant rocket engine.

It is known [24–28] that a decrease in the degree of non-design n below a certain
value ncr leads to the irregular reflection of the incident shock from the jet axis with the
formation of a Y-shaped system of shocks, consisting of two oblique and one direct shocks.
Spatial distributions of the Mach number, pressure and longitudinal velocity in combustion
products and wake air corresponding to the first point of the ARIAN 5 flight trajectory
(flight altitude 6 km), which are presented in Figures 6 and 7, illustrate this fact. In this
group of calculations, the formation of “barrels” is not observed; the temperature along
the jet axis is equalized and amounts to 600 K. The decrease in the degree of non-design
is accompanied by an irregular reflection of the hanging shock from the jet axis with the
formation of a figurative system of shocks, consisting of two oblique and one direct shocks.
In these variants of calculations (altitude 6 km, degree of non-design n = 0.7), this shock
system had a “standard” form, entered the supersonic part of the nozzle and led to the
separation of the SFRE exhaust gas flow from the nozzle walls. At the same time, a zone of
reverse currents formed behind the central shock wave, which has a toroidal shape [29].

Figure 7. Distributions of pressure (1) and longitudinal velocity Vz (2) along the solid propellant
rocket motor axis (conical shape of the nozzle, h = 6 km, M=0.9). (3) Main shock wave, (4) secondary
shock wave.
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The appearance of the reverse flow zone is mainly associated with a large positive
pressure gradient (Figure 7, axial region (1000 ≤ z ≤ 1200 cm)) behind the nozzle exit [24],
which occurs due to a sharp expansion of the wake jet towards the axis of the coaxially
interacting jets (the pressure in the wake jet P∞ is approximately twice the pressure at the
nozzle exit Pa).

Wake jet expansion leads to the narrowing and hence the deceleration (with pressure

increase to PT ≈ P∞ +
ρ∞V2

∞,z
2 ≈ 1; see Figure 7) of the jet flowing out through the solid

propellant rocket nozzle exit, consisting of combustion products. This increase in pressure
creates a positive gradient in the axial region (1000 ≤ z ≤ 1200 cm), which leads to the
occurrence of a reverse flow (Figure 7, for Z = 1000 cm, Vz = −1 × 10−5 cm/s). At the same
time, as can be seen from Figure 7, the equilibrium condition for the vortex flow is satisfied
(the pressure inside the shock system (3); (4) is equal to the flow pressure in the stagnation
zone PT), and the vortex region spatially fixes its position.

Thus, apparently, a necessary condition for the occurrence of a vortex region in the
nozzle apparatus behind the shock wave is the achievement in the stagnation zone (Figure 7,
at Vz ≈ 0) of the level of pressure values equal to the total pressure in the cocurrent air flow,

i.e., P ≈ P∞ +
ρ∞V2

∞,z
2 . In this case, it is also necessary that the degree of non-design n < 1,

determined at the nozzle exit, be located below a certain critical value ncr.
In general, the structure of the gas flow in the SFRE nozzle block under the condition

of the formation of a zone of reverse currents differs from the case of flow, when a Y-shaped
system of shocks is formed inside the nozzle, and can be described as follows (Figure 6):
the main shock wave resulting from the entry of a hanging shock wave into the nozzle
apparatus; secondary SW or compression wave, which may appear due to the occurrence
of a reverse flow at a large value of the positive pressure gradient in the stagnation zone;
zone of reverse currents, located behind the system of jumps; and stagnation zone of the
flow of combustion products of solid fuel, located behind the nozzle exit and responsible
for the occurrence of a positive pressure gradient P.

The dimensions, shape and location of the reverse current zone are determined by the
following factors:

* Ratio of velocities in the wake and central jets;
* Degree of unaccountability n;
* Geometry of the nozzle.

6. Conclusions

A numerical technique for constructing regular curvilinear adaptive grids in arbitrary
domains is formulated. This technique makes it possible to construct an adaptive (to the
boundaries of the computational zone and peculiarities of solving mathematical physics
problems [30–36]) computational grid by solving elliptic partial derivative equations and
with the help of special adaptation algorithms. On the basis of the developed numeri-
cal codes, numerical simulations of two points of the ARIAN 5 rocket flight trajectory
were performed.

The features of the structure and spatial distributions of the gas-dynamic parameters
of the exhaust viscous flow inside the nozzle and in their interaction with the cocurrent flow
of the surrounding gas outside the nozzle apparatus were studied. Numerical solutions
were obtained that describe the structure of wakes in relation to the flight conditions of
the ARIAN 5 rocket. Numerical studies have revealed the emergence of a central zone of
reverse currents, having a toroidal shape, inside the nozzle apparatus behind a Y-figurative
system of jumps.
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Abstract: Transitional flow has a significant impact on vehicles operating at supersonic and hyper-
sonic speeds. An economic way to simulate this problem is to use computational fluid dynamics
(CFD) codes. However, not all CFD codes can solve transitional flows. This paper examines the
ability of the Spalart–Allmaras one-equation BCM (SA-BCM) transitional model to solve hypersonic
transitional flow, implemented in the open-source CFD code Eilmer. Its performance is validated via
existing wind tunnel data. Eight different hypersonic flow conditions are applied. A flat plate model
is built for the numerical tests. The results indicate that the existing SA-BCM model is sensitive to the
freestream turbulence intensity and the grid size. It is not accurate in all the test cases, though the
transitional length can be matched by tuning the freestream intensity. This is likely due to the inter-
mittency term of the SA-BCM model not being appropriately calibrated for high-velocity flow, though
if the model can be recalibrated it may be able to solve the general high-velocity flows. Although the
current SA-BCM model is only accurate under certain flow conditions after one calibration process, it
remains attractive to CFD applications. As a one-equation model, the SA-BCM model runs much
faster than multiple-equation flow models.

Keywords: hypersonic; transitional flow; CFD; Eilmer

MSC: 65-04; 65-11; 65Z05

1. Introduction

The transition region in fluid dynamics refers to an area where a laminar flow is
transforming to turbulent flow, typically in a boundary layer. Due to the difficulty of
predicting the onset of transition, the uncertainty of this location can have a significant
impact on engineering applications, affecting shock wave/boundary layer interactions,
increasing the heat transfer rate, and impacting the separation of shear layers [1,2]. Accurate
predictions of this phenomenon are, therefore, critical to the re-entry stage of reusable
launch vehicles and scramjet-powered vehicles [3]. Transition also increases uncertainties
in the prediction of the aerodynamics of wind turbine blades [4]. Turbulent transition is
initiated by noise in the freestream flow, which comes from the surroundings via sound
waves or vibrations, and interactions with the flow around an object of interest. Further
downstream, the initially small noise gets amplified by instabilities, and eventually can
trigger a chaotic turbulent breakdown. There exist many known instabilities, including
those producing roughness, waviness, bluntness [5,6]. Other instabilities include Gortler,
the first mode, the second mode, 3D cross flow, and the shock layer [7–10]. However,
research into laminar–turbulent transition is often stymied by difficulties with conventional
wind tunnel tests. Data can be disturbed by the high level of noise from the wind tunnel
walls [5,11]. Furthermore, large differences between conventional-tunnel data and quiet-
tunnel data may be expected [5].
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To avoid the cost of physical experiments, computational fluid dynamics (CFD) is a
popular method of analyzing fluid dynamics; however, the reliability of CFD results mainly
depends on the solver types and flow models within. Most conventional turbulent flow
models in CFD software (ANSYS 2022 R2; ANSYS, Inc.; Canonsburg, PA, USA, OpenFoam
6/7/8/9/10; The OpenFoam Foundation Ltd.; USA) are adapted from Reynolds-averaged
Navier–Stokes (RANS) equations. One-equation models are one type of RANS model, and
include the Spalart–Allmaras (SA) model and Bradshaw’s model [12,13]. Two-equation
models are another type, such as the k − ε model, k − ω model, and Menter’s Shear Stress
Transport turbulence (SST) model [14–16]. The third type includes more complex stress-
transport models, such as the Launder–Reece–Rodi (LRR) model [17]. Although these
conventional models work well in specific cases, they are unable to predict boundary-
layer transitional flow, or model the transition region in an accurate manner [12–22]. It
should also be noted that direct numerical simulation (DNS) is able to solve this problem;
nevertheless, the cost of computing resources is too high for it to be widely adopted [23,24],
at least for engineering applications.

Many researchers have developed modifications of RANS models that work for transi-
tional flow. These modifications draw on an improved understanding of the mechanisms of
transition, such as bypass transition, K-type transition, and H-type transition [25,26]. It is
known that secondary instability has a major impact on bypass transition, while other types
of transition can be predicted by linear stability theory. Recent CFD studies have probed
these phenomena using DNS methods [27–29]. Additionally, hypersonic boundary-layer
transition has been studied by Mee [30] in a shock tunnel, finding that the length of a
transition region increases with the flow velocity. In a hypersonic boundary layer, the
transition problem is much more complex, due to the various types of interaction between
vehicle surface and external flow [31]. Though these theories account for transition in
some cases and to some degree, the full dynamics of transitional flow remain unexplained.
Fully turbulent CFD models are commonly used without considering the transition re-
gion, which leads to inaccuracy. The economic way to solve transitional flow in CFD still
needs improvement.

In this research, the Spalart–Allmaras one-equation Bas–Cakmakcioglu-modified (SA-
BCM) transitional model [32] is built into the Eilmer open-source compressible flow code
to solve hypersonic transitional flow, the equation of which is developed from the SA
model [12]. The SA-BCM model has an intermittency factor to simulate transition and has
been modified from the original SA-BC model to ensure Galilean invariance. Additionally,
the one-equation model is easy to implement and runs faster than a multi-equation model.
It has been reported that the model works well in predicting transition in low-velocity
flows [32]. Nevertheless, its performance in hypersonic flow is unknown. This paper aims
to validate the model by applying to existing flat-plate experimental data taken from He and
Morgan’s paper [33]. Eight flow cases have been chosen for comparison, and the transition
onset points computed by the CFD are compared with their experimental counterparts. We
find that the SA-BCM model can accurately solve cases with proper calibration. However,
the calibrated values are limited to the flow condition they are developed on and cannot
be generalized. It is also observed that the transition region in the SA-BCM model is quite
sensitive to grid size.

2. Implementation and Testing Strategy

The following sections review the SA-BCM model and demonstrate how the flat
plate simulation is developed. All the necessary configuration details are clarified. It also
introduces a grid convergence study to ensure discretization errors have been appropri-
ately minimized.

2.1. Review of SA-BCM Model

The SA-BCM model is a local-correlated one-equation model that was presented
by Cakmakcioglu et al. in 2020. As a modified version of the SA-BC model, it has
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two key features compared to the original model. Primarily, it eliminates the lack of
Galilean invariance. Secondly, it removes the Reynolds number within the equation. The
model has an intermittency factor, γBC. The full SA-BCM model is illustrated in the
following equations [32]:

∂ν̃

∂t
+ uj

∂ν̃

∂xj
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Reθν

2.193
(5)

Reθν =
ρd2

μ
Ω (6)

Reθc = 803.73(Tu∞ + 0.6067)−1.027 (7)

Additionally, χ1 is 0.002 and χ2 is 0.02 for all simulations. The value of χ2 is calibrated
from Schubauer and Klebanoff’s flat-plate test [34]. μt is turbulent viscosity, accounting for
the closure of the RANS equation. Other constants can be found in the original SA model,
as listed in the following equations [12]:
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] 1
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S̃ = Ω +
ν̃

κ2d2 fv2 (12)

fv2 = 1 − χ

1 + χ fv1
(13)
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ν̃

ν
(14)

fv1 =
χ3

χ3 + C3
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(15)

where Cb1, Cb2, σ, Cv1, Cw2 and Cw3 are model constants that are set to 0.1355, 0.622, 2
3 , 7.1,

0.3 and 2. κ is the von Karman constant, which is 0.41.
The original model was constructed in ANSYS and tested in an Eppler E387 aerofoil

case and a 6:1 prolate spheroid case by Cakmakcioglu et al. [32]. The skin friction from the
simulation is compared with experimental data. Aerofoil tests show the SA-BCM model
results match closely with the measurements, as well as the γ − Reθt model. Although there
are some deviations in the prolate spheroid case, it is still reasonable for a one-equation
model to achieve accurate results. However, these tests are under low-velocity and low-
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Re flow. The performance of the SA-BCM model to predict supersonic and hypersonic
transitional flow is unclear.

2.2. Eilmer and Numerical Plate Model

The SA-BCM model tested in this work is implemented in Eilmer [35], an open-source
computational fluid dynamics code developed at the University of Queensland to support
research in hypersonic and high-temperature gas dynamics. Eilmer is a fluid simulation
program which solves the physical quantities and chemical reactions of high-speed gas flow.
It is written in the D programming language and uses an embedded Lua interpreter for
configuration and run-time customization. Eilmer contains a wide range of customizable
options, including gas models, turbulence models, and flux calculators. In this research,
both the existing SA model and a laminar flow condition are compared with the SA-BCM
model. The transitional flow model has been built into Eilmer by the first author. As shown
in Appendix A, SA-BCM is available in the public repository for broader use.

To assess the performance of SA-BCM under high-velocity flow conditions, a flat-
plate model from He and Morgan’s experiments [33]—which were conducted in the T4
free-piston shock tunnel at the University of Queensland—is chosen for the test. The plate
is 600 mm long and 300 mm wide with a 30◦ tapered edge. The CFD flow condition is
initially aligned with one of their experimental conditions: s00 from Table 1 [33]. After
successful implementation and calibration, seven other flow conditions are also tested.
Additionally, the freestream kinematic viscosity is set to ν̃ f ar f ield = 0.025ν∞, while the value
is ν̃ f ar f ield = 5ν∞ in the original SA model. Since the physical experiment was performed in
a free-piston shock tunnel [33], the freestream turbulence intensity, Tu∞, is chosen to meet
the same shock-tunnel condition. Two studies have performed similar experiments in the
same type of shock tunnel, where the freestream flow is around Mach 6 [36,37]. Based on
those reports, the Tu∞ value is set to 0.4% here. However, the value is not fixed and can be
adjusted further to correct the model through the research. The turbulent Schmidt number
is left to its default value of 0.75, while the turbulent Prandtl number (Pr) is adjusted to
the dry air at low-pressure conditions [38]. The Pr for each simulation case is also listed in
Table 1.

Table 1. Flow condition for the simulation [33].

Simulation
Case

H0
(MJ/kg)

T∞
(K)

p∞
(kPa)

M∞
U∞
(m/s)

Reu(×106) Ret(×106) Pr

s00 2.45 254 3.25 6.52 2100 4.99 1.28 0.719
s01 7.00 867 3.28 5.74 3360 1.25 0.65 0.694
s02 2.35 240 5.22 6.55 2060 10.30 1.74 0.723
s03 6.40 770 5.00 5.81 3150 2.60 1.03 0.688
s04 2.88 310 8.70 6.48 2200 9.56 1.63 0.705
s05 9.19 1257 9.60 5.47 3810 2.18 0.71 0.713
s06 3.17 347 18.30 6.30 2380 20.80 2.81 0.697
s07 10.10 1340 23.80 5.46 4050 4.30 1.33 0.717

An ideal air–gas model is applied for all the simulations, which does not consider
the chemical reaction of the gas. To simplify the domain, only a 2D plate model is built
(see Figure 1). The topology for the CFD grid consists of two blocks: blk0 is a blank block
in front of the plate, and blk1 is the block that contains the plate, which is highlighted in
yellow. The blank block is needed to simulate a stagnation point in the correct manner,
although this does result in a minor increase in the computing resources required. The
plate boundary BC is set to the fixed temperature of 300 K. Since the contact time between
the gas and the plate is extremely short (in the order of milliseconds), it is assumed that no
temperature change happens during the test. Flow comes in from the AF boundary and
exits through the CD boundary. The height of the model is large enough to contain the
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entire shock from the stagnation to the end of the plate. As the shock is relatively weak in a
flat-plate model, the grid structure is not adapted to the shock shape.

Figure 1. Demonstration of the flat-plate model.

Viscous effects are turned on to evaluate the interaction between the flow boundary
layer and the plate surface. The details of the s00 simulation configuration script are
demonstrated in Appendix B. A series of files are generated after the simulation which
collect the flow quantities along the BC boundary. The data from the final timestep, after
the simulation has converged, is then compared to the experimental measurements to
verify the transition model [33]. The location of transition region is be determined via
heat transfer. The overall results of each simulation are visualized via ParaView software
(ParaView 5.6; Kitware; USA).

2.3. Simulation Configuration

All the different flow cases use the same configuration with the same structured grid,
except the grid convergence study. During the grid convergence study, various cell sizes
for the simulation grid are evaluated. All the simulations are run on the same hardware, as
detailed in Table 2.

Table 2. Hardware information.

Hardware Detail

CPU AMD Ryzen 7 5800X
GPU Nvidia GeForce RTX 3070Ti

Installed RAM USCorsair LPX DDR4 2 × 16GB
Installed Disk Space Samsung PM9A1 512GBSSD

System Ubuntu 20.04 LTS

Two cluster functions are used in the model. One is a fixed Roberts function that
clusters to the BE boundary, improving the accuracy of the solution near the stagnation
point. The cfx0 is in the block 0, and the cfx0 is in the block 1.

cfx0 = RobertsFunction:new{end0 = false, end1 = true, beta = 1.1} (16)

cfx1 = RobertsFunction:new{end0 = true, end1 = false, beta = 1.1} (17)

The second cluster function is based on a geometric series and is applied along the AC
boundary to resolve the boundary layer.

cfy = GeometricFunction : new{a = 0.001, r = 1.2, N = Nj0} (18)

where ‘a’ defines the smallest cell size close to the surface that is the ratio of the height of
the block. The growth rate of the cell size is defined by parameter ‘r’, while the N represents
the quantities. The number of cells in different directions is represented by and Nj, while 0
and 1 mean the block number.
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The final grid information is demonstrated in Table 3, and the special configuration of
the Lua script of the plate model is shown in Table 4. To increase the simulation speed, the
message passing interface (MPI) parallel strategy is implemented. blk0 and blk1 are equally
divided into two and six blocks, respectively, via Eilmer’s FBArray function. Thus, there are
eight fluid blocks in total, which are calculated by eight separate processors in parallel. The
time stepping scheme is set to the backward Euler method. A Courant–Friedrichs–Lewy
(CFL) schedule is used, rather than a fixed CFL value. The maximum CFL value is set
to twenty. As for the max simulation time, it is defined by the two times plate length,
lBC, divided by the freestream flow velocity, U∞. Thus, the time is enough for the flow
to pass the plate. AUSMDV is the chosen flux calculator in this simulation, which is
relatively economical. It should be noticed that Prandtl number is adapted to different
flow conditions, while Tu∞ is adjusted to 1.6% in model calibration step to match the
experimental results.

Table 3. Grid information.

Cell Size (m) Ni0 Nj0 Ni1 Nj1 a r Max CFL

0.002 50 100 300 100 0.0001 1.2 20

Table 4. Details of the configuration in flat-plate Lua script.

Configuration Parameter Value

config.dimensions 2
config.axisymmetric false

config.viscous true
config.report_invalid_cells true

config.compute_loads true
config.dt_loads 1 × 10−5

config.flux_calculator ausmdv
config.max_time 2 × lBC

U∞

config.max_step 5 × 105

config.dt_init 1 × 10−8

config.cfl_schedule
{{0.0, 0.5},

{
5 × 10−5 , 20.0}}

config.dt_plot config.max_time/10.0

For Turbulence Only

config.turbulence_model “spalart_allmaras” or
“spalart_allmaras_bcm”

config.turbulence_prandtl_number 0.89 (default)
config.turbulence_schmidt_number 0.75 (default)

config.freestream_turbulent_intensity 0.4%

2.4. Grid Convergence Study Plan

A grid convergence study is conducted before simulating different flow cases to assure
the CFD is appropriately resolved. There are three interesting issues to investigate. The first
one is the general cell size of the model. At this stage, there is no cluster function along the
BE boundary, and only a fixed geometric function is implemented along the AC boundary,
as defined in Equation (19). The general cell size is maintained as a square shape. Four
different cell sizes are assessed at this stage, as shown in Table 5. The cell size is the length
of the cell. The actual nodes in each direction are the cell number plus one.

cfy = RobertsFunction:new{end0 = true, end1 = false, beta = 1.02} (19)
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Table 5. Test of general cell size.

Case No. Cell Size (m) Ni0 Nj0 Ni1 Nj1

1 0.004 25 40 150 40
2 0.0025 40 80 240 80
3 0.002 50 100 300 100
4 0.001 100 200 600 200

The second interesting issue is the parameters of the geometric cluster function, de-
fined in Equation (18). The grid convergence study aims to find out how the parameters ‘a’
and ‘r’ in the geometric function impact the convergence. Under this test, the general cell
size is set to 0.002 m. ‘a’ is tested from 0.01 to 0.00004, while ‘r’ is tested from 1.05 to 1.2.

Finally, a separate convergence study investigates the effect of the CFL schedule. Since
different time-stepping schemes are sensitive to the CFL value, the maximum CFL value in
the CFL schedule is assessed in the grid convergence section. To simplify the test process,
only the maximum CFL value is adjusted in the schedule. The results of the convergence
study are presented in the next section. After completing the convergence study, the
SA-BCM model is applied to other flow conditions using the coarsest grid that properly
resolves the required gradients.

3. Results

This section illustrates the results of the grid convergence study, as well as the SA-BCM
model calibration and simulations of different flow cases. At first, the flat plate model
is verified in a grid convergence study. Secondly, the freestream turbulence intensity is
calibrated with the s00 flow case, the value of which is eventually set to 1.4%. Finally, the
model with the new freestream turbulence intensity value is assessed with eight widely
different hypersonic flow conditions. For ease of comparison, a new coordinate ‘x’ is
introduced, which ignores the blank block and starts from the front point B to point C in
Figure 1. All the simulations are conducted with the 2D flat-plate model. This research
mainly focuses on the heat transfer in the boundary layer, which can directly reflect the
transition start point.

3.1. Results of Grid Convergence Study

This section presents three approaches to grid convergence. The first is general cell
size. The second is the geometric cluster function, and the final one is the max CFL value in
the CFL schedule, which affects the time-accurate solutions. All the convergence studies
are based on the flow condition of the s00 case in Table 1, and all the cases use Tu∞ = 4%.
The reason for selecting the specific Tu∞ is because the lower value of Tu∞ in some grids
cannot turn on the turbulent effect of the SA-BCM model.

The resulting heat transfer along the plate surfaces with different general cell size
is plotted in Figure 2. However, there is no evident sign of convergence of adjusting
this variable. Additionally, the rising cell quantities dramatically increase the running
time of a script. When the general cell size is reduced to 0.001 m, the running time costs
over one hour. Since the most interested area is the boundary layer, the geometric cluster
function should play a more important role. When the cell size is smaller than 0.001 m, it
is also found that the setting conflicts with the geometric cluster function and can cause
geometry distortion.

Next, two parameters of geometric function are investigated, which are ‘a’ and ‘r’ in
Equation (18). At first, variations of the cell ratio ‘a’ are assessed, while the growth rate,
‘r’, is set to 1.2. ‘a’ is reduced from 0.01 to 0.00004, Figure 3. The convergence is observed
when ‘a’ reaches 0.0001. At this value, the laminar region and turbulent region highly
converge. However, there is still minor gap in the transition region, as shown in red circle
in Figure 3. When ‘a’ starts from 0.01 to 0.0001, the running time rises from 3 min to 90 min.
Considering the finiteness of computing resources, a = 0.0001 is chosen as sufficient for
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this research. In addition to the SA-BCM model, the result of the SA model also shows
convergence, as presented by Figure A1.

Figure 2. Grid convergence study of general cell size.

 
Figure 3. Grid convergence study of cell ratio ‘a’.

Normally, the growth rate is not as important as the cell ratio to the boundary layer.
This research investigates it regardless. For convenience, ‘a’ is set to 0.001 at this stage.
The growth rate, ‘r’, varies from 1.05 to 1.35. The result indicates no evident effect of
convergence, and the heat transfer function fluctuates like a sine function in the transition
region (Figure 4). Therefore, the growth rate retains 1.2 for the later simulation.

Initially, the maximum CFL value was set to 50. However, instabilities are observed
within the heat transfer graph in this case. After the max CFL value is reduced to twenty, the
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heat transfer function becomes much more stable. To figure out whether this configuration
affects convergence, the value is reduced further, and the results are demonstrated in
Figure 5. The difference among them is extremely small. Thus, the max CFL value, 20, is
enough for this research. As a result, the grid information presented in Table 3 is used for
the subsequent studies.

Figure 4. Grid convergence study of growth ratio ‘r’.

Figure 5. Grid convergence study of max CFL value.
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3.2. SA-BCM Model Calibration

The flow condition s00 is applied, and the transition onset location is calibrated to He
and Morgan’s paper [33] by adjusting the applied freestream turbulence intensity assumed
by the code. The final grid structure is shown in Figure 6. The comparison of different
Tu∞ values in the SA-BCM model is indicated in Figure 7. The performance of SA-BCM
model is compared to the laminar model and the original fully turbulent SA model. There
is a clear indication that the SA-BCM model transforms from the laminar model to the SA
turbulent model. The transition onset point is found by comparing the SA-BCM model to
the laminar model at 1% difference. The reference transition onset point is xt = 0.256 m [33].
The deviation of each case is shown in Table 6. The total heat transfer q of each model at
the transition point is also calculated. After that, the percentage difference between the
SA model and the SA-BCM model in the fully turbulent region at x = 0.5 m is compared
as well. The result indicates that the SA-BCM model has the least error compared to the
experiment result, as Tu∞ = 1.6%. This value is used to evaluate the model in different flow
conditions. It should also be noted that Tu∞ = 0.4% is too small to turn on the turbulence
and the SA-BCM result is exactly same as the laminar model.

 

Figure 6. Grid of the flat plate.

Figure 7. Calibration of freestream turbulence intensity.
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Table 6. Comparison of the results of SA-BCM model with experiment data.

Tu∞
Transition Onset

Point xt
1

Error of xt to
Reference

qla
(J)

qsb
(J)

qsa at x = 0.5 (J) qsb at x = 0.5 (J) Difference

4.0% 0.111 −56.69% 8.08 × 104 8.29 × 104 1.52 × 105 1.54 × 105 1.60%
2.5% 0.168 −34.26% 6.53 × 104 6.69 × 104 1.52 × 105 1.57 × 105 3.19%
2.0% 0.213 −16.92% 5.80 × 104 6.06 × 104 1.52 × 105 1.58 × 105 4.47%
1.7% 0.234 −8.45% 5.53 × 104 5.74 × 104 1.52 × 105 1.60 × 105 5.24%
1.6% 0.246 −4.04% 5.40 × 104 5.53 × 104 1.52 × 105 1.60 × 105 5.66%
1.5% 0.269 5.13% 5.16 × 104 5.31 × 104 1.52 × 105 1.62 × 105 6.48%
0.4% N/A N/A N/A N/A 1.52 × 105 4.27 × 105 −71.84%

1 The subscript t means transition onset point. The Laminar model and SA turbulent model are represented by la
and sa. The notation sb means SA-BCM model.

3.3. Simulation of Different Flow Conditions

The simulation results of eight flow cases are presented in this section. The perfor-
mance of the SA-BCM model is compared to a laminar model and a fully turbulent SA
model in each case, plotted in Figure 8. As calibrated in the previous section, the SA-BCM
model switches from laminar flow to turbulent flow smoothly in the s00 case. The evidence
of transition is also visible in the flow profiles (Figures A2–A9). However, the results of
the SA-BCM model are the same as the laminar model in the s01 case, and it fails again
in the s03 case. The turbulent effects seem to be underestimated in the s05 case. Besides
these, the SA-BCM model seems to work well in the other flow conditions. This study also
investigates the error between the transition onset point of the simulation result and the
experimental results of each flow case from He and Morgan [33] (Table 7). Additionally,
the percentage error map against the flow Mach number is plotted in Figure 9. The y+ of
the first cell of the flat plate in each case is demonstrated in Table 8. The maximum dx
values of all the flow cases and different flow models are the same, which are 3.35 × 10−3 m.
Similarly, the minimum dx is 5.84 × 10−4 m for all the simulations. Since it is a 2D model,
there is no z direction.

  
(a) (b) 

  
(c) (d) 

Figure 8. Cont.
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(e) (f) 

  
(g) (h) 

Figure 8. Flow model comparison: (a) s00 case; (b) s01 case; (c) s02 case; (d) s03 case; (e) s04 case;
(f) s05 case; (g) s06 case; (h) s07 case.

Figure 9. Error of different flow cases against Mach number.

Table 7. Transition onset locations under different flow cases.

Simulation Case
Reference xt [33]

(m)
Simulation xt

(m)
Error
(%)

s00 0.256 0.245 −4.51
s01 0.520 N/A N/A
s02 0.169 0.158 −6.27
s03 0.396 N/A N/A
s04 0.171 0.132 −22.60
s05 0.326 0.508 56.12
s06 0.135 0.077 −43.07
s07 0.309 0.213 −31.17
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Table 8. y+ of the first cell over the flat plate in each case.

Simulation Case y+ of Laminar Model y+ of SA Model y+ of SA-BCM Model

s00 6.64 6.65 6.64
s01 2.87 2.87 2.87
s02 8.44 8.50 8.44
s03 3.88 3.88 3.88
s04 9.04 9.17 9.04
s05 3.84 3.84 3.84
s06 11.42 12.48 11.42
s07 5.77 5.78 5.77

4. Discussion

4.1. About the Grid Convergence Study

The grid convergence study has investigated three factors that impact the grid accuracy,
including the general cell size in the freestream, the geometric cluster function along the
plate surface, and the max CFL value used for the backward Euler stepping scheme. The
results show that it is the parameter ‘a’ of the geometric cluster function that impacts the
boundary flow most significantly. The second most important factor is the max CFL value
in the CFL schedule. As explained by this research, it seems the max CFL value lower than
twenty makes the simulation converge neatly in time, as compared to larger values where
noise is observed.

The general cell size in the freestream area may possess less impact on the boundary
flow, compared to the cell size in the boundary area. Additionally, too small overall cell size
can conflict with the geometric cluster function and result in geometry distortion. Thus,
it is recommended that the general grid size should be defined with caution when the
geometric function is used. Despite this, the grid convergence reveals that the transition
length predicted by the SA-BCM model is highly sensitive to the grid size. Even though
the laminar region and turbulent region converges to a certain value, the transition region
keeps fluctuating around some points (Figures 3 and 4).

Another concern is the y+ value in this study. The overall y+ value is quite high. When
y+ is greater than five, the turbulent onset point may take place early [39]. Since s01, s03
and s05 cases possess relatively low y+, the transition of these three cases may be turned
on slower than the others with higher y+. However, the grid convergence study indicates
that further reduction in cell size along the boundary layer does not have much effect on
the turbulent onset location when ‘a’ is less than 0.0002. On the contrary, this action can
significantly increase the simulation time. While a = 0.00004, the simulation costs more
than nine hours to run. Thus, the large y+ value should not account for the inaccuracy
of this model. For the ease of simulating and adjusting codes at the development stage,
configures with short running time are still preferred.

4.2. Performance of SA-BCM Model in Hypersonic Flow

The prediction of the transition onset location in the s00 flow condition shows good
agreement with the shock tunnel experiment [33] after the modification of turbulence
intensity in Table 6. When Tu∞ is set to 1.6%, the most accurate transition onset location is
obtained. The obtained transition onset location is xt = 0.246 m, compared to xt = 0.256 m
in the experiment [33]. Figure 8a indicates that the SA-BCM model perfectly fits the laminar
model before the transition and matches the SA turbulence model after transition. The
laminar flow gradually changes into turbulent flow in the transition region. This evidence
proves the ability of the SA-BCM model to potentially predict the hypersonic transitional
flow, after appropriate calibration. The transition is also observed in the profiles of physical
quantities of the flow. The laminar model has no turbulence, while the SA model generates
turbulent viscosity at the leading edge of the plate. Only the SA-BCM model shows a
transition from laminar flow to turbulent flow. This phenomenon is distinctive in μt and ν̂
profiles. As in μt profiles, there is no turbulence and the μt is completely missing in the
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boundary region of the laminar model, while μt starts from the stagnation point in the SA
model. In the SA-BCM model, there is a delay before the beginning of the rise in μt. This
delay indicates the flow is still laminar in that region.

However, the calibrated turbulence intensity disagrees with the experimental mea-
surements of the T4 free-piston shock tunnel [36]. At a similar flow condition to s00 in a
similar shock tunnel, Tu∞ is around 0.4%, rather than 1.6%. One likely reason for this is
that the measurement of turbulence intensity is not accurate. Another reason could be that
the constant of �θc function in the SA-BCM model is not designed for hypersonic flow
conditions. Moreover, this research finds that a higher Tu∞ value may increase the running
time of the simulations dramatically.

The performance of SA-BCM in different flow conditions is also unsatisfactory. The
model fails to predict the transition in the s01 and s03 cases. One probable reason for
this may be that Tu∞ is too small to turn on the turbulence in the s01 and s03 cases. This
hypothesis is supported by the s05 and s06 cases. In the s05 case, transition is observed near
the end of the plate, while the transition occurs too early in the s06 case. Thus, the accuracy
of the SA-BCM model is significantly affected by Tu∞ in hypersonic flow. Additionally,
the SA-BCM model can be accurate in different flow cases if the Tu∞ is calibrated with
different flow conditions. In this case, the flow model should be precise and able to adopt
appropriate Tu∞ in certain conditions. However, this may require a table of Tu∞ to be built
in the program and raise the programming complexity.

According to Table 7, it seems that the SA-BCM model with calibrated Tu∞ from
one flow condition is not accurate in other cases. As shown in Figure 9, the error in the
SA-BCM model is unlikely to have a linear relationship with the Mach number. It may
relate to the specific enthalpy and internal energy of the flow. This drawback introduces
complexities into the use of the SA-BCM model, as it always requires calibrating in different
flow conditions.

4.3. Tu∞ and γBC in SA-BCM Model

The constant parameters in the SA-BCM model could lead the simulation to predict
wrong results at high-velocity flow. Thus far, all the results indicate the error within the
SA-BCM model relating to the Tu∞ value. It seems the SA-BCM model gives invalid results
due to the wrong Tu∞. However, the similar hypersonic flow condition where Tu∞ equals
0.4% is also used in two papers. One is in simulation with the γ − Reθt model and the
k − ω − γ model [37]. Another one is tested with a one-equation γ model [40]. The second
case defines a flat plate with an adiabatic condition, rather than fixed temperature. All
these models work well with Tu∞ = 0.4%. As a result, the freestream turbulence intensity
value is not the source of the misconduct of the SA-BCM model. Other parameters inside
the γBC term may be relevant to the problem.

A deep look into the SA-BCM model shows that the constants are calibrated by the
low-velocity test, and the χ2 inside the γBC is calibrated from Schubauer and Klebanoff’s
flat-plate test [34]. The highest flow speed in those wind tunnel experiments was 42.7 m/s,
which is extremely low compared to the simulation cases in this research. According to
Table 1 [33], the lowest flow velocity is 2100 m/s in the s00 case. Thus, those constants
can cause trouble in high-enthalpy and high-velocity flow. The effort of calibrating Tu∞
is the compensation for the inaccurate constants within the SA-BCM model under high-
velocity flow. If the constant inside the γBC model can be recalibrated with a new physical
experimental result from supersonic or hypersonic flow tests, it may be possible to apply
SA-BCM to general high-velocity flow problems.

4.4. Comparison with Modified γ − Reθt Model

The original γ − Reθt model, proposed by Menter et al. [39], is a two-equation model
based on the LCTM concept. The model is widely adopted and has a few modified
versions which are adapted to hypersonic flow problems [2,41–43]. After a few years,
Menter et al. [44] announced a simplified one-equation γ model. The new model elimi-
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nates the lack of Galilean invariance and removes the transitional Reynold’s number Reθt
in the transport equation. In 2020, an improved one-equation γ model is proposed by
Liu et al. [40]. Compared to the Menter’s model [44], the key difference is that Reθ and γ
are modified to simulate high-speed transitional flow. The new γ considers the physical
information of the flow. A new feature is the introduction of the Fr term based on Hao’s re-
search [45]. This replaced the Rev,max term in the original equation, which is not compatible
with hypersonic boundary conditions [2]. Another important update is to add the f (Tu∞)
term, which is inspired by Yang et al. [46].

The improved one-equation γ model has been tested by Liu et al. [40] in a supersonic
flat-plate case [47], a hypersonic flat-plate case [30], a slender-cone case [48], a X-51A
forebody case [49], and a hypersonic inflatable aerodynamic decelerator case [50,51]. All
the results indicate that the improved model has significantly increasing accuracy. Although
the original model has problems with predicting the skin fraction along an adiabatic flat
plate, the modified version can accurately predict the transition starting point and flow
quantity [40]. This new modified model may have an advantage over the SA-BCM model
based on accuracy. However, the SA-BCM model is not fully calibrated for hypersonic
flow and the potential for this model is still uncertain. In practical programming, the
software may need an additional equation to find the turbulent frequency, ω. Another
transport equation is also needed to calculate the turbulent kinetic energy, k. As a result,
this two-equation model is expected to cost much more in terms of computing resources
than one-equation SA-BCM model.

5. Conclusions

This paper presents research into the performance of the SA-BCM turbulent transition
model for high-velocity flow. The model is tested in a flat-plate CFD simulation with
eight different flow conditions [33]. The SA-BCM model has the potential to predict the
transition region in hypersonic conditions with calibrated Tu∞. However, there are two
evident shortcomings. Primarily, the heat transfer in the transition region is extremely
sensitive to the local grid size. Even though the laminar region and the turbulent region of
the SA-BCM model converged in our grid convergence study, the transition region may
still be unstable. Secondly, the accuracy of the SA-BCM model relies on the precise tuning
of Tu∞. To increase the accuracy, different flow conditions may require a corresponding
Tu∞ value. As demonstrated in this research, a single Tu∞ calibrated from the s00 case
does not give accurate flow solutions in other flow conditions. As a result, this drawback
restricts the application of the model.

It is the constant in γBC term that should account for the shortcomings, rather than
Tu∞. The original γBC term is calibrated with low-velocity flow data, which are unlikely to
predict high-velocity flow in the correct manner. Adjusting Tu∞ only compensates for some
model constants, which cannot solve the intrinsic problems within the SA-BCM model.
Although the application of this model is restricted by the Tu∞ and γBC term, the SA-BCM
is still accurate to use after the Tu∞ has been calibrated. As a one-equation model, it is also
fast to run and remains attractive to modern CFD. In conclusion, the performance of the
SA-BCM model in hypersonic flow is summarized as follows:

• Possesses fast running speed;
• Has potential for industrial applications;
• Can partially solve hypersonic transitional flow;
• Requires calibration of Tu∞ for complex flow conditions;
• Requires awareness that the transition region is sensitive to the grid;
• Needs recalibration of the model constants to solve intrinsic inaccuracy.

There are two recommendations for future research on this topic. One is to re-calibrate
the γBC term and make it suitable for supersonic and hypersonic flows. This may require
extra effort in physical experiments. Another is to replace the γBC term and combine the
SA-BCM model with other transitional flow models. A practical way to do this may be
to replace the γBC term with the intermittency factor from the modified one-equation γ
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model [40]. However, this may cause other issues, as the one-equation γ model needs
turbulent kinetic energy, k, and turbulent frequency, ω. This would, however, require
hybridization with the k and ω calculated from the k − ω equations [15], which would
somewhat increase the running time and would require new model development.
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Abbreviations

d distance to the wall (m)
H0 specific enthalpy at stagnation point (J/kg)
k turbulent kinetic energy (J/kg)
M Mach number
p freestream pressure (Pa)
Pr Prandtl number
q heat transfer (J)
Ret transition onset Reynolds number
Reu unit Reynolds number (1/m)
Reν vorticity Reynolds number
Reθ momentum thickness Reynolds number
T freestream temperature (K)
Tu∞ freestream turbulence intensity (%)
U velocity (m/s)
γ intermittency
κ Von Karman constant
μ dynamic viscosity (kg/ms)
ν kinematic viscosity (m2/s)
ν̂ turbulent kinematic viscosity (m2/s)
ρ density (kg/m3)
ω turbulent frequency
Ω magnitude of vorticity
Subscripts
0 stagnation quantity
∞ freestream quantity
t transition onset
la laminar model
sa SA turbulent model
sb SA-BCM model
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Appendix A

/*
Spalart–Allmaras ‘BCM’ variant for transitional flows:

“A Revised One-Equation Transitional Model for External Aerodynamics”,
Cakmakcioglu, S. C., Bas, O., Mura, R., and Kaynak, U.
AIAA Paper 2020-2706, June 2020, (10.2514/6.2020-2706)

@author: Yu Chen and Nick Gibbons
*/
class sabcmTurbulenceModel: saTurbulenceModel {
this (){
number Pr_t = GlobalConfig.turbulence_prandtl_number;
double Tu_inf = GlobalConfig.freestream_turbulent_intensity;
this(Pr_t, Tu_inf);
}

this (const JSONValue config){
number Pr_t = getJSONdouble(config, “turbulence_prandtl_number”, 0.89);
double Tu_inf = getJSONdouble(config, “freestream_turbulent_intensity”, 0.01);
this(Pr_t, Tu_inf);
}

this (sabcmTurbulenceModel other){
this(other.Pr_t, other.Tu_inf);
}

this (number Pr_t, double Tu_inf) {
this.Tu_inf = Tu_inf;
super(Pr_t);
}

@nogc override string modelName() const {return “spalart_allmaras_bcm”;}

override sabcmTurbulenceModel dup() {
return new sabcmTurbulenceModel(this);
}

@nogc override
void source_terms(const FlowState fs,const FlowGradients grad, const number ybar,
const number dwall, const number L_min, const number L_max,
ref number[] source) const {
/*
Spalart–Allmaras Source Terms:
Notes:
- SA production term modified by Yu Chen
See: https://turbmodels.larc.nasa.gov/sa-bc_1eqn.html (Accessed on 1 March 2020)
*/

number nuhat = fs.turb [0];
number rho = fs.gas.rho;
number nu = fs.gas.mu/rho;
number chi = nuhat/nu;
number chi_cubed = chi*chi*chi;
number fv1 = chi_cubed/(chi_cubed + cv1_cubed);
number fv2 = 1.0-chi/(1.0 + chi*fv1);
number ft2 = 0.0; //no ft2 in sa-bcm
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number nut = nuhat*fv1;

//additional parmeters for sa-bcm
number mu = fs.gas.mu;
number re_theta_c = 803.73*pow((Tu_inf*100.0 + 0.6067),−1.027);
number chi1 = 0.002;
number chi2 = 0.02;
number Omega = compute_Omega(grad);

number d = compute_d(nut,nu,grad.vel,dwall,L_min,L_max,fv1,fv2,ft2);
number Shat_by_nuhat = compute_Shat_mulitplied_by_nuhat(grad, nuhat, nu, d, fv1, fv2);

//additional parmeters for sa-bcm
number re_nu = rho*d*d/mu*Omega; //omega needs to be defined
number re_theta = re_nu/2.193;
number mu_t = turbulent_viscosity(fs, grad, ybar, dwall);
number term1 = fmax(re_theta-re_theta_c, 0.0)/(chi1 * re_theta_c);
number term2 = fmax(mu_t/(chi2*mu), 0.0); //mu_t needs to be defined
number gamma_bc = 1.0-exp(-sqrt(term1)-sqrt(term2));
number production = gamma_bc*rho*cb1*Shat_by_nuhat; //Different terms to sa mdoel

number r = compute_r(Shat_by_nuhat, nuhat, d);
number g = r + cw2*(pow(r,6.0)-r);
number fw = (1.0 + cw3_to_the_sixth)/(pow(g,6.0) + cw3_to_the_sixth);
fw = g*pow(fw, 1.0/6.0);
number destruction = rho*cw1*fw*nuhat*nuhat/d/d;

////No axisymmetric corrections terms in dS/dxi dS/dxi
number nuhat_gradient_squared = 0.0;
foreach(i; 0 .. 3) nuhat_gradient_squared+ = grad.turb [0][i]*grad.turb [0][i];
number dissipation = cb2/sigma*rho*nuhat_gradient_squared;

number T = production-destruction + dissipation;
source [0] = T;
return;
}//end source_terms()
private:
double Tu_inf;//freestream turbulence intensity
}

Appendix B

–General fluid config
config.title = “plate in ideal air, M = 6.52”
config.dimensions = 2
config.axisymmetric = false
config.viscous = true
config.report_invalid_cells = true
config.gasdynamic_update_scheme = “backward_euler”
config.cfl_schedule = {{0.0,0.5}, {50e−6,20.0}}
–Turbulent config
config.turbulence_model = “spalart_allmaras_bcm”
–Turbulence model: “none”, “k_omega”, “spalart_allmaras”, “spalart_allmaras_edwards”
config.freestream_turbulent_intensity = 0.016

config.turbulence_prandtl_number = 0.719 –(default:0.89)
config.turbulence_schmidt_number = 0.75

–Flow conditions
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nsp, nmodes, gm = setGasModel(‘ideal-air-gas-model.lua’)

–Initial gas conditions
p_inf = 3.25e03–Pa
T_inf = 254.0–K
M_inf = 6.52

–Compute additional gas info
gas_inf = GasState:new{gm}
gas_inf.T = T_inf
gas_inf.p = p_inf
gm:updateThermoFromPT(gas_inf)

gm:updateSoundSpeed(gas_inf)
u_inf = M_inf*gas_inf.a
gm:updateTransCoeffs(gas_inf)

–Use updated gas properties to estimate turbulence quantities
turb_lam_viscosity_ratio = 0.025–From NASA SA-BCM model [0.015, 0.025]
nu_inf = gas_inf.mu/gas_inf.rho
nuhat_inf = turb_lam_viscosity_ratio*nu_inf

–Set flow conditions
inflow = FlowState:new{p = p_inf, T = T_inf, velx = u_inf,vely = 0.0, nuhat = nuhat_inf}

–Specify geometry
len = 0.6 –meter
h = 0.2 –meter
A = Vector3:new{x = 0.0, y = 0.0}
B = Vector3:new{x = 0.1, y = 0.0}
C = Vector3:new{x = len + B.x, y = 0.0}
D = Vector3:new{x = len + B.x, y = h}
E = Vector3:new{x = B.x, y = h}
F = Vector3:new{x = 0.0, y = h}

–Set boundary paths
AB = Line:new{p0 = A, p1 = B} –south
AF = Line:new{p0 = A, p1 = F} –west
BE = Line:new{p0 = B, p1 = E} –east/west
FE = Line:new{p0 = F, p1 = E} –north

BC = Line:new{p0 = B, p1 = C} –south
CD = Line:new{p0 = C, p1 = D} –east
ED = Line:new{p0 = E, p1 = D} –north

–Build patch, grid and block
ni0 = 50
nj0 = 100
ni1 = 300
nj1 = nj0

cfx0 = RobertsFunction:new{end0 = false, end1 = true, beta = 1.1}
cfx1 = RobertsFunction:new{end0 = true, end1 = false, beta = 1.1}
cfy = GeometricFunction:new{a = 0.0001, r = 1.2, N = nj0}

quad = {}
quad [0] = makePatch{north = FE, east = BE, south = AB, west = AF}
quad [1] = makePatch{north = ED, east = CD, south = BC, west = BE}
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grid = {}
grid [0] = StructuredGrid:new{psurface = quad [0], niv = ni0 + 1, njv = nj0 + 1, cfList = {east = cfy,
west = cfy, north = cfx0, south = cfx0}}
grid [1] = StructuredGrid:new{psurface = quad [1], niv = ni1 + 1, njv = nj1 + 1, cfList = {east = cfy,
west = cfy, north = cfx1, south = cfx1}}

blk = {}

–mpi FBArrary
blk [0] = FBArray:new{grid = grid [0], initialState = inflow,nib = 2,njb = 1,
bcList = {west = InFlowBC_Supersonic:new{flowState = inflow},
north = OutFlowBC_Simple:new{},
east = OutFlowBC_Simple:new{}}
}
blk [1] = FBArray:new{grid = grid [1], initialState = inflow,nib = 6,njb = 1,
bcList = {north = OutFlowBC_Simple:new{},
east = OutFlowBC_Simple:new{},
south = WallBC_NoSlip_FixedT:new{Twall = T_inf,group = “loads”}}
}

identifyBlockConnections()

config.compute_loads = true
config.dt_loads = 1.0e−5

–Set some simulation parameters
config.flux_calculator = “ausmdv”
config.max_time = 2.0*len/u_inf
config.max_step = 500000
config.dt_init = 1.0e−8
config.dt_plot = config.max_time/10.0

Appendix C

 
Figure A1. Grid convergence study of cell ratio ‘a’ in SA model.
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(a) 

 
(b) 

(c) 

Figure A2. Entropy profile of s00: (a) laminar model; (b) SA model; (c) SA-BCM model.

 
(a) 

 
(b) 

 
(c) 

Figure A3. Local Mach number profile of s00: (a) laminar model; (b) SA model; (c) SA-BCM model.

 
(a) 

 
(b) 

 
(c) 

Figure A4. Dynamic viscosity profile of s00: (a) laminar model; (b) SA model; (c) SA-BCM model.
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(a) 

 
(b) 

 
(c) 

Figure A5. Turbulent onset dynamic viscosity profile of s00: (a) laminar model; (b) SA model;
(c) SA-BCM model.

Figure A6. Pressure profile of s00: (a) laminar model; (b) SA model; (c) SA-BCM model.
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(a) 

 
(b) 

 
(c) 

Figure A7. Total enthalpy of s00: (a) laminar model; (b) SA model; (c) SA-BCM model.

 
(a) 

 
(b) 

 
(c) 

Figure A8. Total pressure profile of s00: (a) laminar model; (b) SA model; (c) SA-BCM model.

 
(a) 

 
(b) 

Figure A9. Nuhat profile of s00: (a) SA model; (b) SA-BCM model.
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Abstract: The nanoindentation technique plays a significant role in characterizing the mechanical
properties of materials at nanoscale, where the adhesion effect becomes very prominent due to the
high surface-to-volume ratio. For this paper, the classical adhesion theories were generalized to
study the contact behaviors of various piezoelectric materials indented by conical punches with
different electric properties. With the use of the Hankel integral transform, dual integral equations,
and superposing principle, the closed-form solutions of the physical fields for the Johnson-Kendall-
Roberts (JKR) and Maugis-Dugdale (M-D) models were obtained, respectively. The contribution of the
electrical energy to the energy release rate under the conducting punch was taken into consideration.
The relationships between the contact radius, the indentation load, and the indentation depth were
set up using the total energy method for the JKR model and the Griffith energy balance for the M-D
model, respectively. Numerical results indicate that increasing the half cone angle of the conical
punch enhances the adhesion effect, which can significantly affect the accuracy of the results of
characterization in nanoindentation tests. It was found that the effect of electric potential on adhesion
behaviors is sensitive to different material properties, which are not revealed in the existing studies of
axisymmetric adhesive contact of piezoelectric materials and multiferroic composite materials. The
load-displacement curves under conical punches with different half cone angles have very different
slopes. These results indicate that the half cone angle has a prominent effect on the characterization
of mechanical properties of piezoelectric solids in nanoindentation tests.

Keywords: piezoelectric materials; conical punch; adhesive contact; analytical solution

MSC: 74E10; 74G05; 74G65; 74M15

1. Introduction

As typical functional materials, piezoelectric materials have received increasingly
wide applications in a variety of smart structures and devices, such as transducers [1],
sensors [2], actuators [3], generators [4], energy harvest devices [5], and so on. It is essen-
tial for these various applications to accurately characterize the electric and mechanical
properties of piezoelectric materials for realizing effective quality control and performance
prediction [6,7]. In order to achieve these goals, many intelligent artificial algorithms, such
as the genetic algorithm [7–10], and soft computing tools, such as neural networks [11,12],
have been used. The nanoindentation technique, also known as instrumented indentation,
has become one of the most widely used testing techniques for evaluating the mechanical
properties of a variety of materials [13,14], including the traditional stiff piezoelectric ce-
ramics, such as polycrystalline lead zirconate titanate (PZT), barium titanate (BaTiO3), etc.,
and the new soft piezoelectric materials with low elastic modulus, such as polyvinylidene
fluoride (PVDF). However, soft materials always display obvious and strong adhesion
effects in nanoindentation experiments, which have significant influence on the results of
characterization [15,16].
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Adhesion is a phenomenon which describes the tendency of different surfaces or parti-
cles to cling to one another. The adhesion effect plays a significant role in micro/nanoscale
contact behaviors owing to the high surface-to-volume ratio [17–19]. During the nanoin-
dentation testing technique, the sample is pressed by a small indenter tip, and the force
and displacement are continuously measured as a function of time with high accuracy and
precision. The recorded indentation force-displacement curves are often viewed as the
‘fingerprints’ of the tested materials, which can be analyzed to evaluate their mechanical
properties. However, there always exists an obvious adhesion effect between the nanoin-
denter tip and the soft sample, which can lead to inaccurate estimation of the mechanical
properties, such as the elastic modulus and hardness values. For example, it has been veri-
fied by [20] that contact stiffness in the presence of adhesion effect is always smaller than
the counterpart value in the absence of the adhesion effect at the same indentation depth,
while for the same indentation force, the results are the opposite. Therefore, the adhesion
effect should be considered to avoid obtaining incorrect results during the nanoindentation
testing of soft materials.

Contact problems are not only very common in nature but also a key issue in practical
engineering. Whether discussing traditional indentation or nanoindentation technique,
their theoretical foundations are both in contact mechanics [13]. During the past few years,
the contact mechanics of piezoelectric materials have received comprehensive and rapid
development through theoretical deductions, numerical simulations, and experimental
observations. Various contact problems have received considerable attention and been
widely studied by many investigators, including the indentation problems under some
typical indenter profiles [21–31], the frictionless contact problems [32–41], the frictional
contact problems [42–47], the fretting contact problems [48–50] and the dynamic contact
problems [51,52]. During nanoindentation tests, sharp indenter is widely used due to
its higher resolution and the simplicity of the procedure [15]. As a typical sharp punch,
the contact behaviors of piezoelectric materials indented by a conical punch have been
widely investigated by many scholars. Chen et al. [21] studied the frictionless indenta-
tion problem of a piezoelectric solid punched by a rigid conical punch. Ding et al. [53]
analyzed the frictional contact behavior between a piezoelectric solid and a rigid conical
punch. Giannakopoulos and Suresh [22] developed a general theory for the axisymmetric
indentation problem of transversely isotropic piezoelectric materials by using the Hankel
integral transform technique. The closed-form solutions of physical quantities under the
action of the rigid conducting and insulating conical punches were obtained, which later
were generalized to piezoelectric film with finite thickness by [25,54]. Sridhar et al. [23]
conducted an experimental investigation into the mechanical and electrical responses
of piezoelectric solids indented by a rigid conducting conical punch with zero electric
potential. Makagon et al. [24] analyzed the sliding frictional contact behavior between a
piezoelectric solid and a rigid conical punch. Yang [26] obtained the general solutions of
the piezoelectric solids punched by a rigid indenter with axisymmetric arbitrary profile
and presented the closed-form solutions of the stress and electric displacement fields in the
case of a rigid conical punch.

It is worth noting that the aforementioned works only focus on the macroscale contact
behaviors of piezoelectric materials, and the influence of the adhesion effect was not taken
into consideration. With the increasingly broad applications of piezoelectric materials
in various micro-electro-mechanical systems (MEMS) devices, where the adhesion effect
becomes very prominent due to the high surface-to volume ratio [17], the contact problems
of piezoelectric materials at the micro/nanoscale have been studied by some researchers in
the past few years. Chen and Yu [55] first extended the classical JKR model [56] and the M-D
model [57] to study the adhesion behaviors of piezoelectric materials. The results indicated
that the coupling effect between adhesion and piezoelectric effects lead to much more
complicated adhesion behaviors than in the pure elastic case. Rogowski and Kalinski [58]
studied the adhesion behaviors of a piezoelectric solid indented by a rigid circular punch
and demonstrated the explicit expression of contact stresses, displacement outside the
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contact zone, and electric physical quantities. Guo and Jin [59] established a generalized
JKR model to study the adhesive contact problem between a piezoelectric solid and a
rigid cylinder with constant electric potential. It was found that piezoelectric materials
can be used to realize reversible adhesion. Jin et al. [60] developed the JKR-type adhesive
contact model for the piezoelectric solid punched by a rigid indenter with an axisymmetric
power-law profile. It is worth pointing out that all of the aforementioned works involved
only single layer piezoelectric materials. However, layered structures have been widely
used in various MEMS devices and structures [1,61]. To this end, the adhesion behaviors of
layered piezoelectric structures were studied [62–64], which are helpful for revealing the
adhesion mechanism of MEMS involving piezoelectric solids.

As typical multi-functional materials, multiferroic composite materials have been
widely used in a variety of MEMS smart structures [65–67] due to their multi-field coupling
effect. The contact behaviors of multiferroic composite media at micro/nanoscale have
attracted some attention from researchers. Recently, with the use of the superposition
principle and generalized potential theory, Wu et al. [68] first generalized the classical
adhesive contact theories to multiferroic composite materials. They established correspond-
ing JKR and M-D models for the multiferroic half-space under a spherical indenter with
four different electric and magnetic properties. It was found that the electric potential and
magnetic potential can be used to adjust the adhesion behaviors. More recently, Wu and
Li [69] studied the frictionless adhesive contact behaviors between a rigid conical punch
and a multiferroic half-space using the same approach. They found that the pull-off force
can be adjusted by altering the half cone angle of the conical punch.

It is worth mentioning that the adhesion behaviors of multiferroic composite materials
discussed in the above-mentioned two works [68,69] involved only one kind of material (i.e.,
BaTiO3-CoFe2O4). Although the effects of the electric potential and the half cone angle of the
conical punch on adhesion behaviors were discussed, whether these effects are dependent
on different material properties is unclear. However, the nanoindentation technique has
been widely used in characterizing the mechanical and electric properties of various
piezoelectric materials [70–72]. For the two-dimensional adhesive contact of piezoelectric
materials indent by a rigid cylinder, it has been verified that different types of piezoelectric
materials share entirely different adhesion behaviors under an electric load [60], which
reveals that the effect of the electric load on adhesion behaviors is sensitive to material
properties. For the indentation problem of purely elastic materials under a conical punch,
the existing results indicate that the half cone angle can significantly affect the calculation
of mechanical properties in nanoindentation tests [15]. For the indentation behaviors of
various piezoelectric materials indented by a rigid conical punch, it is unclear whether the
effects of the electric potential and the half cone angle on adhesion behaviors are sensitive
to different material properties, or whether the half cone angle has a significant effect on
the characterization of mechanical properties of piezoelectric materials in nanoindentation
tests. The current work is devoted to answer these queries.

It is well known that the classical adhesion theories include the JKR model [56], the
DMT model [73], the M-D model [57] and the double-Hertz (D-H) model [74]. The M-D
and D-H models are regarded as more general theories than the JKR and DMT models,
since both the M-D and D-H models are applicable to the arbitrary Tabor parameter [75],
whose applicable scope can vary between soft materials and extremely hard materials.
The JKR and DMT models can be described as two limit cases derived from the M-D
model, which thus can be used to verify the correctness of the M-D model. The JKR model
is the most widely used theory in nanoindentation experiments due to its convenience
and reasonability [16,76,77]. Based on the above considerations, the classical JKR and
M-D models were generalized in the present study to investigate the adhesive contact
behaviors of various piezoelectric materials indented by conical punches with different
electric properties. Numerical analysis indicated that the effect of the electric potential
on adhesion behaviors is sensitive to different material properties, while the effect of the
half cone angle on adhesion behaviors is insensitive to different material properties, which
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are not revealed in the existing studies into piezoelectric materials [60] and multiferroic
composite materials [68,69]. Increasing the half cone angle can significantly enhance the
adhesion effect, which suggests to us that a conical punch with a small half cone angle
should be adopted in nanoindentation tests to reduce the effect of adhesion and improve the
accuracy of characterization results. Furthermore, it was found that the load-displacement
curves under conical punches with different half cone angles have very different slopes,
which indicates that the half cone angle can significantly affect the characterization of
mechanical properties of piezoelectric solids in nanoindentation tests.

2. Problem Description and Formulation

2.1. Problem Description

As shown in Figure 1, consider the axisymmetric frictionless adhesive contact problem
of a transversely isotropic piezoelectric solid indented by a rigid conical punch with a
constant electric potential, φ0, which is acted on by an indentation force, P. The cylindrical
coordinate (r, θ, z) is set up at the surface of the piezoelectric solid. The half cone angle
of the rigid conical punch is denoted as α, and the contact radius is a, while h stands for
the indentation depth and p(r) represents the adhesion force. The piezoelectric solid is
polarized with the positive z-axis.

 

Figure 1. Schematic illustration of a piezoelectric solid in adhesive contact with a rigid conical punch
under a normal force, P (negative when tensile). φ0 denotes the constant electric potential; a, h, α, and
p(r) stand for the contact radius, the indentation depth, the half cone angle of the rigid conical punch,
and the adhesion force, respectively. The poling direction of the piezoelectric solid corresponds with
the positive z-axis.

2.2. Governing Equations

In the absence of body forces and body charges, the equilibrium equations and Gauss
equation can be given as

∂σrr
∂r + ∂σrz

∂z + σrr−σθθ
r = 0,

∂σrz
∂r + ∂σzz

∂z + σrz
r = 0,

∂Dr
∂r + Dr

r + ∂Dz
∂z = 0,

(1)

where σij and Di denote the stress and electric displacement components, respectively.
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In the cylindrical coordinates system, the constitutive equations can be expressed as

σrr = c11εrr + c12εθθ + c13εzz − e31Ez,

σθθ = c12εrr + c11εθθ + c13εzz − e31Ez,

σzz = c13(εrr + εθθ) + c33εzz − e33Ez,

σrz = 2c44εrz − e15Er,

Dr = 2e15εrz+ ∈11 Er,

Dz = e31(εrr + εθθ) + e33εzz+ ∈33 Ez,

(2)

where cij, eij, and ∈ij represent the elastic, piezoelectric, and dielectric constants, respec-
tively. Both εij and Ei denote the strain and electric field components, respectively. The
strain and electric field can be expressed by the mechanical displacements ur, uz, and the
electric potential, φ, via the following relations:

εrr =
∂ur
∂r , εθθ = ur

r , εzz =
∂uz
∂z ,

2εrz =
∂ur
∂z + ∂uz

∂r , Er = − ∂φ
∂r , Ez = − ∂φ

∂z .
(3)

Through substitution of Equations (2) and (3) into Equation (1), one can obtain the
following governing equations:

c11

(
∂2ur
∂r2 + 1

r
∂ur
∂r − ur

r2

)
+ c44

∂2ur
∂z2 + (c13 + c44)

∂2uz
∂r∂z + (e31 + e15)

∂2φ
∂r∂z = 0,

(c13 + c44)
(

∂2ur
∂r∂z +

1
r

∂ur
∂z

)
+ c44

(
∂2uz
∂r2 + 1

r
∂uz
∂r

)
+ c33

∂2uz
∂z2

+e15

(
∂2φ

∂r2 + 1
r

∂φ
∂r

)
+ e33

∂2φ

∂z2 = 0,

(e31 + e15)
(

∂2ur
∂r∂z +

1
r

∂ur
∂z

)
+ e15

(
∂2uz
∂r2 + 1

r
∂uz
∂r

)
+ e33

∂2uz
∂z2

− ∈11

(
∂2φ
∂r2 + 1

r
∂φ
∂r

)
− ∈33

∂2φ
∂z2 = 0.

(4)

2.3. General Solutions

The results shown in Equation (4) are the governing equations with respect to the
mechanical displacement components and the electric potential. By solving Equation (4)
and substituting the solutions into Equations (2) and (3), one can obtain the corresponding
components of stress and electric displacement. Using the Hankel integral transform, and
considering the frictionless contact boundary condition, the general solutions of the surface
normal displacement, surface normal stress, and electric displacement can be obtained
as follows [25]:

uz(r, 0) =
∫ ∞

0 [M1 A1(ξ) + M2 A2(ξ)]ξ J0(ξr)dξ,

φ(r, 0) =
∫ ∞

0 [M3 A1(ξ) + M4 A2(ξ)]ξ J0(ξr)dξ,

σzz(r, 0) =
∫ ∞

0 [M5 A1(ξ) + M6 A2(ξ)]ξ
2 J0(ξr)dξ,

Dz(r, 0) =
∫ ∞

0 [M7 A1(ξ) + M8 A2(ξ)]ξ
2 J0(ξr)dξ,

(5)

where Mi(i = 1, 2, . . . , 8) represent the material constants related to the material properties
of piezoelectric materials, whose explicit expressions were given by Appendix (A.8) in [25];
Ai(ξ) (i = 1, 2) denote the undetermined constants that can be obtained with use of the
corresponding boundary conditions; and J0(ξr) denotes the Bessel function of the first kind
of zero order. In order to obtain the general solutions shown in Equation (5), the regularity
condition of the piezoelectric solid at infinity is considered, i.e., ur, uz, φ → 0,

√
r2 + z2 → 0 .

For the frictionless contact problem between a piezoelectric solid and a rigid axisym-
metric punch with arbitrary profile, whose shape function can be denoted as f (r), the
solutions of the surface mechanical displacement, stress, and electric displacement of the
piezoelectric solid can be obtained with use of Equation (5) and the corresponding boundary

44



Mathematics 2022, 10, 4511

conditions. It is worth mentioning that the electrical boundary conditions for conducting
and insulating indenters are different.

First, whether for the conducting or insulating indenter, the mechanical boundary
conditions can be described as{

uz(r, 0) = h − f (r), 0 ≤ r ≤ a,
σzz(r, 0) = 0, r > a,

(6)

where h, f (r), and a stand for the indentation depth, the shape function of the punch, and
the contact radius, respectively. For the three typical indenters (the flat-ended cylindrical,
the conical, and the spherical punches), the shape functions are denoted as

f (r) =

⎧⎨⎩
0, (0 ≤ r ≤ a) (flat-endedcircular punch),
r cot α, (0 ≤ r ≤ a) (conical punch),
r2/(2R), (0 ≤ r ≤ a) (spherical punch).

(7)

For the electrically conducting indenter, the electrical boundary conditions are given as{
φ(r, 0) = φ0, 0 ≤ r ≤ a,
Dz(r, 0) = 0, r > a,

(8)

where φ0 is a constant denoting the constant electric potential.
For the electrically insulating indenter, the corresponding electrical boundary condi-

tion is expressed as

Dz(r, 0) = 0, r ≥ 0. (9)

In addition, for both the conducting and insulating indenters, the following equilib-
rium condition should be satisfied:

P = −2π
∫ a

0
rσzz(r, 0)dr, (10)

where P is the indentation load. For the conducting indenter, one can further obtain

Q = −2π
∫ a

0
rDz(r, 0)dr, (11)

where Q stands for the total electric charge.

3. The Solution of the JKR Model

In this section, the classical JKR model [56] is generalized to investigate the adhesive
contact problem of a piezoelectric solid indented by a rigid conical punch.

3.1. Boundary Conditions for the JKR Model

In the classical JKR model, only the adhesion force within the contact area was taken
into consideration. According to the different electric properties of the indenters, the
mixed boundary conditions for the conducting and insulating punches can be described
as follows:
Case I: electrically conducting punch

uz(r, 0) = h − r cot α, φ(r, 0) = φ0, 0 ≤ r < a,

σzz(r, 0) = Dz(r, 0) = 0, r > a,

σrz(r, 0) = 0, r ≥ 0.

(12)
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Case II: electrically insulating punch

uz(r, 0) = h − r cot α, 0 ≤ r < a,

σzz(r, 0) = 0, r > a,

σzr(r, 0) = Dz(r, 0) = 0, r ≥ 0.

(13)

Referring to the establishment process of the classical JKR model, the solutions for
piezoelectric materials can be derived by superposing the corresponding piezoelectric
Hertz contact solution under the conical punch, and the Boussinesq contact solution
under the flat-ended circular punch, as shown in Figure 2a,b. Using the general solutions
presented in Equation (5) and combining the corresponding boundary conditions shown in
Equations (12) and (13), one can obtain the closed-form analytical solutions of the contact
problems of the piezoelectric solid indented by the rigid conical punch and flat-ended
cylindrical punch, respectively. For the convenience of subsequent analysis, the solutions
of the above-mentioned two subproblems are listed in Appendices A and B.

Figure 2. Illustration of the M-D model of a conical punch on a piezoelectric solid: (a) Hertz
piezoelectric contact for a conical punch. (b) Boussinesq piezoelectric contact for a flat-ended circular
punch. (c) An axisymmetric external crack in an infinite piezoelectric body.

3.2. The Solution of Case I: Electrically Conducting Punch

Using the Hertz solutions in Equations (A2)–(A6) and the corresponding Boussinesq
solutions in Equations (A14)–(A18), the solutions of the JKR model for a piezoelectric solid
indented by a rigid conducting conical punch can be obtained as

hJKR =
πa
4

cot α − B3φ0 +
P

4B4a
, (14)

σJKR
zz (r, 0) = −B4 cot αcos h−1

( a
r

)
+

πa2B4 cot α − P
2πa

√
a2 − r2

, (15)

46



Mathematics 2022, 10, 4511

DJKR
z (r, 0) =

2B5(B6 + B3)φ0

π
√

a2 − r2
− B5 cot αcos h−1

( a
r

)
+

B5

B4

πa2B4 cot α − P
2πa

√
a2 − r2

, (16)

uJKR
z (r, 0) =

{
hJKR − r cot α, 0 ≤ r ≤ a,
2
π hJKR sin−1( a

r
)
+

(√
r2 − a2 − r

)
cot α, r > a,

(17)

φJKR(r, 0) =

{
φ0, 0 ≤ r ≤ a,
2
π φ0 sin−1( a

r
)
, r > a.

(18)

According to the establishment procedure of the classical JKR model, the total energy
method should be adopted to obtain the relationship between the indentation force and
contact radius. The total free energy of the contact system can be expressed as

UT = UE + UD + UP + US, (19)

where UT , UE, UD, UP, and US denote the total free energy, the elastic strain energy, the
electrostatic field energy, the mechanical energy, and the surface energy of the contact
system, respectively, which are defined as

UE = −1
2

∫ 2π

0

∫ a

0
σJKR

zz (r, 0)uJKR
z (r, 0) rdrdθ, (20)

UD = −1
2

∫ 2π

0

∫ a

0
DJKR

z (r, 0)φJKR(r, 0)rdrdθ, (21)

UP = −PhJKR, US = −πa2Δγ, (22)

where Δγ is the surface energy denoting the work of adhesion for per unit area needed to
separate two contacting objects from equilibrium state to infinity.

Substituting Equations (14)–(18) into Equations (20)–(22) yields that

UE = P2

8B4a +
π2 cot2 αB4a3

24 − PB3φ0
2 , UD = B5

2B4
Pφ0 − 2B5(B6 + B3)aφ2

0,

UP = −π cot α
4 Pa − P2

4aB4
+ PB3φ0.

(23)

In order to obtain the results presented in Equation (23), the following integral results
were utilized [69]: ∫ a

0
r√

a2−r2 dr = a,
∫ a

0
r2√

a2−r2 dr = π
4 a2,∫ a

0 rcos h−1 a
r dr = 1

2 a2,
∫ a

0 r2cos h−1 a
r dr = πa3

12 .
(24)

The equilibrium state of the contact system should satisfy the following condition:

∂UT
∂a

∣∣∣∣
P
= 0, (25)

By substituting Equation (23) into Equation (19) and then inserting the corresponding
result into Equation (25), one can obtain

P = π cot αB4a2 ± 4a
√

πB4Δγa + B4B5(B6 + B3)φ
2
0. (26)
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The stable equilibrium state of the contact system should satisfy the condition ∂2UT
∂a2 > 0,

in which case

PJKR = πB4a2 cot α − 4a
√

πB4Δγa + B4B5(B6 + B3)φ
2
0. (27)

If the rigid conical punch has zero electric potential (i.e., φ0 = 0), Equation (27)
degenerates into the following form:

P = π cot αB4a2 − 4a
√

πB4Δγa, (28)

which is the same as the result of Equation (3.16) obtained in [60].
When a piezoelectric material degenerates into a isotropic elastic solid, considering

B4 = E∗/2 (where E∗ denotes the equivalent elastic modulus), Equation (28) can be
rewritten as

P =
π cot αE∗

2
a2 −

√
8πE∗Δγa3, (29)

which is in agreement with the result of Equation (17) derived from [78].

By substituting Equation (27) into Equations (14)–(16), one can obtain

hJKR = πa
2 cot α − B3φ0 − 1

B4

√
B4πΔγa + B4B5(B6 + B3)φ

2
0,

σJKR
zz (r, 0) = −B4 cot αcos h−1 a

r +
2
π

√
πB4Δγa+B4B5(B6+B3)φ

2
0

a2−r2 ,

DJKR
z (r, 0) = 2B5(B6+B3)φ0

π
√

a2−r2 − B5 cot αcos h−1 a
r

+ 2B5
πB4

√
πB4Δγa+B4B5(B6+B3)φ

2
0

a2−r2 .

(30)

In adhesive contact problems, the pull-off force is regarded as the maximum external
pulling force needed to separate two contacting objects, which is a vital physical quantity.
In order to obtain the explicit expression of the pull-off force, one must consider the
following condition:

dP
da

= 0. (31)

Inserting Equation (27) into Equation (31) yields

χ1a3 + χ2a2 + χ3a + χ4 = 0, (32)

where

χ1 = π3B3
4 cot2 αΔγ, χ2 = π2B3

4B5(B6 + B3) cot2 αφ2
0 − 9π2B2

4Δγ2,

χ3 = −12πB2
4B5(B6 + B3)Δγφ2

0, χ4 = −4B2φ4
0.

(33)

Using the Cardans formula, one can derive

Δ =
( q

2

)2
+

( p
3

)3
= − 4B3φ6

0

B4
4π6 cot2 α

(
B2φ4

0
27Δγ4 +

Bφ2
0

3Δγ2 +
1

cot4 α

)
, (34)

where B = B4B5(B6 + B3), and p and q are defined as

p =
χ3

χ1
− χ2

2
3χ2

1
, q =

χ4

χ1
+

2χ3
2

27χ3
1
− χ2χ3

3χ2
1

. (35)
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The numerical results indicate that B > 0 for several common piezoelectric materials
(e.g., PZT-4, PZT-5A, BaTiO3, and Ba0.917Ca0.083TiO3); hence, one can obtain that Δ < 0,
and Equation (32) has three real roots given as follows:

a1 =
2
√−3p

3 cos β
3 − 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)
,

a2 = −
√−3p

3

(
cos β

3 −√
3 sin β

3

)
− 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)
,

a3 = −
√−3p

3

(
cos β

3 +
√

3 sin β
3

)
− 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)
,

(36)

where

β = arccos

(
−3q

√−3p
2p2

)
, 0 ≤ β ≤ π. (37)

From Equation (37), one can find that 0 ≤ β/3 ≤ π/3. Therefore, the three roots in
Equation (36) satisfy the following orders

a3 ≤ a2 ≤ a1. (38)

In addition, from Equation (36), one can obtain the following relation:

a1 =
2
√−3p

3 cos β
3 − 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)
≥

√−3p
3 − 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)

= 1
3

⎡⎣√
36Bφ2

0
π2B2

4 cot2 α
+

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)2

− BB2
4π2 cot2 αφ2

0−9π2B2
4Δγ2

π3B3
4 cot2 αΔγ

]
≥ 0,

(39)

a3 = −
√−3p

3

(
cos β

3 +
√

3 sin β
3

)
− 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)
≤ −

√−3p
3 − 1

3

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)

= − 1
3

⎡⎣√
36Bφ2

0
π2B2

4 cot2 α
+

(
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)2

+
BB2

4π2 cot2 αφ2
0−9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

]
< 0.

(40)

It should be noted that the contact radius a should be a non-negative real quantity.
Therefore, a1 should be selected as the critical contact radius at the pull-off moment. One
can obtain

Ppull−off = π cot αB4a2
pull−off − 4apull−off

√
πB4Δγapull−off + B4B5(B6 + B3)φ

2
0, (41)

where

apull−off = a1 =
2
√−3p

3
cos

β

3
− 1

3

(
BB2

4π2 cot2 αφ2
0 − 9π2B2

4Δγ2

π3B3
4 cot2 αΔγ

)
. (42)

By adopting the same solution procedures as those of Case I, one can also obtain the
JKR solutions for Case II, and the solutions of Case II have similar mathematical structures
to Case I. The corresponding solutions for Case II are presented in Appendix C.
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4. The Solution of M-D Model

In this section, the classical M-D model is generalized to investigate the adhesive
contact behaviors of a piezoelectric solid indented by a rigid conical punch. The adhesive
contact problem in classical M-D adhesion theory was divided into three subproblems,
i.e., the Hertz contact problem, the Boussinesq contact problem, and the external circular
crack problem, as shown in Figure 2. This solution approach will also be adopted here to
establish the M-D adhesive contact model for piezoelectric materials.

4.1. Boundary Conditions for the M-D Model

In the classical M-D model [57], the sophisticated adhesion force is simplified as a
constant in an annular zone by using the Dugdale model [79]. In this case, the boundary
conditions for the two cases of the M-D model can be expressed as follows:
Case I: electrically conducting punch

σzz(r, 0) =

⎧⎨⎩σ0, a < r < c,

0, c < r < ∞,

uz(r, 0) = h − r cot α, φ(r, 0) = φ0, 0 ≤ r < a,

Dz(r, 0) = 0, r > a,

σzr(r, 0) = 0, r ≥ 0.

(43)

Case II: electrically insulating punch

σzz(r, 0) =

⎧⎨⎩σ0, a < r < c,

0, c < r < ∞,

uz(r, 0) = h − r cot α, 0 ≤ r < a,

σzr(r, 0) = Dz(r, 0) = 0, r ≥ 0.

(44)

Note that in Equations (43) and (44), σ0 denotes the constant adhesion force outside of
the contact region, which is the theoretical adhesion strength of the material.

Using the general solutions obtained in Equation (5) and combining the corresponding
boundary conditions presented in Equations (43) and (44), the solutions of the three sub-
problems can be obtained. The corresponding Hertz contact solutions and the Boussinesq
contact solutions are presented in Appendices A and B, respectively. The solutions of the
axisymmetric external circular crack problem in an infinite piezoelectric solid are given in
Appendix E.

4.2. The Solution of Case I: Electrically Conducting Punch

The JKR solutions under a rigid conducting conical punch are presented in Section 4.
Introducing the following stress and electric displacement intensity factors:

KI =
P1 − P
2a
√

πa
, KD =

2B5(B6 + B3)φ0√
πa

, (45)

where P1 denotes the corresponding apparent Hertz load, then Equations (14)–(16)can be
rewritten as follows:

hJKR =
πa
2

cot α − B3φ0 −
√

πaKI
2B4

, (46)

σJKR
zz (r, 0) = −B4 cot αcos h−1 a

r
+

KI√
πa

a√
a2 − r2

, 0 ≤ r < a. (47)
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DJKR
z (r, 0) =

√
a
π

KD√
a2 − r2

− B5 cot αcos h−1 a
r
+

B5

B4

√
a
π

KI√
a2 − r2

, 0 ≤ r < a. (48)

Substituting Equation (46) into Equation (17), one can obtain

uJKR
z (r, 0) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
πa
2 cot α − B3φ0 −

√
πaKI
2B4

− r cot α, 0 ≤ r < a,

−
√

a
π

KI
B4

sin−1 a
r +

2
π

(
πa
2 cot α − B3φ0

)
sin−1 a

r

+
(√

r2 − a2 − r
)

cot α, r > a.

(49)

Using Equations (18) and (49), the discontinuity of the displacement and the electric
potential outside the contact region can be defined as[

uJKR
z (r, 0)

]
= f

( r
a
)− δ + uz(r, 0)

= KI
√

πa
B4π cos−1 a

r +
(

2B3φ0
π − a cot α

)
cos−1 a

r +
√

r2 − a2 cot α, r > a,
(50)

and [
φJKR(r, 0)

]
=

2
π

φ0 sin−1 a
r
− φ0 = −2φ0

π
cos−1 a

r
, r > a, (51)

respectively.
The solutions of the external circular crack subjected to constant normal pressure, p0,

at the crack surfaces are presented in Appendix E. By inserting p0 = −σ0 into Equation
(A111) and Equations (A114)–(A117) and combining the result in Equation (A91), one
can obtain

σzz(r, 0) =

⎧⎨⎩ Km√
πa

a√
a2−r2 +

2σ0
π tan−1

√
c2−a2

a2−r2 , r < a,

σ0, a < r < c,
(52)

Dz(r, 0) =
B5

B4π

Km
√

πa + 2σ0
√

c2 − a2
√

a2 − r2
, r < a, (53)

uT = − 2σ0
B1πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

+Km
√

πa+2σ0
√

c2−a2

B4π cos−1 a
r , r > a,

(54)

φT = −2B2σ0

B1πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ min(r,c)

a

√
r2 − t2

t2
√

c2 − t2
dt

]
, r > a, (55)

δ
′
=

σ0

2B4

(
c2

a
cos−1 a

c
−

√
c2 − a2

)
, (56)

where

Km = − σ0√
πa

(√
c2 − a2 +

c2

a
cos−1 a

c

)
. (57)

By superposing Equations (47) and (48) and Equations (52) and (53), one can determine that

σM−D
zz (r, 0) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−B4 cot αcos h−1 a

r +
a√
πa

KI+Km√
a2−r2

+ 2σ0
π tan−1

√
c2−a2

a2−r2 , r < a,

σ0, a < r < c.

(58)
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DM−D
z (r, 0) = KD√

πa
a√

a2−r2 − B5 cot α cosh−1 a
r

+ B5
B4

KI+Km√
πa

a√
a2−r2 +

2B5σ0
B4π

√
c2−a2

a2−r2 , r < a.
(59)

According to the classical M-D theory [57], in order to eliminate the stress singularity
at the fringe of the contact zone, the following continuity condition should be satisfied:

KI + Km = 0 ⇒ KI =
P1 − P
2a
√

πa
= −Km =

σ0√
πa

(√
c2 − a2 +

c2

a
cos−1 a

c

)
. (60)

From Equation (60), one can obtain

P = P1 − 2σ0a
(√

c2 − a2 + c2

a cos−1 a
c

)
= πa2B4 cot α − 2σ0a

(√
c2 − a2 + c2

a cos−1 a
c

)
.

(61)

Using the continuity condition in Equation (60), Equations (58) and (59) can be simpli-
fied as

σM−D
zz (r, 0) =

⎧⎨⎩−B4 cot αcos h−1 a
r +

2σ0
π tan−1

√
c2−a2

a2−r2 , r < a,

σ0, a < r < c.
(62)

and

DM−D
z (r, 0) =

KD√
πa

a√
a2 − r2

− B5 cot α cosh−1 a
r
+

2B5σ0

B4π

√
c2 − a2

a2 − r2 , r < a, (63)

respectively.
For the indentation depth, by superposing Equations (14) and (56) and combining the

result presented in Equation (61), one can obtain

hM−D =
πa
2

cot α − σ0

B4

√
c2 − a2 − B3φ0. (64)

Using Equations (50) and (54), and considering the continuity condition in Equation (60),
the discontinuity displacement outside the contact region can be obtained as[

uM−D
z (r, 0)

]
=

(
2B3φ0

π − a cot α
)

cos−1 a
r

+
√

r2 − a2 cot α + 2σ0
√

c2−a2

πB4
cos−1 a

r

− 2σ0
B1πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]
.

(65)

The discontinuity of the displacement can be given as

δt =
[
uM−D

z (c, 0)
]
=

[√
m2 − 1 − cos−1

(
1
m

)]
a cot α

+ 2B3φ0
π cos−1

(
1
m

)
+ 2σ0a

π

[
1

B4

√
m2 − 1 cos−1

(
1
m

)
− 1

B1
(m − 1)

]
,

(66)

where m = c/a.
By superposing Equations (51) and (55), the discontinuity of electric potential can be

derived as [
φM−D(r, 0)

]
= − 2φ0

π cos−1 a
r

− 2B2σ0
B1πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]
.

(67)
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where a < r < c, one can determine that[
φM−D(r, 0)

]
= − 2φ0

π cos−1 a
r

− 2B2σ0
B1πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ r
a

√
r2−t2

t2
√

c2−t2 dt
]
.

(68)

by virtue of the following integral results [57]:

∫ r

a

√
r2 − t2

t2
√

c2 − t2
dt =

1
a

√
r2 − a2

c2 − a2 − 1
c

E(ζ, t), (69)

where

E(ζ, t) =
∫ ζ

0

√
1 − t2 sin2 θdθ (70)

is the elliptic integral of the second kind, and

ζ = arcsin

⎛⎝ c
r

√
r2 − a2

c2 − a2

⎞⎠, t =
r
c

. (71)

Equation (68) can be simplified as[
φM−D(r, 0)

]
= − 2φ0

π cos−1 a
r

− 2B2σ0
B1πa

[√
(c2 − a2)(r2 − a2)− c2

√
r2−a2

c2−a2 + acE(ζ, t)
]
.

(72)

When ρ0 → 0 , from Equations (63) and (72), one can determine that

DM−D
z (a − ρ0, 0) ≈ 2B5(B6 + B3)φ0

π
√

2aρ0
+

B5

B4

2σ0

π

√
c2 − a2

2aρ0
. (73)

[
φM−D(a + ρ0, 0)

] ≈ − 2φ0
π cos−1 a

a+ρ0

− 2B2σ0
B1πa

[√
(c2 − a2)2aρ0 − c2

√
2aρ0

c2−a2 + acE(ζ, t)
]

.
(74)

In the case of ρ0 → 0 , using the following results [68]:

cos−1 a
a + ρ0

≈
√

2ρ0

a
, E(ζ, t) ≈

√
2aρ0

c

(
a√

c2 − a2
+

√
c2 − a2

a

)
, (75)

Equation (74) can be simplified as

[
φM−D(a + ρ0, 0)

]
= − 2

π

(
φ0 +

B2

B1
σ0

√
c2 − a2

)√
2ρ0

a
. (76)

Using the virtual crack closure integral technique [68,69], the energy release rate of the
piezoelectric solid can be calculated as

G = σ0δt + lim
δ→0

1
δ

∫ δ

0

1
2

DM−D
z (a − ρ0, 0)

[
φM−D(a + δ − ρ0, 0)

]
dρ0. (77)

By substituting Equations (73) and (76) into Equation (77), and using the following
integral result [80]:

lim
δ→0

1
δ

∫ δ

0

√
δ − ρ0

ρ0
dρ0 =

π

2
, (78)
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the energy release rate can be derived as

G =
[√
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Using the Griffith energy balance criterion, one can determine that[√
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1
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m2 − 1 − B2B5
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σ2
0 a
π (m2 − 1) = Δγ,

(80)

where Δγ denotes the work of adhesion.
The correctness of the above results can be verified by checking whether the corre-

sponding JKR solutions obtained in Section 3.2 can be derived as the limit case from them,
and the detailed procedures can be found in Appendix F. This verified method was also
adopted in the classical M-D theory [81].

By adopting the same solution procedures as those of Case I, one can also obtain the
corresponding solutions for Case II, and the solutions of Case II have the similar mathematical
structures to Case I. The corresponding solutions for Case II are presented in Appendix D.

5. Numerical Results and Discussion

In this section, the effects of the electric potential, the half cone angle of the conical
punch, and different material properties on the adhesion behaviors will be revealed. In
the following numerical analysis, the corresponding numerical results were computed by
Mathematica software. The material properties of the four different piezoelectric materials
examined here are listed in Table 1. For the sake of convenience, the following dimensionless
physical parameters are defined:

P∗ = P
/(

Δγ2

B4

)
, a∗ = a

/(
Δγ
B4

)
, h∗ = h

/(
Δγ
B4

)
,

φ∗ = B3φ0

/(
Δγ
B4

)
, m = c

a , λ = σ0
B4

.
(81)

5.1. JKR Solutions

Based on the JKR theory, the variations of the dimensionless contact radius, a∗, with the
dimensionless indentation force, P∗, for the four different piezoelectric materials are shown
in Figure 3. From Figure 3a, one can see that the electric potential has a prominent effect
on the adhesive contact behavior. For the electrically conducting punch, the pull-off force
increases with the electric potential. In the case of Ba0.917Ca0.083TiO3, as the dimensionless
electric potential, φ∗, increases from 0 to 3, the corresponding pull-off force increases by
about six times, which indicates that the adhesion effect can be strengthened by applying
electric potential. This conclusion is in good agreement with the experimental results
derived by [82]. Furthermore, the above result also suggests that as typical functional
materials, piezoelectric materials offer a new approach to achieve reversible adhesion.
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Table 1. Material constants of the four piezoelectric materials.

PZT-4 PZT-5A BaTiO3 (Ba0.917Ca0.083)TiO3

Elastic coefficients (GPa)
c11 139.00 121.00 150.00 158.00
c33 115.00 111.00 146.00 150.00
c44 25.60 21.10 44.00 45.00
c12 77.80 75.40 66.00 69.00
c13 74.30 75.20 66.00 67.50
Piezoelectric coefficients (C/m2)
e31 −5.200 −5.400 −4.350 −3.100
e33 15.10 15.80 17.50 13.50
e15 12.70 12.30 11.40 10.90
Dielectric constants (10−9 F/m)
∈11 6.461 8.107 9.868 8.850
∈33 5.620 7.346 11.151 8.054
Material coefficients
B1 (GPa) 56.41 47.88 70.68 71.48
B2 (109 V/m) 1.246 1.0196 0.8645 0.8787
B3 (10−10 m/V) 2.501 3.035 1.668 1.312
B4 (GPa) 43.00 36.56 61.77 64.09
B5 (C/m2) 10.756 11.097 10.302 8.411
B6 (10−10 m/V) 8.027 9.807 11.567 11.381

  

Figure 3. The dimensionless contact radius, a∗, as a function of the dimensionless indentation
force, P∗, at a fixed value of α = π/3 for the JKR model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3.
(d) Ba0.917Ca0.083TiO3.

For a given indentation force, one can determine from Figure 3 that the larger the
exerted electric potential, the larger the contact radius, which reveals that it is easier
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to obtain a larger contact area for a conducting punch with higher electric potential. It
is worth noting that the P∗ − a∗ curves of the insulating punch are always below the
corresponding curves for the conducting punch. This result indicates that the minimum
pull-off force is obtained for the insulating punch, and for a given indentation force,
the contact radius under the action of the insulating punch is always smaller than the
counterpart value induced by the conducting punch. In addition, comparing the results
displayed in Figure 3a–d, one can determine that under the action of the same electric
potential, the adhesion strengthening effect induced by the electric potential for the BaTiO3
and Ba0.917Ca0.083TiO3 was more prominent than that for the PZT-4 and PZT-5A, which
stems from different material properties between them. This reveals that the effect of the
electric potential on the a∗ ∼ P∗ curve is sensitive to different material properties, which
was not suggested in the existing studies on piezoelectric materials [60] and multiferroic
composite materials [68,69].

Figures 4 and 5 display the effect of the half cone angle of the rigid conical punch
on the adhesion behaviors of the four different piezoelectric materials. It can be seen in
Figure 4 that whether for the insulating punch or the conducting punch with zero electric
potential, the pull-off force increases with the half cone angle of the rigid conical punch.
For a given indentation force, the larger the half cone angle, the larger the contact radius. It
is worth mentioning that the curves of the conducting punch with zero electric potential
are always above the corresponding curves for the insulating punch, which indicates that
for conical punches with the same half cone angle, the contact radius induced by the
conducting punch is always larger than the counterpart value under the insulating punch
when both of them are subjected to the same indentation force.

  

Figure 4. Variation of the dimensionless contact radius, a∗, with the dimensionless indentation force,
P∗, at the different values of α = π/6, π/4 and π/3 for the conducting punch with zero electric
potential and insulating punch. (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.
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According to the results presented in Figures 3 and 4, one can find that increasing
the electric potential or increasing the half cone angle of the conical punch can enhance
the adhesion effect. Therefore, it can be found from Figures 4 and 5 that the pull-off force
and the contact radius under the action of the same indentation force for a conducting
punch with non-zero electric potential are obviously larger than the counterpart values
induced by a conducting punch with zero potential. Furthermore, one can see from Figure 5
that for the conducting punch with non-zero electric potential, the adhesion strengthening
effect induced by increasing the half cone angle was very prominent. For example, for the
PZT-4 subjected to the dimensionless electric potential φ∗ = 2, as the half cone angle of the
conical punch changes from π/6 to π/3, the pull-off force of the contact system increases
by about seven times, which suggests to us that a conical punch with a small cone angle
should be adopted in nanoindentation tests in order to reduce the effect of adhesion on
the results of characterization. From Figures 4 and 5, one can determine that the a∗ ∼ P∗
curves for the four different piezoelectric materials examined here are not very distinct,
which reveals that the effect of the half cone angle on the adhesion behavior is insensitive
to the material properties. This conclusion was obtained for the first time in our work
and was not given in the existing studies on piezoelectric materials [60] and multiferroic
composite materials [68,69].

  

Figure 5. Variation of the dimensionless contact radius, a∗, with the dimensionless indentation force,
P∗, at the different values of α = π/6, π/4 and π/3 for the conducting punch with non-zero electric
potential (φ∗ = 2). (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

The scanning probe microscope and nanoindentation technique play significant roles
in characterizing the mechanical properties of various materials. During the nanoinden-
tation testing technique, the sample is pressed by a small indenter tip and the force and
displacement are continuously measured as a function of time with high accuracy and pre-
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cision, which can be used to evaluate the mechanical properties of the materials. Therefore,
the indentation force-displacement curve P∗ ∼ h∗ is the key theoretical foundation of the
nanoindentation technique. When a piezoelectric solid is indented by a rigid conducting
or insulating conical punch, the dimensionless indentation force, P∗, as a function of the
dimensionless indentation depth, h∗, for the four different piezoelectric materials is shown
in Figure 6. We found that the pull-off force of the conducting punch under force control
increases with increases in the electric potential. The sign of the electric potential has little
effect on the magnitude of pull-off force. Furthermore, one may notice that the critical in-
dentation depth at the pull-off moment in the case of a negative electric potential is always
larger than the counterpart value when the punch is subjected to positive electric potential.

  

Figure 6. The dimensionless indentation force, P∗, as a function of the dimensionless indentation
depth, h∗, at a fixed value of α = π/3 for the JKR model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3.
(d) Ba0.917Ca0.083TiO3.

It can be seen from Figure 6 that the P∗ ∼ h∗ curves of the conducting punch are
always below the corresponding curves of the insulating punch, which yields two main
conclusions. First, the pull-off force under force control for the conducting punch is al-
ways larger than the counterpart value of the insulating punch, which is consistent with
the conclusions derived from Figures 3 and 4. Second, for a given indentation force, the
indentation depth under the action of the insulating punch is always smaller than the
counterpart value for the conducting punch. In contrast, for a given indentation depth,
the indentation force exerted on the insulating punch is larger than the counterpart value
applied to the conducting punch. The above results can serve as the theoretical foundation
for the nanoindentation technique in characterizing the mechanical and adhesion prop-
erties of piezoelectric materials. By comparing the results shown in Figure 6a–d, one can
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conclude that the effect of the electric potential on the adhesion behaviors of BaTiO3 and
Ba0.917Ca0.083TiO3 was more prominent than that on PZT-4 and PZT-5A, which is attributed
to the different material properties of the four piezoelectric materials examined here. This
also reveals that the effect of the electric potential on P∗ ∼ h∗ curve is largely dependent on
different material properties, which was not derived in the existing studies on piezoelectric
materials [60] and multiferroic composite materials [68,69].

Figures 7 and 8 present the effect of the half cone angle of a conical punch on the
variation of the dimensionless indentation force, P∗, with the dimensionless indentation
depth, h∗. One can see in Figure 7 that the pull-off force increases with the half cone
angle for both the insulating and conducting conical punches, which is consistent with the
conclusions obtained from Figures 4 and 5. It is noteworthy that the P∗ ∼ h∗ curve lies
almost entirely on the positive semi-axis of P∗ for the very sharp punch (i.e., α ≤ π/6),
which suggests that the adhesion effect is very weak in this case. Therefore, a conical punch
with a small half cone angle should be adopted in nanoindentation tests, as this can weaken
the adhesion effect and improve the accuracy of the results of characterization.

  

 
Figure 7. Variation of the dimensionless indentation force, P∗, with the dimensionless indentation
depth h∗ at the different values of α = π/6, π/4 and π/3 for the conducting punch with zero electric
potential and the insulating punch. (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

For the conducting punch with non-zero electric potential, the results shown in Figure 8
reveal that the adhesion strengthening effect induced by increasing the half cone angle of the
conical punch becomes more prominent. It can be seen in Figures 7 and 8 that the P∗ ∼ h∗
curves for the four different piezoelectric materials examined here are very similar, which
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suggests that the effect of the half cone angle on the load-displacement curves is insensitive
to material properties, which was not revealed in the existing studies on piezoelectric
materials [60] and multiferroic composite materials [68,69]. Furthermore, one can see
from Figure 7 that the load-displacement curves under the conical indenters with different
half cone angles have very different slopes, which indicates that the half cone angle can
significantly affect the characterization of mechanical properties in nanoindentation tests.

  

 
Figure 8. The dimensionless indentation force, P∗, as a function of the dimensionless indentation,
h∗, at the different values of α = π/6, π/4 and π/3 for the conducting punch with non-zero electric
potential (φ∗ = 1.5). (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

Figure 9 illustrates the influence of the dimensionless electric potential, φ∗, on the
variation of the dimensionless contact radius, a∗, with the dimensionless indentation
depth, h∗. The results reveal that the electric potential has a prominent effect on the
relation between the contact radius and the indentation depth. It is worth noting that the
a∗ ∼ h∗ curves for the conducting punch are always above the corresponding curve for the
insulating punch, which indicates that for a given indentation depth, the contact radius
under the action of the conducting punch is always larger than the counterpart value of the
insulating punch. Furthermore, for the insulating punch and the conducting punch with
zero electric potential, one can determine that the critical contact radius at pull-off moment
is a finite value under displacement control. In contrast, the pull-off moment happens when
the contact radius decreases to zero for the conducting punch. However, the correctness of
these conclusions should be verified by corresponding experimental studies in the future.
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Figure 9. The dimensionless contact radius, a∗, as a function of the dimensionless indentation
depth, h∗, at a fixed value of α = π/3 for the JKR model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d)
Ba0.917Ca0.083TiO3.

The effect of the half cone angle on the variation of the dimensionless contact radius
as a function of the dimensionless indentation depth is shown in Figures 10 and 11. It can
be seen in Figure 10 that for a given indentation depth, the larger the half cone angle, the
larger the contact radius for both the insulating and conducting punches, which is easy to
understand. In the case of a punch with the same half cone angle and indentation depth, the
contact radius for the conducting punch is always larger than the counterpart value for the
insulating punch, and the difference between them increases with increases in the half cone
angle. By comparing the results displayed in Figures 10 and 11, one can determine that the
half cone angle has a more prominent effect on the variation of the dimensionless contact
radius with the dimensionless indentation depth when a piezoelectric solid is indented by
a conducting punch with non-zero electric potential. Furthermore, the a∗ ∼ h∗ curves for
the four different piezoelectric materials presented in Figures 10 and 11 are very similar,
which also means that the effect of the half cone angle on the relation between the contact
radius and indentation depth is insensitive to material properties.
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Figure 10. Variation of the dimensionless contact radius, a∗, with the dimensionless indentation
depth, h∗, at the different values of α = π/6, π/4 and π/3 for the conducting punch with zero
electric potential and the insulating punch. (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

  
Figure 11. Cont.
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Figure 11. Variation of the dimensionless contact radius, a∗, with the dimensionless indentation
depth, h∗, at different values of α = π/6, π/4 and π/3 for the conducting punch with non-zero
electric potential (φ∗ = 0.5). (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

Figure 12 presents the effect of the electric potential on the pull-off force of different
piezoelectric adhesion systems. It can be seen in Figure 12 that the electric potential has
a very significant effect on the pull-off force of the piezoelectric adhesion system. For
the four different piezoelectric materials considered here, the dimensionless pull-off force
increases by more than two times as the absolute value of the dimensionless electric
potential increases from 0 to 2. This result embodies the adhesion strengthening effect
induced by the electric potential, which is in agreement with the experimental result given
by [82]. In addition, one can also determine that the pull-off force for the conducting punch
is always larger than the counterpart value of the insulating punch. The variation of the
dimensionless pull-off force as a function of the half cone angle of the conical punch is
shown in Figure 13. The results reveal that the magnitude of the pull-off force increases
with the half cone angle and finally approaches infinity in the limit case α = π/2, which
is consistent with the result given by a multiferroic half-space indented by a rigid conical
punch [69]. In the limit case of α = π/2, the rigid conical punch becomes the semi-infinite
rigid punch. By comparing the results presented in Figure 13a–d, one can conclude that the
effect of the half cone angle on the pull-off force is insensitive to the material properties.

  

Figure 12. Cont.
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Figure 12. Variation of the dimensionless pull-off force, P∗
pull-off, with the dimensionless electric

potential, φ∗, at a fixed value of α = π/3. (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

 
 

  

Figure 13. The dimensionless pull-off force, P∗
pull-off, as a function of the half cone angle of the rigid

conical punch, α/π, for the JKR model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

5.2. M-D Solutions

Figure 14 displays the variation of the dimensionless parameter m = c/a as a function
of the dimensionless contact radius, a∗, for the M-D model. It is shown that the transition
parameter, λ, and the dimensionless electric potential, φ∗, have significant effects on

64



Mathematics 2022, 10, 4511

the physical quantity, m, whose value reflects the size of the cohesive zone. The results
presented in Figure 14a indicate that the dimensionless parameter, m, diminishes as the
transition parameter, λ, and the dimensionless contact radius, a∗, increase. When the
transition parameter, λ, increases, which can be understood as the adhesion force increasing,
then the dimensionless parameter, m, decreases, i.e., the cohesive zone outside the contact
region diminishes. In Figure 14b, one can see that for a given transition parameter, λ, and a
dimensionless contact radius, a∗, the larger the electric potential, the larger the value of m is,
which reveals that the adhesion effect can be strengthened by applying the electric potential.

Figure 14. Variation of c/a with the dimensionless contact radius, a∗. (a) The effect of the transition
parameter, λ. (b) The effect of the dimensionless electric potential, φ∗.

Figures 15 and 16 illustrate the variation of the dimensionless contact radius, a∗, with
the dimensionless indentation force, P∗, under the action of the insulating punch and the
conducting punch with non-zero electric potential based on the M-D model, respectively. It
can be found that for both the insulating punch and the conducting punch with non-zero
electric potential, as the transition parameter, λ, increases from 0.1 to 2.0, the a∗ ∼ P∗ curve
for the M-D model then can be approximated by the corresponding curve in the JKR model.
This suggests that the a∗ ∼ P∗ curve in the JKR model can be regarded as the limit case

65



Mathematics 2022, 10, 4511

of the corresponding solution for the M-D model, which has been verified by theoretical
derivation in Appendix F.

  

Figure 15. The dimensionless contact radius, a∗, as a function of the dimensionless indentation force,
P∗, under the action of an insulating punch for the M-D model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3.
(d) Ba0.917Ca0.083TiO3.

Figure 16. Cont.
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Figure 16. The dimensionless indentation force, P∗, as a function of the dimensionless indentation
depth, h∗, under the action of a conducting punch for the M-D model. (a) PZT-4. (b) PZT-5A.
(c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

The variations of the dimensionless indentation force, P∗, with the dimensionless
indentation depth, h∗, for the insulating punch and the conducting punch with a constant
electric potential are shown in Figures 17 and 18, respectively. It is seen that for both
the insulating punch and the conducting punch with non-zero electric potential, when
the transition parameter, λ, changes from 0.2 to 2.0, the P∗ ∼ h∗ curves for the M-D
model can be approximated by the corresponding curves in the JKR model. Similarly,
the a∗ ∼ h∗ curves for the M-D model can also be replaced by the corresponding results
in the JKR model when the transition parameter changes from 0.2 to 2.0, as shown in
Figures 19 and 20. This reveals that the JKR solutions can be regarded as the limit case,
which can be degenerated from the corresponding solutions in M-D model. This conclusion
has also been verified through rigorous theoretical derivation in Appendix F.

Figure 17. Cont.
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Figure 17. The dimensionless indentation force, P∗, as a function of the dimensionless indentation
depth, h∗, under the action of an insulating punch for the M-D model. (a) PZT-4. (b) PZT-5A.
(c) BaTiO3. (d) Ba0.917Ca0.083TiO3.

  

 
Figure 18. The dimensionless indentation force, P∗, as a function of the dimensionless indentation
depth, h∗, under the action of a conducting punch for the M-D model. (a) PZT-4. (b) PZT-5A.
(c) BaTiO3. (d) Ba0.917Ca0.083TiO3.
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Figure 19. The dimensionless contact radius, a∗, as a function of the dimensionless indentation depth,
h∗, under the action of an insulating punch for the M-D model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3.
(d) Ba0.917Ca0.083TiO3.

Figure 20. Cont.
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Figure 20. The dimensionless contact radius, a∗, as a function of the dimensionless indentation depth,
h∗, under the action of a conducting punch for the M-D model. (a) PZT-4. (b) PZT-5A. (c) BaTiO3.
(d) Ba0.917Ca0.083TiO3.

6. Conclusions

The adhesive contact problem between a rigid conical punch and a transversely
isotropic piezoelectric solid was studied in this work. The classical adhesion theories were
extended to investigate the contact behaviors of various piezoelectric materials indented
by conical punches with different electric properties. The closed-form solutions for the JKR
and M-D models were obtained by virtue of the Hankel integral transform, dual integral
equations, and the superposing principle. The contribution of the electrical energy to
the energy release rate under the conducting punch was taken into consideration. The
relationships between the contact radius, the indentation load, and the indentation depth
were established using the total energy method for the JKR model and the Griffith energy
balance for the M-D model. The main conclusions can be summarized as follows:

(1) The adhesion effect between the tip of the conical punch and the piezoelectric solid
can be enhanced by increasing the electric potential and the half cone angle of the
punch, which suggests that a conical punch with a small half cone angle should be
adopted in nanoindentation tests in order to reduce the effect of adhesion and improve
the accuracy of characterization results.

(2) The effect of electric potential on adhesion behaviors is sensitive to different material
properties, while the effect of the half cone angle of the conical punch on adhesion
behaviors is insensitive to different material properties. These conclusions were made
for the first time in this work.

(3) The load-displacement curves under the conical punch with different half cone angles
have very different slopes, which indicates that the half cone angle of the conical punch
can significantly affect the characterization of mechanical properties of piezoelectric
solids in nanoindentation tests.

The results obtained from this paper can not only serve as the theoretical foundation
for nanoindentation tests in characterizing the material properties of piezoelectric solids,
but also offer new approaches to achieving reversible adhesion.
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Appendix A. The Hertz Contact Solution

For the Hertz contact problem of a piezoelectric solid indented by a rigid punch,
the analytical solutions of the full fields were obtained by [25]. For the convenience of
referring and using, the corresponding results are presented in this section. The explicit
expressions of the material constants Bi(i = 1, 2, . . . , 6) involved in this section and the
following sections (Appendices B–E) are given as follows [25]:

B1 = M6 M7−M5 M8
M1 M8−M2 M7

, B2 = M3 M8−M4 M7
M1 M8−M2 M7

, B3 = M1 M6−M2 M5
M4 M5−M3 M6

,

B4 = M6 M3−M5 M4
M1 M4−M2 M3

, B5 = M3 M8−M4 M7
M1 M4−M2 M3

, B6 = M1 M8−M2 M7
M3 M8−M4 M7

,
(A1)

where the explicit expressions of Mi(i = 1, 2, . . . , 8) can be found in Equation (A8) of [25].
Case I: electrically conducting punch

For the electrically conducting punch, the Hertz contact solutions can be obtained
using the following equations:

σH
zz(r, 0) = −B4 cot αcos h−1 a

r
, (A2)

DH
z (r, 0) = −B5

[
cot αcos h−1 a

r
− 2(B3 + B6)φ0

π
√

a2 − r2

]
, (A3)

hH =
π

2
a cot α − B3φ0, PH = B4πa2 cot α, (A4)

uH
z (r, 0) =

⎧⎨⎩hH − r cot α, 0 ≤ r ≤ a,
2hH

π sin−1 a
r + cot α

(√
r2 − a2 − r

)
, r > a,

(A5)

φH(r, 0) =

{
φ0, 0 ≤ r ≤ a,
2φ0
π sin−1 a

r , r > a,
(A6)

[
uH

z (r, 0)
]
= f (r)− δ + uH

z (r, 0)

=
(

2B3φ0
π − a cot α

)
cos−1 a

r +
√

r2 − a2 cot α, r > a,
(A7)

[
φH(r, 0)

]
= φH(r, 0)− φ0 = −2φ0

π
cos−1 a

r
, r > a. (A8)

Case II: electrically insulating punch
When the rigid conical punch is electrically insulating, the corresponding solutions

can be defined as

σH
zz(r, 0) = −B1 cot αcos h−1 a

r
, 0 ≤ r < a (A9)

hH =
πa cot α

2
, PH = πa2B1 cot α, (A10)

uH
z (r, 0) =

⎧⎪⎨⎪⎩
hH − r cot α, 0 ≤ r ≤ a,

2hH

π

(√
r2

a2 − 1 − r
a + sin−1 a

r

)
, r > a,

(A11)

φH(r, 0) =

⎧⎪⎨⎪⎩
B2(hH − r cot α), 0 ≤ r ≤ a,

2B2hH

π

(√
r2

a2 − 1 − r
a + sin−1 a

r

)
, r > a.

(A12)
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[
uH

z (r, 0)
]
=

√
r2 − a2 cot α − a cot α cos−1 a

r
. (A13)

Appendix B. The Boussinesq Contact Solution

For the Boussinesq contact problem, the corresponding solutions can be obtained
as follows:
Case I: electrically conducting punch

σB
zz(r, 0) = − PB

2πa
√

a2 − r2
, r < a, (A14)

DB
z (r, 0) = −2B5(hB − B6φ0)

π
√

a2 − r2
, r < a, (A15)

PB = 4aB4(hB + B3φ0), (A16)

uB
z (r, 0) =

⎧⎨⎩hB, r ≤ a,
2hB

π sin−1 a
r , r > a,

(A17)

φB(r, 0) =

{
φ0, r ≤ a,
2φ0
π sin−1 a

r , r > a.
(A18)

Case II: electrically insulating punch

σB
zz(r, 0) = − PB

2πa
√

a2 − r2
, r < a, (A19)

PB = 4aB1hB, (A20)

uB
z (r, 0) =

⎧⎨⎩hB, r ≤ a,
2hB

π sin−1 a
r , r > a,

(A21)

φB(r, 0) =

⎧⎨⎩B2hB, r ≤ a,
2B2hB

π sin−1 a
r , r > a.

(A22)

Appendix C. The Solutions of the JKR Model for Case II

When the conical punch is electrically insulating, by superposing the Hertz con-
tact solutions from Equations (A9)–(A13) and the Boussinesq contact solutions from
Equations (A19)–(A22), one can determine that

hJKR =
πa cot α

4
+

P
4B1a

, (A23)

σJKR
zz (r, 0) = −B1 cot αcos h−1 a

r
+

B1 cot απa2 − P
2πa

√
a2 − r2

, (A24)

uJKR
z (r, 0) =

⎧⎨⎩hJKR − r cot α, r ≤ a,
2
π hJKR sin−1 a

r +
(√

r2 − a2 − r
)

cot α, r > a,
(A25)

φJKR(r, 0) =

⎧⎨⎩B2(hJKR − r cot α), r ≤ a,

B2

[
2
π hJKR sin−1 a

r +
(√

r2 − a2 − r
)

cot α
]
, r > a,

(A26)
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[
uJKR

z (r, 0)
]
= f (r)− hJKR + uJKR

z (r, 0)

=
√

r2 − a2 cot α − 2
π hJKR cos−1 a

r , r > a.
(A27)

For the rigid insulating indenter, the contribution of the electrical energy to the total
free energy of the contact system is nil due to the lack of electric displacement within the
contact region. Under these circumstances, the total free energy, UT , is composed of three
parts, including the elastic strain energy, UE, the mechanical potential energy, UP and the
surface energy, US. As such, one can deduce that

UT = UE + UP + US, (A28)

They can be calculated as

UE = −1
2

∫ 2π

0

∫ a

0
σzz(r, θ, 0)uJKR

z (r, θ, 0) rdrdθ =
B1π2 cot2 αa3

24
+

P2

8B1a
, (A29)

UP = −π cot α

4
Pa − P2

4B1a
, (A30)

US = −πa2Δγ, (A31)

In order to obtain the result in Equation (A29), the integral results shown in Equation (24)
were used.

The equilibrium state of the contact system should satisfy the following condition:

∂UT
∂a

∣∣∣∣
P
= 0. (A32)

By inserting the results presented in Equations (A28)–(A31) into Equation (A32), one
can obtain

P = πB1 cot αa2 ± 4
√

πΔγB1a3. (A33)

The stable equilibrium state of the contact system should satisfy the condition ∂2UT
∂a2 > 0,

then one can determine that

P = πB1 cot αa2 − 4
√

πΔγB1a3. (A34)

When piezoelectric materials degenerate into isotropic elastic solids, i.e., B1 = E∗/2
(E∗ is the equivalent elastic modulus), Equation (A34) can be rewritten as

P =
πE∗ cot α

2
a2 −

√
8πΔγE∗a3, (A35)

which is the same as the result of Equation (17) obtained in [78].
Considering the following condition:

dP
da

= 0, (A36)

substituting Equation (A34) into Equation (A36) yields

apull-off =
9Δγ

πB1 cot2 α
, (A37)
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which is the critical contact radius at the pull-off moment. By inserting this result into
Equation (A34), one can define the explicit expression of the pull-off force as

Ppull-off = − 27Δγ2

πB1 cot3 α
. (A38)

If the piezoelectric materials degenerate into isotropic elastic solids, one can obtain

Ppull-off = − 54Δγ2

πE∗ cot3 α
, (A39)

This result is consistent with that of Equation (16) defined in [78].

Appendix D. The Solutions of the M-D Model for Case II

The JKR solutions for a piezoelectric solid indented by a rigid insulating conical punch
are presented in Equations (A23)–(A27). If we define that

KI = lim
r→a

√
2π(a − r)σzz(r, 0) =

PH − P
2a
√

πa
, (A40)

where PH is the apparent Hertz load, then the stress distribution in Equation (A24) can be
rewritten as follows:

σJKR
zz (r, 0) = −B1 cot αcos h−1 a

r
+

KI√
πa

a√
a2 − r2

. (A41)

The solutions of the external circular crack subjected to a uniform pressure, p0, on the
crack surfaces are presented in Appendix E. By substituting p0 = −σ0 into Equations (A98),
(A102), and (A106), one can obtain

σzz(r, 0) =

⎧⎨⎩
Km√

πa
a√

a2−r2 +
2σ0
π tan−1

√
c2−a2

a2−r2 , r < a,

σ0, a < r < c,
(A42)

uT = − 2σ0
B1π

[√
c2 − a2

(√
r2

a2 − 1 − cos−1 a
r

)
− c2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

+Km
√

πa
B1π cos−1 a

r , r > a,
(A43)

δ
′
=

σ0a
2B1

(
c2

a2 cos−1 a
c
−

√
c2

a2 − 1

)
, (A44)

where

Km = − σ0√
πa

(√
c2 − a2 +

c2

a
cos−1 a

c

)
. (A45)

Superposing Equations (A41) and (A42) yields

σM−D
zz (r, 0) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Km+KI√

πa
a√

a2−r2 − B1 cot αcos h−1 a
r

+ 2σ0
π tan−1

√
c2−a2

a2−r2 r < a,

σ0, a < r < c.

(A46)

According to the classical M-D theory [57], in order to eliminate the stress singularity
at the contact periphery, the following condition should be satisfied:

KI + Km = 0 ⇒ KI = −Km ⇒ PH − P
2a
√

πa
=

σ0√
πa

(√
c2 − a2 +

c2

a
cos−1 a

c

)
. (A47)
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From Equation (A47), one can obtain

PM−D = PH − 2σ0a
(√

c2 − a2 + c2

a cos−1 a
c

)
= B1 cot απa2 − 2σ0a

(√
c2 − a2 + c2

a cos−1 a
c

)
.

(A48)

Using the continuity condition in Equation (A47), the stress distribution given by
Equation (A46) can be simplified as follows:

σM−D
zz (r, 0) =

⎧⎨⎩ −B1 cot αcos h−1 a
r +

2σ0
π tan−1

√
c2−a2

a2−r2 , r < a,

σ0, a < r < c.
(A49)

By adding Equation (A23) to Equation (A28) and using the result in Equation (A48),
one obtains

hM−D = πa cot α
4 + P

4B1a +
σ0a
2B1

(
c2

a2 cos−1 a
c −

√
c2

a2 − 1
)

= πa cot α
2 − σ0

B1

√
c2 − a2.

(A50)

Using the result in Equation (A40), Equation (A23) can be rewritten as

hJKR =
πa cot α

2
− KI

√
πa

2B1
. (A51)

Inserting Equation (A51) into Equation (A27), one can obtain[
uJKR

z (r, 0)
]
=

√
r2 − a2 cot α − a cot α cos−1 a

r

+KI
√

πa
B1π cos−1 a

r , r > a.
(A52)

By superposing Equation (A43) and (A52), considering the continuity condition in
Equation (A47), one obtains[

uM−D
z (r, 0)

]
=

√
r2 − a2 cot α − a cot α cos−1 a

r

− 2σ0
B1π

[√
c2 − a2

(√
r2

a2 − 1 − cos−1 a
r

)
− c2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

, r > a.
(A53)

Using Equation (A53), the discontinuity displacement can be defined as

δt =
[
uM−D

z (c, 0)
]
=

(√
m2 − 1 − cos−1 1

m

)
a cot α

+ 2σ0a
B1π

(√
m2 − 1 cos−1 1

m − m + 1
)

,
(A54)

where m = c/a.
Using the relation in Equation (A121), Equation (A54) can be rewritten as

δt =
(√

m2 − 1 − tan−1
√

m2 − 1
)

a cot α

+ 2σ0a
B1π

(√
m2 − 1 tan−1

√
m2 − 1 − m + 1

)
.

(A55)

When the complicated adhesion force is simplified by using the Dugdale cohesive
model [79], one can obtain the following relation:

J = G = σ0δt = Δγ, (A56)

where J, G and Δγ denote the J-integral, energy release rate and work of adhesion, respectively.
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By substituting Equation (A55) into Equation (A56), one can obtain(√
m2 − 1 − tan−1

√
m2 − 1

)
σ0a cot α

+
2σ2

0 a
B1π

(√
m2 − 1 tan−1

√
m2 − 1 − m + 1

)
= Δγ.

(A57)

In the subsequent analysis, the correctness of these solutions will be verified by check-
ing whether the corresponding JKR solutions presented in Appendix C can be degenerated
as the limiting case from the M-D solutions obtained in this section.

First, from Equation (A47), one can obtain

KI =
σ0√
πa

(√
c2 − a2 +

c2

a
cos−1 a

c

)
=

σ0a√
πa

(√
m2 − 1 + m2 cos−1 1

m

)
. (A58)

Using the relation in Equation (A121), Equation (A58) can be rewritten as

KI
√

πa
σ0a

=
√

m2 − 1 + m2 tan−1
√

m2 − 1. (A59)

When m → 1 , tan−1
√

m2 − 1 ∼ √
m2 − 1, then

KI
√

πa
σ0a

≈ 2
√

m2 − 1. (A60)

Using Equation (A60), the stress distribution in Equation (A49) can be expressed
as follows:

σM−D
zz (ρ, 0) =

⎧⎨⎩ −B1 cot αcos h−1 1
ρ + 2σ0

π tan−1
√

m2−1
1−ρ2 , ρ < 1,

σ0, 1 < ρ < m,
(A61)

where ρ = r/a.
It can be seen in Equation (A60) that m → 1 as σ0 → ∞ . Under these circumstances,

Equation (A61) can be simplified as follows:

σzz(ρ, 0) = −B1 cot αcos h−1 1
ρ
+

KI√
πa

1√
1 − ρ2

, ρ < 1, (A62)

which is consistent with the corresponding JKR solution presented in Equation (A24).
From Equation (A59), one can find that σ0 → 0 as m → ∞ , and as such, Equation (A61)

degenerates into the following form:

σzz(r, 0) = −B1 cot αcos h−1 a
r

, r < a, (A63)

which is in agreement with the corresponding Hertz solution obtained in Equation (A9).
The discontinuity displacement outside the contact region in Equation (A53) can be

expressed as follows:[
uM−D

z (r, 0)
]
=

√
r2 − a2 cot α − a cot α cos−1 a

r

− 2σ0a
B1π

[√
m2 − 1

(√
r2

a2 − 1 − cos−1 a
r

)
− m2

∫ min(ρ,m)
1

√
ρ2−t2

t2
√

m2−t2 dt
]

.
(A64)

As m → ∞ , Equation (A64) can be simplified as [57]:

[uz(r, 0)] =
√

r2 − a2 cot α − a cot α cos−1 a
r

, (A65)

which is the same as the corresponding Hertz solution shown in Equation (A13).
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When m → 1 , Equation (A65) can be expressed as follows:[
uM−D

z (r, 0)
]
=

√
r2 − a2 cot α − a cot α cos−1 a

r +
2σ0a

√
m2−1

B1π cos−1 a
r

− 2σ0a
B1π

[√
m2 − 1

√
r2

a2 − 1 − m2
∫ min(ρ,m)

1

√
ρ2−t2

t2
√

m2−t2 dt
]

, r > a.
(A66)

Substituting Equation (A60) into Equation (A66) yields[
uM−D

z (r, 0)
]
=

√
r2 − a2 cot α − a cot α cos−1 a

r +
KI

√
πa

B1π cos−1 a
r

− 2σ0a
B1π

[√
m2 − 1

√
r2

a2 − 1 − m2
∫ min(ρ,m)

1

√
ρ2−t2

t2
√

m2−t2 dt
]

, r > a.
(A67)

Using the integral result in Equation (A128), Equation (A67) can be simplified as

[uz(r, 0)] =
√

r2 − a2 cot α − a cot α cos−1 a
r
+

KI
√

πa
B1π

cos−1 a
r

, r > a, (A68)

which is consistent with the corresponding JKR solution obtained in Equation (A27).
By virtue of the relation in Equation (A132), the indentation depth in Equation (A50)

can be expressed as

hM−D =
πa cot α

4
+

P
4B1a

+
σ0a
2B1

(
m2 tan−1

√
m2 − 1 −

√
m2 − 1

)
. (A69)

From Equation (A47), one can obtain the following result:

σ0a =
B1πa2 cot α − P

2a
(√

m2 − 1 + m2 tan−1
√

m2 − 1
) . (A70)

By substituting Equation (A70) into Equation (A69), one can obtain

hM−D = πa cot α
4 + P

4B1a

+ B1πa2 cot α−P
4B1a

m2 tan−1
√

m2−1−√
m2−1

m2 tan−1
√

m2−1+
√

m2−1
.

(A71)

When m → 1 , by combining the results obtained in Equation (A134), Equation (A71)
can be simplified as

h =
πa cot α

4
+

P
4B1a

, (A72)

which is the same as the corresponding JKR solution presented in Equation (A23).
When m → ∞ , Equation (A71) can be simplified as:

h =
πa cot α

2
, (A73)

which is identical to the Hertz solution obtained in Equation (A10).
The energy release rate can be derived from Equation (A56) as follows:

G =
(√

m2 − 1 − tan−1
√

m2 − 1
)

σ0a cot α

+
2σ2

0 a
B1π

(√
m2 − 1 tan−1

√
m2 − 1 − m + 1

)
.

(A74)
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Inserting Equation (A70) into Equation (A74) yields

G = (PH−P) cot α
2a

√
m2−1−tan−1

√
m2−1√

m2−1+m2 tan−1
√

m2−1

+(PH−P)2

2πB1a3

√
m2−1 tan−1

√
m2−1−m+1

(
√

m2−1+m2 tan−1
√

m2−1)
2 .

(A75)

In the limit case, as m → 1 , letting m = 1 + ε and using the result in Equation (A144),
one can obtain

G ≈ (PH − P)2

16πB1a3 . (A76)

Using the energy balance relation, one can obtain

P = PH ± 4
√

πB1Δγa3. (A77)

Considering the stable equilibrium condition of the contact system, one can deter-
mine that

P = PH − 4
√

πB1Δγa3 = B1 cot απa2 − 4
√

πB1Δγa3, (A78)

which is in agreement with the corresponding JKR solution obtained in Equation (A34).
Therefore, the above results indicate that the JKR solutions of a piezoelectric solid in-

dented by a rigid insulating conical punch can be regarded as the limiting case, which can be
degenerated from the corresponding M-D solutions. The correctness of the corresponding
solutions is verified.

Appendix E. External Circular Crack Problem

In this section, we will investigate the external circular crack problem in an infinite
piezoelectric solid, as shown in Figure A1. The prescribed normal pressure, p(r), is sym-
metrically exerted on the upper and lower crack surfaces. The considered problem can be
formulated by ⎧⎪⎪⎨⎪⎪⎩

uz(r, 0) = 0, φ(r, 0) = 0, 0 ≤ r ≤ a,

σzz(r, 0) = −p(r), Dz(r, 0) = 0, r > a,

σrz(r, 0) = 0, r ≥ 0.

(A79)

It should be noted that p(r) is positive for compression and negative for tension.
The general solutions of the axisymmetric problem for the piezoelectric solids are

presented in Equation (5). By substituting Equation (5) into Equation (A79), one can obtain⎧⎨⎩
∫ ∞

0 A1(ξ)ξ J0(ξr)dξ = 0, 0 < r < a,∫ ∞
0 A1(ξ)ξ

2 J0(ξr)dξ = − M8 p(r)
M5 M8−M6 M7

, r > a,
(A80)

⎧⎨⎩
∫ ∞

0 A2(ξ)ξ J0(ξr)dξ = 0, 0 < r < a,∫ ∞
0 A2(ξ)ξ

2 J0(ξr)dξ = M7 p(r)
M5 M8−M6 M7

, r > a.
(A81)

Equations (A80) and (A81) are a pair of dual integral equations with respect to
the undetermined constants A1(ξ) and A2(ξ). The explicit expressions of A1(ξ) and
A2(ξ) can be obtained by solving Equations (A80) and (A81) using the same method
adopted in [83,84], and then, by inserting the corresponding solutions into Equation (5),
one can obtain the solutions for the external circular crack problem. In order to save space,
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the detailed solution procedures are omitted here, and we only present the final results
as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

uz(r, 0) = 2
B1π

∫ r
a

g(t)√
r2−t2 dt, r > a,

φ(r, 0) = B2
B1

2
π

∫ r
a

g(t)√
r2−t2 dt, r > a,

σzz(r, 0) = 2
π

[
g(a)√
a2−r2 +

∫ ∞
a

g
′
(t)√

t2−r2 dt
]

, r < a,

Dz(r, 0) = 0, r ≥ 0,

(A82)

where B1 and B2 are material constants defined in Equation (A1), and

g(t) =
∫ ∞

t

sp(s)√
s2 − t2

ds. (A83)

When the surface of external crack is subjected to the prescribed uniform pressure, p0,
one has the following equation from [81]:

g(t) =
∫ ∞

t

sp(s)√
s2 − t2

ds =

{
p0
√

c2 − t2, a < t < c,
0, t ≥ c,

(A84)

and one can the determine that

g
′
(t) =

{
− p0t√

c2−t2 , a < t < c,

0, t ≥ c.
(A85)

Inserting Equations (A84) and (A85) into (82)3 yields

σzz(r, 0) =
2p0

π

⎛⎝√
c2 − a2

a2 − r2 − tan−1

√
c2 − a2

a2 − r2

⎞⎠, r < a, (A86)

and the stress distribution at the crack surface can obtained as

σzz(r, 0) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2p0
π

(√
c2−a2

a2−r2 − tan−1
√

c2−a2

a2−r2

)
, r < a,

−p0, a < r < c,

0, r > c.

(A87)

By substituting of Equation (A84) into Equations (A82)1 and (A82)2, can obtain

uz(r, 0) =
2p0

B1π

[√
c2 − a2

√
r2 − a2

a
− c2

∫ min(r,c)

a

√
r2 − t2

t2
√

c2 − t2
dt

]
, r > a, (A88)

φ(r, 0) =
B2

B1

2p0

π

[√
c2 − a2

√
r2 − a2

a
− c2

∫ min(r,c)

a

√
r2 − t2

t2
√

c2 − t2
dt

]
, r > a. (A89)

respectively.
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Figure A1. Schematic illustration of an external circular crack contained in an infinite transversely
isotropic piezoelectric solid.

It is worth noting that the stresses at the crack surface are not self-equilibrated since
the force

∫ a

0
σzz(r, 0)2πrdr = p0π(c2 − a2)− 2p0a2

[
c2

a2 cos−1
( a

c

)
−

√
c2

a2 − 1

]
(A90)

does not equilibrate with the force p0π(c2 − a2) exerted on the crack surface. Therefore, an
additional force of

P
′
= 2p0a2

[
c2

a2 cos−1
( a

c

)
−

√
c2

a2 − 1

]
> 0 (A91)

is thus exerted at infinity which permits uz(r, ∞) to be zero.
In order to satisfy the force equilibrium condition, keeping the radius, a, constant,

exerting the force −P
′

(tensile force) at infinity, which will give rise to a displacement like
the Boussinesq flat punch and introduce in the ligament a stress distribution. According
to the different electric properties of the punch, two cases will be discussed separately in
the following:

Case (a): superposing the solutions of a rigid insulating circular punch
The solutions to the Boussinesq problem under the action of a rigid insulating circular

punch are presented in Equations (A19)–(A22). By inserting −P
′
into Equations (A19)–(A22),

one can obtain

σB
zz(r, 0) =

P
′

2πa
√

a2 − r2
, r < a, (A92)

hB = − P
′

4B1a
, (A93)

uB
z (r, 0) =

⎧⎪⎨⎪⎩
− P

′
4B1a , 0 ≤ r ≤ a,

− P
′

2B1πa sin−1( a
r
)
, r > a,

(A94)
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φB(r, 0) =

⎧⎪⎨⎪⎩
− B2P

′
4B1a , 0 ≤ r ≤ a,

− B2P
′

2B1πa sin−1( a
r
)
, r > a.

(A95)

By superposing Equations (A87)1 and (A92), and combining the results in Equation (A91),
one obtains

σzz(r, 0) =
Km√

πa
a√

a2 − r2
− 2p0

π
tan−1

√
c2 − a2

a2 − r2 , r < a, (A96)

where

Km =
p0√
πa

[√
c2 − a2 +

c2

a
cos−1

( a
c

)]
. (A97)

By considering Equations (A87) and (A96), the stress distribution of the circular
external crack subjected to the uniform pressure, p0, on crack surfaces can be defined as

σzz(r, 0) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Km√

πa
a√

a2−r2 − 2p0
π tan−1

√
c2−a2

a2−r2 , r < a,

−p0, a < r < c,

0, r > c.

(A98)

By substituting Equation (A91) into Equations (A94) and (A95), one can obtain

uB
z (r, 0) =

⎧⎪⎪⎨⎪⎪⎩
− p0a

2B1

[
c2

a2 cos−1( a
c
)−√

c2

a2 − 1
]

, 0 ≤ r ≤ a,

− p0a
B1π

[
c2

a2 cos−1( a
c
)−√

c2

a2 − 1
]

sin−1( a
r
)
, r > a.

(A99)

φB(r, 0) =

⎧⎪⎪⎨⎪⎪⎩
− B2 p0a

2B1

[
c2

a2 cos−1( a
c
)−√

c2

a2 − 1
]

, 0 ≤ r ≤ a,

− B2 p0a
B1π

[
c2

a2 cos−1( a
c
)−√

c2

a2 − 1
]

sin−1( a
r
)
, r > a.

(A100)

respectively.
In Boussinesq’s theory, the profile of the surface is given by [81]:

uB = − p0a
B1π

[
c2

a2 cos−1
( a

c

)
−

√
c2

a2 − 1

]
sin−1

( a
r

)
, r ≥ a, (A101)

and the “penetration” of the punch is defined by

δB = − p0a
2B1

[
c2

a2 cos−1
( a

c

)
−

√
c2

a2 − 1

]
< 0. (A102)

Taking the origin of displacement at the tip of the crack, one has

u
′
z(r, 0) = δB − uB, (A103)

Substitution of Equations (A101) and (A102) into Equation (A103) yields

u
′
z(r, 0) =

p0a
B1π

(√
c2

a2 − 1 − c2

a2 cos−1 a
c

)
cos−1 a

r
< 0. (A104)
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Similarly, one can obtain

φ
′
(r, 0) =

B2 p0a
B1π

(√
c2

a2 − 1 − c2

a2 cos−1 a
c

)
cos−1 a

r
< 0. (A105)

Adding the displacement and electric potential shown in Equations (A104) and (A105)
to the corresponding results given by Equations (A88) and (A89), respectively, we obtain

uT = uz(r, 0)− u
′
z

= 2p0
B1π

[√
c2 − a2

(√
r2

a2 − 1 − cos−1 a
r

)
− c2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

+Km
√

πa
B1π cos−1 a

r ,

(A106)

φT = φ(r, 0)− φ
′

= 2B2 p0
B1π

[√
c2 − a2

(√
r2

a2 − 1 − cos−1 a
r

)
− c2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

+ B2Km
√

πa
B1π cos−1 a

r .

(A107)

When a piezoelectric material degenerates into an isotropic elastic solid, B1 = E∗/2 =
E/2(1 − ν2) (where E and ν are the elastic modulus and the Poisson’s ratio of the isotropic
elastic material, respectively), Equation (A106) can be rewritten as

uT = 4 1−ν2

πE p0

[√
c2 − a2

(√
r2

a2 − 1 − cos−1 a
r

)
− c2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

+ 1−ν2

πE Km
√

πa cos−1 a
r ,

(A108)

which is the same as the result of Equation (3.150) obtained in [81].
Case (b): superposing the solutions of a rigid conducting circular punch
The solutions to the Boussinesq problem under the action of a rigid conducting circular

punch are given by Equations (A14)–(A18). For a rigid conducting circular punch with zero
electric potential (i.e., φ0 = 0), substituting −P

′
into Equations (A14)–(A18) yields

σB
zz(r, 0) =

P
′

2πa
√

a2 − r2
, (A109)

DB
z (r, 0) =

B5

B4

P
′

2πa
√

a2 − r2
, (A110)

hB = − P
′

4aB4
, (A111)

uB
z (r, 0) =

⎧⎨⎩− P
′

4aB4
, 0 ≤ r ≤ a,

− P
′

2πaB4
sin−1( a

r
)
, r > a,

(A112)

φB(r, 0) = 0, r ≥ 0. (A113)

By adding the stress distribution given by Equations (A87)–(A109) and combining the
result of Equation (A91), one can obtain

σzz(r, 0) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Km√

πa
a√

a2−r2 − 2p0
π tan−1

√
c2−a2

a2−r2 , r < a,

−p0, a < r < c,

0, r > c,

(A114)

82



Mathematics 2022, 10, 4511

which are the same as the results given by Equation (A98).
Inserting Equation (A91) into Equation (A110) yields

Dz(r, 0) =
B5

B4

Km
√

πa − 2p0
√

c2 − a2

π
√

a2 − r2
, r < a, (A115)

where Km is defined by Equation (A97).
By adopting the same solution procedures as those of Equations (A101)–(A107), the

crack opening displacement and the discontinuity of the electric potential under the action
of −P

′
can be defined as

uT = 2p0
B1πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ min(r,c)
a

√
r2−t2

t2
√

c2−t2 dt
]

+Km
√

πa−2p0
√

c2−a2

B4π cos−1 a
r , r > a.

(A116)

φT =
B2

B1

2p0

πa

[√
(c2 − a2)(r2 − a2)− ac2

∫ min(r,c)

a

√
r2 − t2

t2
√

c2 − t2
dt

]
, r > a. (A117)

Appendix F. Verification of the Results in Section 4.2

In this section, the correctness of the results obtained in Section 4.2 will be verified,
which was achieved by checking whether the corresponding JKR solutions presented
in Section 3.2 can be degenerated as the limiting cases of the M-D solutions obtained
in Section 4.2.

First, Equations (62) and (63) can be rewritten in the following forms:

σM−D
zz (ρ, 0) =

⎧⎨⎩−B4 cot αcos h−1 1
ρ + 2σ0

π tan−1
√

m2−1
1−ρ2 , ρ < 1,

σ0, 1 < ρ < m,
(A118)

DM−D
z (ρ, 0) =

2B5(B6 + B3)φ0

πa
√

1 − ρ2
− B5 cot αcos h−1 1

ρ
+

B5

B4

2σ0

π

√
m2 − 1
1 − ρ2 , ρ < 1, (A119)

where ρ = r/a, m = c/a.
From Equation (60), one can obtain

KI =
σ0a√

πa

(√
m2 − 1 + m2 cos−1 1

m

)
. (A120)

Using the following relation from [81]:

cos−1
(

1
m

)
= tan−1

√
m2 − 1, m > 0, (A121)

Equation (A120) can be expressed as

KI
√

πa
σ0a

=
√

m2 − 1 + m2 tan−1
√

m2 − 1. (A122)

When m → 1 , considering the relation tan−1
√

m2 − 1 ∼ √
m2 − 1, one can deter-

mine that

KI
√

πa
σ0a

≈ 2
√

m2 − 1. (A123)
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Substituting Equation (A123) into Equations (A118) and (A119) yields⎧⎪⎨⎪⎩
σzz(ρ, 0) = −B4 cot αcos h−1 1

ρ + KI√
πa

1√
1−ρ2

, ρ < 1,

Dz(ρ, 0) = 2B5(B6+B3)φ0

πa
√

1−ρ2
− B5 cot αcos h−1 1

ρ + B5
B4

KI√
πa

1√
1−ρ2

, ρ < 1,
(A124)

which are consistent with the JKR solutions obtained in Equations (47) and (48).
When m → ∞ , from Equation (A122), one can determine that σ0 → 0 . In this case,

Equations (62) and (63) can be simplified as⎧⎪⎨⎪⎩
σzz(ρ, 0) = −B4 cot αcos h−1 1

ρ , ρ < 1,

Dz(ρ, 0) = 2B5(B6+B3)φ0

πa
√

1−ρ2
− B5 cot αcos h−1 1

ρ , ρ < 1,
(A125)

which are the same as the corresponding Hertz solutions presented in Equations (A2) and (A3).
For the discontinuity displacement outside the contact region, σ0 → 0 as m → ∞ , and

Equation (65) degenerates into the following form:

[uz(r, 0)] =
(

2B3φ0

π
− a cot α

)
cos−1 a

r
+

√
r2 − a2 cot α, r > a, (A126)

which is consistent with the Hertz solution presented in Equation (A7).
When m → 1 , using the relation in Equation (A123), Equation (65) can be simplified

as follows:

[uz(r, 0)] =
(

2B3φ0
π − a cot α

)
cos−1 a

r +
√

r2 − a2 cot α + KI
√

πa
B4π cos−1 a

r

− 2σ0a
B1π

[√
(m2 − 1)(ρ2 − 1)− m2

∫ min(ρ,m)
1

√
ρ2−t2

t2
√

m2−t2 dt
]

, r > a.
(A127)

Considering the following integral result [81]:

lim
m→1

(
m2

∫ m
1

√
ρ2−t2

t2
√

m2−t2 dt
)
= lim

m→1

(
m2

√
ρ2 − ξ2

∫ m
1

dt
t2
√

m2−t2

)
= lim

m→1

√
ρ2 − ξ2

√
m2 − 1 =

√
(m2 − 1)(ρ2 − 1).

(A128)

By inserting Equation (A128) into Equation (A127), one can obtain

[uz(r, 0)] =
(

2B3φ0
π − a cot α

)
cos−1 a

r +
√

r2 − a2 cot α

+KI
√

πa
B4π cos−1 a

r , r > a,
(A129)

which is the same as the corresponding JKR solution presented in Equation (50).
From the results given by Equations (A126) and (A128), one can determine that for

both m → ∞ and m → 1 , Equation (67) can be simplified as follows:

[φ(r, 0)] = −2φ0

π
cos−1 a

r
, r > a, (A130)

which is consistent with the Hertz solution and the JKR solution obtained in Equations (A8)
and (51), respectively.

For the indentation depth, superposing Equations (14) and (56) yields

hM−D =
πa
4

cot α +
P

4B4a
− B3φ0 +

σ0a
2B4

(
m2 tan−1

√
m2 − 1 −

√
m2 − 1

)
. (A131)
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Using Equations (45) and (A122), one can determine that

σ0a =
B4πa2 cot α − P

2a
(√

m2 − 1 + m2 tan−1
√

m2 − 1
) . (A132)

Substituting Equation (A132) into Equation (A131) yields

hM−D = πa
4 cot α + P

4B4a − B3φ0

+m2 tan−1
√

m2−1−√
m2−1

m2 tan−1
√

m2−1+
√

m2−1
B4πa2 cot α−P

4B4a .
(A133)

As m → 1 ,

m2 tan−1
√

m2 − 1 −√
m2 − 1

m2 tan−1
√

m2 − 1 +
√

m2 − 1
≈

√
m2 − 1 −√

m2 − 1

2
√

m2 − 1
= 0, (A134)

and as such, Equation (A133) can be simplified as

h =
πa
4

cot α +
P

4B4a
− B3φ0, (A135)

which is consistent with the corresponding JKR solution obtained in Equation (14).
When m → ∞ , it can be determined that

m2 tan−1
√

m2 − 1 −√
m2 − 1

m2 tan−1
√

m2 − 1 +
√

m2 − 1
≈ πm2/2 −√

m2 − 1

πm2/2 +
√

m2 − 1
≈ 1, (A136)

then one can determine that

h =
πa
2

cot α − B3φ0, (A137)

which is the same as the Hertz solution presented in Equation (A4).
Using the relation given by Equation (A121), the energy release rate obtained in

Equation (79) can be expressed in the following form:

G =
(√

m2 − 1 − tan−1
√

m2 − 1
)

σ0a cot α + 2B3φ0σ0
π tan−1

√
m2 − 1

+
2σ2

0 a
πB4

[√
m2 − 1 tan−1

√
m2 − 1 − B4

B1
(m − 1)

]
− B5(B3+B6)φ

2
0

πa

− 1
π

[
B5
B4

+ B2B5(B3+B6)
B1

]
φ0σ0

√
m2 − 1 − B2B5

B1B4

σ2
0 a
π (m2 − 1).

(A138)

Substitution of Equation (A132) into Equation (A138) yields

G =
cot α(PH−P)(

√
m2−1−tan−1

√
m2−1)

2a(
√

m2−1+m2 tan−1
√

m2−1)

+
{

B3 tan−1
√

m2 − 1 − 1
2

[
B5
B4

+ B2B5(B3+B6)
B1

]√
m2 − 1

}
×

(PH−P)φ0

πa2(
√

m2−1+m2 tan−1
√

m2−1)
− B2B5

4πB1B4a3
(PH−P)2

(m2−1)√
m2−1+m2 tan−1

√
m2−1

+(PH−P)2

2πB4a3

√
m2−1 tan−1

√
m2−1− B4

B1
(m−1)

(
√

m2−1+m2 tan−1
√

m2−1)
2 − B5(B3+B6)φ

2
0

πa .

(A139)
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When m → 1 , using the relation tan−1
√

m2 − 1 ∼ √
m2 − 1, Equation (A139) can be

simplified as

G =
{

B3 − 1
2

[
B5
B4

+ B2B5(B3+B6)
B1

]}
(PH−P)φ0

2πa2

+(PH−P)2

2πB4a3

√
m2−1 tan−1

√
m2−1− B4

B1
(m−1)

(
√

m2−1+m2 tan−1
√

m2−1)
2 − B5(B3+B6)φ

2
0

πa .
(A140)

For several common piezoelectric materials (e.g., PZT-4, PZT-5A, BaTiO3 and
BaaCabTiO3), the numerical results indicate that

B3 ≈ 1
2

[
B5

B4
+

B2B5(B3 + B6)

B1

]
,

B4

B1
≈ 1. (A141)

Using the above results, Equation (A140) can be further simplified as

G =
(PH − P)2

2πB4a3

√
m2 − 1 tan−1

√
m2 − 1 − m + 1(√

m2 − 1 + m2 tan−1
√

m2 − 1
)2 − B5(B3 + B6)φ

2
0

πa
. (A142)

As m → 1 , letting m = 1 + ε, one can obtain [81]:

tan−1
√

m2 − 1 ≈
√

2ε

(
1 − 5ε

12

)
, (A143)

and as such,√
m2 − 1 tan−1

√
m2 − 1 − m + 1 ≈ 2ε,

√
m2 − 1 + m2 tan−1

√
m2 − 1 ≈ 2

√
2ε. (A144)

Inserting Equation (A144) into Equation (A142) yields

G =
(PH − P)2

16πB4a3 − B5(B3 + B6)φ
2
0

πa
. (A145)

Using the energy balance relation as presented in Equation (80), one can determine that

P = PH ± 4a
√

πB4aΔγ + B4B5(B3 + B6)φ
2
0. (A146)

Combining the stable equilibrium condition of the contact system, we can determine that

P = PH − 4a
√

πB4aΔγ + B4B5(B3 + B6)φ
2
0. (A147)

Substituting Equation (A4)2 into Equation (A147) yields

P = πB4a2 cot α − 4a
√

πB4aΔγ + B4B5(B3 + B6)φ
2
0, (A148)

which is the same as the corresponding JKR solution obtained in Equation (27).
Therefore, the above results indicate that the JKR solutions of a piezoelectric solid

under the action of a rigid conducting conical punch can be regarded as the limiting case,
which can be degenerated from the corresponding M-D solutions. The correctness of the
corresponding solutions is verified.
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Abstract: Collapse failure under external pressure is one of the common failure forms of casing.
Much research has been performed on the casing body, but few on the threaded connection, in view of
the general belief that the threaded connection has a thicker wall and larger collapse strength than the
casing body. However, under external pressure, the sealing capacity of a worn casing connection will
decrease due to deformation of the sealing structure, so the influence of sealing ability should be con-
sidered to determine the collapse strength of casing. In this paper, we established a three-dimensional
finite element model of a 7” crescent-worn casing connection and calculated the collapse strength
of the connection under different wear depths. Meanwhile, the stress distribution characteristics
on the sealing surface were obtained and the influence of wear on the sealing performance of the
casing connection under external pressure was analyzed. The results showed that when the wear
rate exceeds a certain value, the collapse strength of the connection based on sealing integrity was
lower than that of the casing body. Based on these, a collapse strength model for a 7” crescent-worn
casing connection considering sealing integrity was developed and a safety evaluation method of the
collapse strength of the worn casing string was proposed.

Keywords: collapse strength; casing connection; crescent wear; sealing integrity; finite element method

MSC: 74S05

1. Introduction

In recent years, the cessation of production and the abandonment of oil and gas wells
due to wellbore integrity damage frequently occurs, and the problem of wellbore integrity
has attracted more attention [1–5]. The wellbore system involves tubing, casing, wellhead,
packer, and more. Among them, the casing string is an important downhole tool to protect
the borehole, reinforce the wellbore, isolate the oil, gas, and water layers, and seal various
complex formation; it is also the key barrier of wellbore integrity. Therefore, its failure will
pose a serious threat to production safety. Unfortunately, such failures do exist and are
more likely to take place when casing wear takes place, which is caused by the friction
between the down-hole tubular string and wellbore wall in complex structure wells [6].

Collapse is one of the common failure modes of the casing string under the action
of external pressure. There are a lot of researchers working on the mechanism of casing
collapse. Both analytical [7–12] and finite element methods [13–16] have been employed
to carry out various studies on casing collapse, leading to the development of a relatively
rigorous theoretical system and mature technical methods. However, most of these works
focus on the casing body, treating the casing as a uniform round pipe. In fact, the casing
string is not only composed of the casing body, but also threaded connections, which
connect thousands of meters of casing together and could be the main failure location
of the casing string. According to field statistics, 64% of casing failure accidents take
place at threaded connections and some wells even reach 86% [17]. In addition, the failed
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connections found on the field have serious wear phenomenon [18], but little attention has
been paid to the strength of casing connections. One of the reasons is that the threaded
connection has a larger wall thickness compared to the casing body, giving people an
impression that the collapse strength of the connection is greater than that of the casing
body. The other reason is that the structure of the connection is too complex to analyze. The
engaged surface of the pin and box is a three-dimensional spiral surface, which involves
strong nonlinearities, making it difficult to carry out the relevant research in depth. In
addition, it should be noted that compared to the casing body, the threaded connection has
a sealing problem. Chen et al. [19] established a three-dimensional finite element model
of the casing connection and studied the distribution characteristics of contact stress on
the joint sealing surface under complex loads. Xu [4] studied the contact pressure on the
sealing surface by an analytical method. The current research on connection sealing are
mostly about the contact stress on the sealing surface, but the criterion of seal failure caused
by the change of contact stress is not given; the wear phenomenon and how to measure the
mechanical properties of the connection under the condition of considering the integrity
of the seal are not unified. Under the action of external load, the worn casing connection
will have a larger structural deformation and this affects the sealing performance; it is thus
necessary to consider the sealing performance when determining the collapse strength.
However, this problem has not been received enough attention so far. In this paper, the
finite element method was used to calculate the collapse strength of a worn 7” casing
connection. Based on the accuracy verification of the model and simulation algorithm, a
three-dimensional finite element model of the worn casing connection was proposed to
evaluate the collapse strength and the mechanical characteristics of the sealing surface
of crescent-worn casing connections. Then, the influence of wear on the sealing integrity
was discussed; the collapse strength considering the sealing integrity of the worn casing
connection was also assessed using a sealing criterion. Finally, the partition evaluation
diagram of collapse strength of the 7” worn casing connection was obtained considering
the sealing integrity when wear rates of the casing body and the connection are different.

2. The Calculation Formula of Collapse Strength for Worn Casing and Verification of
Finite Element Model

2.1. The Calculation Formula of Collapse Strength for Worn Casing

According to the theory of elasticity, the collapse strength formula of the eccentric-
worn casing body can be derived as [20]:

Ps = −
Yp

(
a2 + b2)[(a2 + b2 − c2)2 − 4a2b2

]
2b2

[
(b2 − c2)

2 − a2(a − 2c)2
] (1)

where YP is the yield strength of casing, MPa; b = Dc
2 , Dc is the outer diameter of casing,

mm; and a = b − tmax+tmin
2 , c = tmax−tmin

2 with tmax and tmin denoting, respectively, the
maximum and minimum wall thickness of casing, mm.

The collapse strength formula of the crescent-worn casing body can be expressed as [20]:

Pyw = Ps(
d

Di + δ
)
( δ

t )

(2)

where Pyw is the collapse strength of crescent-worn casing, MPa; d is the diameter of drill
pipe causing casing wear, mm; Di is the inner diameter of casing, mm; δ is the wear depth,
mm; and t is the thickness of wall, mm.

2.2. Finite Element Calculation of Collapse Strength for Crescent-Worn Casing

Figure 1a shows a three-dimensional model of 7” (φ 177.8 mm × 12.65 mm) crescent-
worn casing body. The simulation results will be compared with Formula (2) in Section 2.1
so as to verify the reliability of the finite element model. In Figure 1b, R1 represents the
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radius of drill pipe causing casing wear, which is taken as 44.5 mm in this paper. The model
has a total of 107,870 nodes and 80,100 elements. The element type is C3D8I, and the mesh
is evenly distributed. The crescent internal wear of 0~4 mm was considered; the influence
of wear depth on stress characteristics of casing under external pressure was calculated by
ABAQUS 6.14. The density, elastic modulus, and Poisson’s ratio of the casing material are
7850 kg/m3, 210 GPa and 0.29, respectively.

  
(a) Mesh model of casing body (b) Schematic diagram of crescent-worn casing 

Figure 1. Three-dimensional finite element model of casing body.

The results of the finite element method and the analytical solution calculated by Formula
(2) were compared in Table 1. The results show that the minimum relative error is only 1.14%
(occurring at 1 mm worn), the maximum relative error is 5.39% (occurring at 2 mm worn),
and the average of relative error is 3.86%. The relative error is the absolute value of the error
between Formula (2) and the finite element simulation results under the same wear condition.
The above results show that the finite element results are in good agreement with the results
by Formula (2), which verifies the accuracy of the finite element model.

Table 1. Comparison of results by Formula (2) and finite element method for casing body.

Wear depth/mm 0 1 2 3 4

Results by formula (2)/MPa 97.13 85.23 73.33 61.54 50.00
Finite element results/MPa 99.78 86.20 69.38 58.29 47.61

Relative error 2.72% 1.14% 5.39% 5.29% 4.77%

3. Calculation of Collapse Strength of Crescent-Worn Casing Connection

Figure 2 depicts a three-dimensional finite element model of casing connection with
P110 steel grade. The specific geometric parameters of casing connection are given in
Table 2.

Figure 2. Three-dimensional finite element model of casing connection.
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Table 2. Geometric parameters of casing connection.

Parameter Value/Type

Thread profile Buttress
Pitch 5.08 mm

Thread taper 1:16

Sealing structure
The ball to the cone
Cone taper of 1:16

Radius of the ball 18 mm
Outer diameter of the connection 194.5 mm

Outer diameter of casing body 177.8 mm
Inner diameter of casing body 152.5 mm

An eight-node hexahedron element was selected to calculate the deformation of above
model. The total number of nodes and elements are 604,572 and 495,530, respectively. The
mesh was refined in the stress-concentrated parts such as thread teeth and sealing surface.
Material properties are the same as those in Section 2.2. The crescent wear was established
on the inner wall of the casing connection, and the wear depth was also 0~4 mm.

To be clear, in this study, the calculation of the casing connection is based on the
following assumptions:

(1) The basic physical quantities of the box and pin are continuously distributed, such as
stress, strain, and displacement;

(2) The material of the pin and box of the casing connection adopts the assumption of
uniformity and isotropy;

(3) Under the action of external force, the casing connection deformation is elastic defor-
mation before the yield load, and plastic deformation after the yield load, without
considering the viscosity, creep, and other effects.

The load was applied by establishing the coupling form of distributing nodes on the
end surface of the pin; the constraint was imposed by establishing the coupling form of the
kinematical node at the end surface of the box, as shown in Figure 3. Load cases are shown
in Table 3.

 

Figure 3. Boundary conditions.

Table 3. Load cases.

Load Cases Magnitude

Step 1: Make-up 9.49 kN·m
Step 2: External pressure 200 MPa

For the convenience of the following description, the section diagram of the connection
is given below and the key parts are marked in red boxes, as shown in the Figure 4. In the
figure, zone I represents the engagement area of thread teeth, and zone II represents the
sealing surface. The red and white symbols in the zone I and zone II are the locations of the
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two critical nodes A1 and A2 in the analysis below, and their function and selection will be
explained below.

Figure 4. The section diagram of connection.

In order to reveal the influence of wear depth on the collapse strength of the casing
connection, the von Mises stress curve at a node where the stress is relatively concentrated
on the engagement area of thread teeth (corresponding to the red symbol of zone I in
Figure 4) was plotted with the change of external pressure during the increase of wear
depth, as shown in Figure 5. For simplicity, it is referred to as node A1 below.

Figure 5. Curve of stress variation with load at node A1.

The external pressure corresponding to the stress reaching the yield strength is getting
smaller with increased wear depth, as shown by the blue dotted line in Figure 5. It is
widely known that if a small load increment causes a large increment of the maximum von
Mises stress in the finite element calculation, it indicates that the casing connection has
lost the ability to resist a further increase of external pressure and the corresponding von
Mises stress can be regarded as the collapse strength of the casing connection. The collapse
strength of the crescent-worn casing connection is 125.9 MPa, 103.8 MPa, 88.8 MPa, 74.1
MPa, and 63.5 MPa, corresponding to the wear depth of 0mm, 1mm, 2mm, 3mm, and 4mm,
respectively. In other words, when crescent wear takes place, the collapse strength of the
connection decreases with the increased wear depth. It can be found that under the same
wear condition, the collapse strength of the casing connection is slightly greater than that
of the casing body shown in Table 1. This is because the connection is engaged together
through the pin and box, and the overall thickness of the connection after engagement is
greater than the casing body.

However, wear reduces the collapse strength of the casing connection. When the wear
depth reaches 4 mm, the collapse strength of the crescent-worn connection decreases by
49.6% compared with that of the unworn connection. That is to say, when the wear rate
reaches about 30%, the collapse strength of the connection is reduced by nearly half. In this
case, the casing connection is more likely to collapse, which greatly increases the risk of
wellbore integrity damage.
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Through curve fitting, the relationship between wear rate and the collapse strength of
the crescent-worn casing connection can be obtained:

Pcj = −196.6ζ3 + 362ζ2 − 291ζ + 125.6 (3)

where ζ is the wear rate, defined as the ratio of wear depth δ to original wall thickness t;
and Pcj is the collapse strength of the connection with crescent-worn, MPa.

Figure 6 shows the collapse strength of the worn connection considering the sealing
integrity calculated based on the finite element solution and fitting curve drawn by the
formula (3).

Figure 6. The finite element calculation results and fitting curve.

4. Influence of Wear Depth on Sealing Performance of Connection

Formula (3) is the collapse strength model only considering strength characteristics.
However, a very important fact should be recognized, which is that casing connection is
not a real thick-wall casing body due to the engagement of the pin and box. Not only its
strength but also its sealing performance should be paid attention to under the external
pressure. When the casing connection deforms greatly under external load, sealing failure
may occur and the integrity of the casing string may be problematic. Therefore, it is more
practical to study the casing collapse strength considering the sealing integrity.

Similarly, for the convenience of subsequent analysis and explanation, the diagrams of
the critical path are given below, as shown in the Figure 7. Figure 7a shows the complete
connection and the circumferential path on the sealing surface (corresponding to zone II in
Figure 4). It should be noted that the circumferential path is a ring of sealing ring composed of
the node where the maximum contact stress is located along the axial direction on the sealing
surface. Figure 7b shows only the sealing ring of the sealing surface in the connection.

 
(a) Location of circumferential path (b) Circumferential path and axial path 

Figure 7. Critical path.
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4.1. Axial Distribution Characteristics of Stress on Sealing Surface

The casing connection studied in this paper adopts a sphere-cone sealing structure, as
shown in Figure 8. The sealing is realized by a radial interference fit of the sealing surface
and the sealing performance is mainly reflected in the distribution of contact stress on the
sealing surface.

 

Figure 8. Sealing structure of the casing connection.

A higher contact stress and a larger contact width are the two important features of
an excellent sealing performance in the elastic range. The stress on the sealing surface has
greatly exceeded the elastic limit. Meanwhile, there is plastic deformation which is helpful
to the sealing performance in a certain range. Therefore, it is difficult to accurately describe
the micro channel on the sealing surface, which increases the difficulty of evaluating the
sealing performance of the sealing surface. In view of both elastic and plastic deformation,
fluid leakage will appear in the direction of small leakage resistance, so the fluid leakage
resistance is also affected by the contact stress and contact width of the sealing surface. The
contact pressure along the axial path on the wear side of the sealing surface was selected
(as shown in Figure 7) to analyze the variation of stress characteristics with different wear
depths. The simulation results of the model showed that the width of the sealing surface of
the connection corresponding to different wear depths are the same (3.75 mm); thus, only
the contact stress on the sealing surface is discussed below.

The node with the maximum contact stress on the sealing surface was taken from the
axial path (the intersection of the green-color circumferential path and the black-color axial
path is shown in Figure 7b); for simplicity, it is referred to as node A2. Node A2 is the node
of maximum stress on the axial path and the critical node for sealing the connection; its
location is in the marked white symbol of zone II in Figure 4. It can be said that the value
of contact stress at A2 node determines the sealing quality of the connection, as shown in
Figure 9. The change of contact stress at this point with external pressure was observed
under different wear depths, as shown in Figure 10.

Figure 9. Axial distribution characteristics of stress on sealing surface.
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Figure 10. Change of contact stress on node A2 with external pressure and partially enlarged diagram.

As can be seen from Figure 10, with the increase of external pressure, the contact stress
on the sealing surface of the casing connection increases gently at first (in the elastic stage),
then increases sharply (in the plastic stage), finally dropping rapidly to zero, at which
time-step a structural plastic failure has occurred (as shown in Figure 11). The partially
enlarged diagram in Figure 10 shows that the contact stress on the sealing surface of the pre-
tightening connection decreases with the increased wear depth when the external pressure
is zero. With the gradual increase of external pressure, the connections with different wear
depths reach the yield strength successively. The calculation results show that a greater
wear depth corresponds to a smaller external pressure when the contact stress reaches the
yield strength—that is, the sealing integrity of the connection decreases.

Figure 11. Structural plastic failure occurred in casing connection.

In order to illustrate the influence of wear on the sealing performance of the connection,
the collapse strength of each model calculated in Section 3 was taken as the dividing line of
elastic–plastic, and the average contact stress on the sealing surface of the crescent-worn
connection at the elastic stage was obtained, as shown in Table 4.

It can be found that the average contact stress on the sealing surface of the crescent-
worn casing connection decreases gradually with increased wear depth. When the wear
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depth reaches 4 mm, the average contact stress on the sealing surface is reduced by 16.5%,
which reduces the sealing performance of the connection to a certain degree.

Table 4. Average contact stress of node A2 at elastic stage.

Wear depth/mm 0 1 2 3 4

Average contact stress/MPa 593.81 562.04 542.93 520.98 495.67

4.2. Circumferential Distribution Characteristics of Stress on Sealing Surface

In order to observe the circumferential distribution of contact stress along the sealing
surface of the worn connection in the process of increasing external pressure, the circumfer-
ential contact stress along the ring (corresponding to the green-color ring in Figure 7a) on
the sealing surface was extracted and expressed in Figure 12.

Figure 12. Contact stress distribution on the circumferential path under different wear depths.

It can be found that the stress characteristics along the circumferential path show
irregular fluctuations corresponding to each wear depth, which is mainly due to the
nonlinear contact characteristics caused by the helix angle of the threaded teeth. With the
increase of wear depth, the circumferential contact stress on the sealing surface is gradually
decreased, and the contact stress along the circumferential becomes more uneven, which
will have an adverse effect on the sealing performance.

As shown in Table 5, the maximum contact stress, minimum contact stress, and
average contact stress on the circumferential path decrease gradually with increased wear
depth, and when the wear depth reaches 4 mm, they decrease by 16.2%, 54.9%, and 18.6%,
respectively, compared with the unworn connection.

The calculation results show that the maximum contact stress and average contact
stress decrease slightly whereas the minimum contact stress decreases greatly. The mini-
mum contact stress on the unworn connection is 845.0 MPa, slightly greater than the yield
strength of the material. When the wear depth is 1 mm, the minimum contact stress has
decreased to 674.8 MPa, which is lower than the yield strength of the material. With the
increase of the wear depth, the minimum contact stress further decreases. When the wear
depth is 4 mm, the minimum contact stress decreases by more than half compared with the
unworn connection, which is much lower than the yield strength of the material.

Although the maximum contact stress and the average contact stress are both greater
than the yield strength under different wear depths, it seems that the connection has
reliable sealing performance. Since the contact stress along the circumferential path taken
in this paper is the maximum value along the axial path on the whole sealing surface, the
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minimum contact stress on the circumferential path in Table 5 is also the maximum contact
stress on the axial path where the point is located. Therefore, the minimum contact stress
is too much lower than the yield strength of the material, indicating that there may be a
leakage channel along the axial path at this position, resulting in connection seal failure.
By observing the node of the minimum contact stress on the circumferential path, it was
found that the minimum contact stress occurred on the side where the wear occurred under
different wear depths, which also proves that the wear has a strong destructive effect on
the sealing integrity of the connection.

Table 5. Contact stress on circumferential path.

Wear/mm 0 1 2 3 4

Maximum contact stress/MPa 1068.6 1010.1 976.5 937.9 896.0
Minimum contact stress/MPa 845.0 674.8 560.8 452.4 381.5
Average contact stress/MPa 926.8 865.9 825.5 785.0 754.5

4.3. Collapse Strength of Worn Casing Connection Considering Sealing Performance

According to the analysis in Section 4.2, the occurrence of wear reduces the contact
stress on the sealing surface of the casing connection and increases the uneven distribution
along the circumferential direction, which obviously has an adverse effect on the sealing
performance of the connection. Although the worn connection has not been collapsed
and sealing failure may have occurred, the obtained collapse strength will be divorced
from reality and will have no practical value only considering the collapse strength of the
connection without paying attention to the reduction of its sealing performance. Therefore,
a calculation model of the collapse strength of the casing connection considering sealing
integrity should be proposed.

Based on the theory of sealing contact energy [21], the flow resistance preventing gas
from passing through metal to the metal sealing structure can be characterized by some
integral value of contact stress on effective contact width.

When gas seal index Wa > critical gas seal index Wac, there is no Leakage;
When gas seal index Wa < critical gas seal index Wac, leakage takes place.
Murtagian’s experimental results show that the gas seal index of the metal sealing

structure with a sphere-cone can be expressed as [22]:

Wa =
∫ L

0
Pne(l)dl (4)

Pe is the contact stress along the axial path of the wear side of the sealing surface corre-
sponding to the moment of collapse failure occurs, MPa; l is the contact width of the sealing
surface, mm; and n is set to 1.2 when sealing compound is used—otherwise, it is set to 1.4.

The critical gas seal index obtained through the experiment test can be expressed as [22]:

Wac = 1.84 × (
Pgas

Patm
)

1.177
(5)

Pgas is gas pressure that needs to be sealed, MPa; and Patm is atmospheric pressure, MPa.
Equations (4) and (5) can be used to obtain the maximum gas pressure in the casing

with reliable sealing, which is equivalent to the collapse strength corresponding to seal
failure under the action of external pressure.

Atmospheric pressure is 0.1 MPa. The collapse strength of the worn connection
calculated based on this is 104.7 MPa, 81.8 MPa, 64.4 MPa, 56.0 MPa, and 48.0 MPa,
respectively, corresponding to the wear depth of 0 mm, 1 mm, 2 mm, 3 mm, and 4 mm,
respectively. Considering the sealing integrity, the relationship between the collapse
strength and wear depth of the connection is similar to that of the casing body; that is, with
the increase of wear depth, the collapse strength decreases gradually, but the corresponding
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value decreases slightly. According to the calculated results, the polynomial relationship
between wear rate ζ and the collapse strength of the casing connection considering sealing
integrity is formulated as follows:

Pcs = −403.91ζ3 + 638.39ζ2 − 339.15ζ + 104.67 (6)

Figure 13 shows the collapse strength of the worn connection considering the sealing
integrity calculated based on the finite element solution and fitting curve. Compared with
the results in Section 3, the collapse strength of the connection is greatly reduced after
considering the sealing integrity.

Figure 13. Finite element calculation results and fitting curve.

5. Discussion

In engineering practice, the sealing integrity of the threaded connection is evaluated by
the leakage rate. Leakage rate refers to the leakage rate of medium fluid per second through
the sealed interface under standard test conditions. For metal–metal seals, according to the
requirements of the threaded connection test procedure of tubing/casing (ISO 13679), the
gas leakage rate during the test is less than 0.9 cm3/15 min, which is an indicator of good
sealing [23]. However, in this study, it is not very possible to quantitatively calculate the
leakage rate of the casing connection under wear condition or the collapse strength under
critical leakage rate. Therefore, the seal integrity in this article refers to that idea that when
the casing string (including casing body and threaded connection) is worn at different
degrees, the collapse strength considering the sealing integrity is calculated based on the
contact energy theory of the metal seal. This evaluation method considering the sealing
integrity of connections makes up for the shortcomings of the current research which only
pays attention to the collapse strength in the casing string and ignores the sealing failure of
connection. As the weak part of the casing string, the threaded connection is the common
site of failure due to a seal problem, so the entire casing string can be considered safe when
the safety of the threaded connection is guaranteed.

Figure 14 shows the corresponding casing body collapse strength Pcb, casing con-
nection collapse strength Pcj, and casing connection collapse strength considering sealing
integrity Pcs. For an unworn connection, the collapse strength is 129.50 MPa, and the
collapse strength of the connection considering sealing integrity is 104.74 MPa. For an
unworn casing body, its collapse strength is 97.13 MPa, which is lower than connection. At
this point, the collapse strength of the connection can be calculated according to the casing
body, which is consistent with the current understanding that the collapse strength of the
connection is much larger than the casing body.

When the casing body and the connection have the same wear depth, the above
conclusion is also established if the sealing integrity is not considered. However, when the
wear rate exceeds 5.5% (corresponding to the wear depth of 0.69 mm), the collapse strength
of the connection considering sealing integrity is smaller than the casing body. If the wear
depth of the connection and the casing body is different, it can also be judged by Figure 14
to determine the minimum collapse strength of the casing string.

100



Mathematics 2023, 11, 489

 

Figure 14. Collapse strength of casing body and connection under different wear depths.

For both the casing body and the connection, with the deepening of wear, the collapse
strength will decrease in different degrees. Without wear, the finite element calculation
result in Section 2.2 was compared with the full-scale collapse test data of a casing body
of the same size (φ 177.80 mm × 12.65 mm P110) in [24]: the experimental result was
99.1 MPa, which was very close to the 99.8 MPa calculated by the model in this paper. For
the casing connection, we compared it with the experimental data, which is equivalent to
two layers of casing body with a larger wall thickness. In the experiment [25], for P110 steel
casing, when the diameter–thickness ratio Dc/t is less than 14 (the corresponding diameter-
to-thickness ratio Dc/t in the model of an equivalent casing is 9.3), the collapse strength
is greater than 124.1 MPa (18,000 psi); this is consistent with the 125.9 MPa calculated
for the unworn connection in Section 3. However, when considering the sealing integrity
of the connection, the collapse strength of the unworn connection is only 104.7 MPa, a
decrease of 16.8%, indicating that when considering the sealing integrity, the effective
collapse strength of the connection cannot reach the expectation, which is consistent with
the current understanding. That is to say, if only considering the connection strength, the
connection may have had a seal failure while the structure was intact; if wear is taken into
account, the effective collapse strength of the connection is even lower.

In actual working conditions, the wear depth of the casing body and the connection are
often different, and the wear condition of the connection is usually more serious. Therefore,
it is necessary to discuss the collapse strength of the casing body and the connection when
the wear is not synchronous.

Considering the sealing performance of the connection, the difference of the collapse
strength of the connection and casing body with wear rate is shown in Figure 15. The
meaning of this figure is the relative strength relationship between the collapse strength of
the connection and the casing body when their wear rate changes, respectively. As shown
in the Figure 15, the grey plane gives a zero datum; above the datum plane is the area
where the collapse strength of the casing connection is higher than that of the casing body
when the wear rate changes, respectively; below the datum plane is the area where the
collapse strength of the casing connection is lower than that of the casing body.

Generally, the wear of the connection is more serious; that is, the wear rate of the
connection is greater than that of the casing body. Due to the thicker wall of the connection,
only the collapse strength of the casing body is usually considered. However, from the
perspective of wellbore integrity, not only the collapse strength under the influence of wear
but also the sealing integrity of the casing string should be considered to make the risk
assessment of the casing string collapse more practical.
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Figure 15. The difference of collapse strength between connection and body varies with wear rate.

A projection of Figure 15 on the XY plane can be used to obtain the collapse strength
of the casing body and connection based on the sealing integrity, as shown in Figure 16.
Using ζp to represent the wear rate of the casing body and ζc to represent the wear rate of
the connection, the expression of the red and green areas in Figure 16 can be obtained by
polynomial fitting as follows:{

ζc ≥ 0.01565ζp
2 + 0.3136ζp + 2.744 (red area)

ζc < 0.01565ζp
2 + 0.3136ζp + 2.744 (green area)

(7)

Figure 16. Partition evaluation of collapse strength of casing string based on sealing integrity.

The green area in Figure 16 shows that the collapse strength of the connection is higher
than that of the body under different wear rates. Based on the above considerations, this
area is defined as a “safe area”. Since the collapse strength of the connection is greater than
that of the body under the corresponding wear rate of the “safety zone”, it is only necessary
to evaluate the impact of wear on the collapse strength of the casing body according to
Formula (2) to protect the whole casing string from collapse and leakage. The red area in
Figure 16 shows that the collapse strength of the casing connection is lower than that of the
body; this area is defined as a “dangerous area”. Under the corresponding wear rate of the
“dangerous area”, the impact of wear on the collapse strength of the casing string should
be evaluated according to Formula (6) based on the connection.
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6. Conclusions

In this article, we established the finite element model of a 7” crescent-worn casing
threaded connection. In addition to studying the effect of wear on the collapse strength
traditionally, we also proposed an evaluation method of the worn casing connection with con-
sideration of seal safety. According to the study above, we reached the following conclusions:

(1) Under external pressure, the contact stress on the sealing surface of the worn casing
connection will decrease significantly, increasing the risk of leakage of the connection.

(2) The collapse strength of the connection without considering sealing integrity is greater
than that of the casing body under the same wear condition, which is consistent with
the current understanding.

(3) The collapse strength of the connection may be less than the casing body when
considering the sealing integrity. For the 7” casing in this paper, the collapse strength
of the connection is smaller than the casing body when the wear rate exceeds 5.5% for
gas seal conditions.

(4) Since the casing body and connection often have different wear depths, an evaluation
model of the collapse strength of the worn casing connection considering the sealing
integrity was developed, which can determine the wear depth at which the collapse
strength of the connection is lower than that of the casing body.
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Abstract: In this paper, a meshfree weighted radial basis collocation method associated with the
Newton’s iteration method is introduced to solve the nonlinear inverse Helmholtz problems for
identifying the parameter. All the measurement data can be included in the least-squares solution,
which can avoid the iteration calculations for comparing the solutions with part of the measurement
data in the Galerkin-based methods. Appropriate weights are imposed on the boundary conditions
and measurement conditions to balance the errors, which leads to the high accuracy and optimal
convergence for solving the inverse problems. Moreover, it is quite easy to extend the solution process
of the one-dimensional inverse problem to high-dimensional inverse problem. Nonlinear numerical
examples include one-, two- and three-dimensional inverse Helmholtz problems of constant and
varying parameter identification in regular and irregular domains and show the high accuracy and
exponential convergence of the presented method.
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1. Introduction

The Helmholtz equation can represent many physical and engineering problems,
such as structural vibration [1], wave scattering [2], acoustics [3], electromagnetic problem
and heat conduction [4], etc. However, in many engineering applications, the physical
parameters are unknown or the boundary conditions are incomplete due to some technical
difficulties associated with data acquisition. Therefore, studying the inverse Helmholtz
problems has attracted much attention in the past decades, which includes the parameter
inversion problems with unknown wave numbers, boundary inversion problems with
unknown boundary conditions, and so on.

Many numerical methods have been proposed for the inverse Helmholtz problems; for
example, the finite difference method (FDM) [5] and finite element method (FEM) [6]. FDM
is very convenient for solving problems with regular boundaries, but it is hard to deal with
irregular regions. FEM can handle the problems of complex geometry. However, the high
gradients between the elements are not continuous, which affect the accuracy of the high
gradients; remeshing is required for solving the nonlinear problems, which reduces the
efficiency. Moreover, Onishi et al. [7] noticed that the FEM solution for the inverse Cauchy
problem cannot converge. After that, meshfree methods became a kind of popular method,
since the mesh distortion and remeshing can be avoided. In addition, meshfree methods
can achieve high accuracy and convergence to solve general scientific and engineering
problems. Typical meshfree methods include the element free Galerkin method (EFGM) [8],
reproduced kernel particle method (RKPM) [9], finite point method (FPM) [10], point
interpolation method (PIM) [11], radial basis collocation method (RBCM) [12], stabilized
collocation method [13,14], etc.
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Among many meshfree methods, RBCM, which is based on the radial basis functions
(RBFs) approximation and strong form collocation, has attracted special attention because
of its high accuracy and simple implementation [15–17]. Dehghan and Shokri [18] utilized
the RBFs with a collocation method for solving a one-dimensional wave equation with an
integral condition, which demonstrated that the accuracy of this method is superior to the
FDM. Further, Wang et al. [19] investigated the stability, dispersion and eigenvalue analysis
of RBCM in detail for one to three-dimensional wave propagation. Moreover, RBCM has
been reported to perform well in the boundary value problems [20–23], incompressible
elasticity [24], fluid–structure interaction [25], composite materials [26–30], heat transfer
problem [31], fracture problems [32], etc.

For solving the Helmholtz problems, Hon and Chen [33] employed the boundary
knot method (BKM) for the 2D and 3D Helmholtz problems under complicated domains
with irregular boundaries. Marin and Lesnic [34,35] applied the method of fundamental
solutions (MFS) to the Cauchy problem associated with Helmholtz-type equations. For the
inverse Helmholtz problems, Jin and Zheng [36] proposed an efficient and stable numerical
scheme based on the method of fundamental solutions to solve the inverse problems
associated with the Helmholtz equations. Hon and Wei [37] developed the fundamental
solution based on the RBFs to solve the inverse heat conduction problem. In addition,
Shojaei et al. [38–40] used the fundamental solution based on EBFs to solve the Helmholtz-
type problems. Based on the RBFs approximation and the method of particular solutions,
Li et al. [41] solved the nonhomogeneous backward heat conduction problems. Yu et al. [42]
improved the regularization method for the ill-posed backward heat conduction problem
in the eigenvalue analysis. Most of the aforementioned methods for the direct or inverse
Helmholtz problems are based on the fundamental solutions, which are hard to be acquired
for the complex problems. Moreover, nonlinear analysis is always a difficult part for the
analysis of Helmholtz problems.

In this paper, a weighted radial basis collocation method (WRBCM) [20,43–45], which
has been well applied for the boundary value problems [20] and inverse wave propagation
problems [43–45], is introduced for the nonlinear inverse Helmholtz problems of wave
number identification. For the first time, appropriate weights that should be imposed on the
boundary conditions and measurement conditions are derived for the inverse Helmholtz
problems. Error analysis and convergence studies demonstrated in the numerical examples
demonstrate the good accuracy and optimal convergence of the presented method.

2. Approximation of Radial Basis Functions

For the approximation, consider a closed problem domain Ω, which is discretized
by a group of source points (x1, x2, · · · , xNs), where Ns is the number of source points. A
function u(x) defined in this problem domain can be approximated by the radial basis
function (RBF) approximation, as follows

u(x) ≈ ũ(x) =
Ns

∑
I=1

ϕI(x)dI (1)

where ũ(x) is the approximation function, ϕI(x) is the utilized RBF, and dI is the node coefficient.
RBFs represent a group of functions where the function values are only depending on the
radial distance. One of the most popular RBFs is called the Multiquadric (MQ) RBF, which
was proposed by Hardy [46,47], and it can be expressed as

ϕI(x) =
(

rI
2 + c2

)ξ− 3
2 , ξ = 1, 2, 3, . . . (2)

where rI =|x − xI | denotes the Euclidean distance between collocation point x and source
point xI , c is the shape parameter controlling the shape of the function, and ξ is the
parameter representing different forms of the MQ function. When ξ = 1, 2, 3, the RBF is

106



Mathematics 2023, 11, 662

called the reciprocal (or inverse) MQ RBF, linear MQ RBF and cubic MQ RBF, respectively.
Another representative RBF proposed by Krige [48] is called the Gaussian RBF as follows

ϕI(x) = exp
(
− rI

2

c2

)
(3)

In comparison, the Gaussian RBF is more local than MQs, for which it works better for
the problems with locality properties.

In this work, the reciprocal MQ is employed for the approximation. To evaluate the
convergence property, Madych and Nelson [49] provided the error estimate for MQs as∣∣∣∣∣∣u − ũ

∣∣∣∣∣∣L∞(Ω) ≤ Cηc/h
∣∣∣∣∣∣u∣∣∣∣∣∣

l
(4)

Here, C is a generic constant, h is the characteristic nodal distance, η ∈ (0, 1) is a real
number independent of c and h, and ||u||l is the induced form defined in [49].

3. Formulations for the Inverse Helmholtz Problem of Identifying Parameter

3.1. Discretization of the Governing Equation as Well as Boundary Conditions and
Known Conditions

The governing equation for the inverse Helmholtz problem of unknown parameter
can be expressed as

Δu(x) + k(x)u(x) = f (x), x ∈ Ω (5)

with the boundary conditions

Bhu(x) = h(x), x ∈ Γh (6)

Bgu(x) = g(x), x ∈ Γg (7)

and the known conditions obtained from measurement data

Au(x) = b(x), x ∈ Π (8)

where Ω, Γh and Γg define the problem domain, Neumann boundary and Dirichlet bound-
ary, respectively, and Ω ∪ Γg ∪ Γh = Ω. Π is a subdomain with known conditions from the
measurement data, and Π ∈ Ω. Δ is the Laplace operator in Ω. Bg is the spatial boundary
operator on Γg. Bh is the spatial boundary operator on Γh. A is the spatial differential
operator in Π. Furthermore, u is the problem unknown, k presents the unknown param-
eter, which denotes the wave number, and f is the source term. The known terms of the
Neumann and Dirichlet boundary conditions are represented by h and g, respectively. The
known term of the measurement data is denoted by b.

The approximated function denoted as ũ ≈ u and approximated parameter denoted
as k̃ ≈ k take the following form

u ≈ ũ = ΦT(x)d (9)

k(x) ≈ k̃(x) = ΦT(x)
¯
d (10)

where
ΦT(x) = [ϕ1, ϕ2, · · · , ϕNs ] (11)

d = [d1, d2, · · · , dNs ]
T (12)

¯
d =

[
d1, d2, · · · , dNs

]T
(13)
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Substituting the approximations (9) and (10) into Equations (5)–(8)renders

ΔΦT(x)d + ΦT(x)
¯
dΦT(x)d = f (x), x ∈ Ω (14)

BhΦT(x)d = h(x), x ∈ Γh (15)

BgΦT(x)d = g(x), x ∈ Γg (16)

AΦT(x)d = b(x), x ∈ Π (17)

Let {pI}
Np
I=1 ⊆ Ω, {qI}

Nq
I=1 ⊆ Γh, {rI}Nr

I=1 ⊆ Γg and {aI}Na
I=1 ⊆ Π be the collocation

points in the domain Ω, on Neumann boundary Γh, on Dirichlet boundary Γg and in
the subdomain with known conditions Π, respectively. Here Np, Nq, Nr and Na are the
correspondent numbers of collocation points. The total number of collocation points is
Nc = Np + Nq + Nr + Na. Evaluating the strong form Equations (14)–(17) at the collocation
points in the problem domain, on the boundaries and in the subdomain associated with
measurement data, we can obtain

ΔΦT(p)d + ΦT(p)
¯
dΦT(p)d = f (p), p ∈ Ω (18)

BhΦT(q)d = h(q), q ∈ Γh (19)

BgΦT(r)d = g(r), r ∈ Γg (20)

AΦT(a)d = b(a), a ∈ Π (21)

For solving the nonlinear Equation (18), the Newton’s iteration method can be em-
ployed for the iterative solutions. For Equations (18)–(21), Newton’s iteration equation is
given as

Jn
(

Dn+1 − Dn
)
= Fn (22)

where
Jn = [Jn

1 , Jn
2 , Jn

3 , Jn
4 ]

T (23)

Jn
1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ΔΦT(p1) + ΦT(p1)
¯
d

n

ΦT(p1) ΦT(p1)
(
ΦT(p1)d

n)
ΔΦT(p2) + ΦT(p2)

¯
d

n

ΦT(p2) ΦT(p2)
(
ΦT(p2)d

n)
...

...

ΔΦT
(

pNp

)
+ ΦT

(
pNp

)¯
d

n

ΦT
(

pNp

)
ΦT

(
pNp

)(
ΦT

(
pNp

)
dn

)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

Jn
2 =

⎡⎢⎢⎢⎢⎣
BhΦT(q1) 0

BhΦT(q2) 0
...

...
BhΦT

(
qNq

)
0

], Jn
3 =

⎡⎢⎢⎢⎣
BgΦT(r1) 0

BgΦT(r2) 0
...

...
BgΦT(rNr ) 0

⎤⎥⎥⎥⎦, Jn
4 =

⎡⎢⎢⎢⎣
AΦT(a1) 0

AΦT(a2) 0
...

...
AΦT(aNa) 0

⎤⎥⎥⎥⎦

(24)

Dn+1 =
[
dn+1

1 , dn+1
2 , · · · , dn+1

Ns
, d

n+1
1 , d

n+1
2 , · · · , d

n+1
Ns

]T
(25)

Fn = [−Fn
1 ,−Fn

2 ,−Fn
3 ,−Fn

4 ]
T (26)
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Fn
1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ΔΦT(p1)d
n + ΦT(p1)

¯
d

n(
ΦT(p1)d

n)− f (p1)

ΔΦT(p2)d
n + ΦT(p2)

¯
d

n(
ΦT(p2)d

n)− f (p2)
...

ΔΦT
(

pNp

)
dn + ΦT

(
pNp

)¯
d

n(
ΦT

(
pNp

)
dn

)
− f

(
pNp

)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Fn

2 =

⎡⎢⎢⎢⎢⎣
BhΦT(q1)d

n − h(q1)
BhΦT(q2)d

n − h(q2)
...

BhΦT
(

qNq

)
dn − h

(
qNq

)
⎤⎥⎥⎥⎥⎦,

Fn
3 =

⎡⎢⎢⎢⎣
BgΦT(r1)d

n − g(r1)
BgΦT(r2)d

n − g(r2)
...

BgΦT(rNr )d
n − g(rNr )

⎤⎥⎥⎥⎦, Fn
4 =

⎡⎢⎢⎢⎣
AΦT(a1)d

n − b(a1)
AΦT(a2)d

n − b(a2)
...

AΦT(aNa)d
n − b(aNa)

⎤⎥⎥⎥⎦

(27)

Here, Dn is a column vector of 2Ns × 1, Fn = F(Dn) is a column vector of Nc × 1,
Jn = J(Dn) is a column vector of Nc × (2Ns) and Nc = Np + Nq + Nr + Na. According to
Equation (22), the unknown coefficients in the n + 1 time step can be achieved based on the
solutions of n time step as below

Dn+1 = Jn\Fn + Dn (28)

in which \ denoted the left division. Given an initial guess D0, we can obtain D1, D2, · · · , Dn+1

according to Equation (28), until the error ‖Dn+1 − Dn‖2 is less than the given error bound.

3.2. Least-Squares Solution

The collocation method is equivalent to the least-squares method with integration
quadratures [20]. The least-squares method is to seek the solution ũ ∈ U, where U is the
admissible space spanned by the RBFs, such that

E
(

~
u
)
= min

v∈U
E(v) (29)

where

v =

[
ũ
k̃

]
(30)

The least-squares functional E(v) is denoted as

E(v) = 1
2

∫
Ω(Lv − f)T(Lv − f)dΩ + 1

2

∫
Γh

(
Bhv − h

)T(
Bhv − h

)
dΓ

+ 1
2

∫
Γg
(Bgv − h)T(Bgv − h)dΓ + 1

2

∫
Π(Av − b)T(Av − b)dΠ

(31)

and

E
(
vn+1) = 1

2

∫
Ω

(
Lvn+1 −

¯
f

n+1)T(
Lvn+1 −

¯
f

n+1)
dΩ + 1

2

∫
Γh

(
Bhvn+1 − h

)T(
Bhvn+1 − h

)
dΓ

+ 1
2

∫
Γg

(
Bgvn+1 − h

)T(
Bgvn+1 − h

)
dΓ + 1

2

∫
Π

(
Avn+1 − b

)T(
Avn+1 − b

)
dΠ

(32)

in which

L =
[
Δ u

]
, Bh =

[
Bh

0

]
, Bg =

[
Bg

0

]
, A =

[
A
0

]
, (33)

Lvn+1 =
[
Δ + kn un][un+1

kn+1

]
,

¯
f

n+1

= f + un(kn)T (34)

Define a norm
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‖vn+1‖H =
(
‖Lvn+1‖2

0,Ω + ‖vn+1‖2
1,Ω + ‖Bhvn+1‖2

0,Γh
+ ‖Bgvn+1‖2

0,Γg
+ ‖Avn+1‖2

0,Π

) 1
2

(35)

By using the Lax-Milgram lemma [50], we can achieve the error estimate as follows

‖un+1 − ~
u

n+1‖H ≤ C inf
v∈U

‖un+1 − vn+1‖H

≤ C1‖Lvn+1 −
¯
f‖0,Ω + C2‖un+1 − vn+1‖1,Ω + C3‖Bhvn+1 − h‖0,Γh

+ C4‖Bgvn+1 − g‖0,Γg
+ C5‖Avn+1 − b‖0,Π

(36)

In the inverse Helmholtz problem, Bh = ∂
∂n , Bg = 1, A = 1, where n denotes the outer

normal of the boundary, and we have the following error estimate

‖un+1 − ũn+1‖H ≤ C1‖C11Δ
(
un+1 − vn+1)+ C12

(
un+1 − vn+1)‖0,Ω + C2‖ ∂un+1

∂n − ∂vn+1

∂n ‖0,Γh
+ C3‖

(
un+1 − vn+1)‖0,Γg

≤ +C4‖un+1 − vn+1‖0,Π + C5‖un+1 − vn+1‖2,Ω + C6‖un+1 − vn+1‖0,Ω
+ C2‖ ∂un+1

∂n − ∂vn+1

∂n ‖0,Γh
+ C3‖

(
un+1 − vn+1)‖0,Γg

+ C4‖un+1 − vn+1‖0,Π

:= EΩ + EΓh + EΓg + EΠ

(37)

Since the errors are not balanced in the domain as well as the subdomain and on the
boundaries, some weights should be introduced on the boundary and known measurement
conditions. The weighted least-squares functional can be expressed by

Ẽ
(
vn+1) = 1

2

∫
Ω

(
Lvn+1 −

¯
f

)T(
Lvn+1 −

¯
f

)
dΩ + wh

2

∫
Γh

(
Bhvn+1 − h

)T(
Bhvn+1 − h

)
dΓ

+ wg

2

∫
Γg

(
Bgvn+1 − h

)T(
Bgvn+1 − h

)
dΓ + wa

2

∫
Π

(
Avn+1 − b

)T(
Avn+1 − b

)
dΠ

(38)

To seek an optimal solution
~
u satisfying

Ẽ
(

~
u

n+1
)
= min

v∈U
Ẽ
(

vn+1
)

(39)

Accordingly, a modified norm should be considered

‖vn+1‖B =
(
‖Lvn+1‖2

0,Ω + ‖vn+1‖2
1,Ω + wh‖Bhvn+1‖2

0,Γh + wg‖Bgvn+1‖2
0,Γg + wa‖Avn+1‖2

0,Π

) 1
2

(40)

A corresponding error estimate is given as

‖un+1 − ~
u

n+1‖B ≤ C̃ inf
v∈U

‖un+1 − vn+1‖B

≤ C̃1‖Lvn+1 −
¯
f‖0,Ω + C̃2‖un+1 − vn+1‖1,Ω + C̃3

√
wh‖Bhvn+1 − h‖0,Γh

+ C̃4
√

wg‖Bgvn+1 − g‖0,Γg
+ C̃5

√
wa‖Avn+1 − b‖0,Π

(41)
For the inverse Helmholtz problem, we can obtain the following error estimate

‖un+1 − ũn+1‖B ≤
�
C1‖un+1 − vn+1‖2,Ω +

�
C2‖un+1 − vn+1‖0,Ω +

�
C3

√
wh‖ ∂un+1

∂n − ∂vn+1

∂n ‖0,Γh

+
�
C4

√
wg‖(un+1 − vn+1)‖0,Γg

+
�
C5

√
wa‖un+1 − vn+1‖0,Π

(42)

There exist the following inverse inequalities [50]

‖η‖k,Ω ≤ CNk−l
s ‖η‖l,Ω, k > l ∀η ∈ U (43)
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‖ ∂η

∂n
‖

0,Γh
≤ C‖η‖2,Ω , ∀η ∈ U (44)

‖η‖0,Γg ≤ C‖η‖1,Ω , ∀η ∈ U (45)

Then, we achieve

‖un+1 − ũn+1‖B ≤ Ĉ1Ns‖un+1 − vn+1‖1,Ω + Ĉ2Ns
√

wh‖un+1 − vn+1‖1,Ω
+ Ĉ3

√
wg‖un+1 − vn+1‖1,Ω + Ĉ4

√
wa‖un+1 − vn+1‖1,Ω

(46)

According to Equation (46), to minimize the weighted functional in Equation (38) for
balancing errors, the following weights should be introduced√

wh ≈ O(1) ,
√

wg ≈ √
wa ≈ O(Ns) (47)

Introducing the approximations in Equations (9) and (10) into Equation (31), the
discrete form of Equation (31) can be written as

E
(
Dn+1) = 1

2

Np

∑
I=1

(
LΦT(pI)D

n+1 −
¯
f

n+1)T(
LΦT(pI)D

n+1 −
¯
f

n+1)

+ 1
2

Nq

∑
I=1

(
BhΦT(qI)D

n+1 − h
)T(

BhΦT(qI)D
n+1 − h

)
+ 1

2

Nr
∑

I=1

(
BgΦT(rI)D

n+1 − g
)T(

BgΦT(rI)D
n+1 − g

)
+ 1

2

Na
∑

I=1

(
AΦT(rI)D

n+1 − b
)T(

AΦT(rI)D
n+1 − b

)
(48)

By imposing the corresponding weights on the boundary and known conditions, the
corresponding discrete form of Equation (38)

Ẽ
(
Dn+1) = 1

2

Np

∑
I=1

(
LΦT(pI)D

n+1 −
¯
f

n+1)T(
LΦT(pI)D

n+1 −
¯
f

n+1)

+ wh

2

Nq

∑
I=1

(
BhΦT(qI)D

n+1 − h
)T(

BhΦT(qI)D
n+1 − h

)
+ wg

2

Nr
∑

I=1

(
BgΦT(rI)D

n+1 − g
)T(

BgΦT(rI)D
n+1 − g

)
+ wa

2

Na
∑

I=1

(
AΦT(rI)D

n+1 − b
)T(

AΦT(rI)D
n+1 − b

)
(49)

Minimization Ẽ(a) in Equation (49) gives the following weighted discrete linear equations⎡⎢⎢⎣
Jn

1√
whJn

2√
wgJn

3√
waJn

4

⎤⎥⎥⎦(
Dn+1 − Dn

)
=

⎡⎢⎢⎣
Fn

1√
whFn

2√
wgFn

3√
waFn

4

⎤⎥⎥⎦ (50)

4. Numerical Solutions of Some Representative Examples

4.1. One-Dimensional Inverse Helmholtz Problem of Constant Parameter Identification

Consider a one-dimensional (1D) Helmholtz equation of identifying the wave number
as follows

∂u2(x)
∂x2 + ku(x) = 0, 0 < x < 1 (51)

u = 0, x = 0 ; u = 1, x = 1 (52)
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and an additional known condition is given as

u(0.5) = sin 1/ sin 2 (53)

where k is an unknown wave number. The analytical solutions are u(x) = sin 2x/ sin 2,
k = 4.

Figure 1 presents the influence of shape parameter c on accuracy and stability when
Ns = 31. The blue dotted line represents the L2 norm of u , and the red dot dash line
represents the condition number of the stiffness matrix. It can be observed that with the
increase in the shape parameter, the accuracy increases obviously at the beginning and
gradually reaches the peak. However, the condition number of the stiffness matrix is
always increasing with the growth of the shape parameter, which means that the stability
is decreasing. Therefore, the criterion for selecting the optimal shape parameter is to
increase the accuracy as much as possible until the condition number of the stiffness matrix
dramatically affects the solution. The optimal shape parameter can be selected at the
intersection of the two lines displayed in Figure 1. The value of shape parameter c is
chosen to be 1.1, 0.8 and 0.65, which corresponds to Ns = 11, 21 and 31, respectively.
Figures 2 and 3 present the solution u(x) and the corresponding error u − ũ as well as the
convergence of WRBCM in the 1D parameter identification inverse Helmholtz problem
under different discretizations, which demonstrate the good accuracy and exponential
convergence of the proposed method. The weights imposed on the Dirichlet boundary and
measurement conditions are

√
wg ≈ √

wa ≈ 10 which agree well with the mathematical
derivation presented in Equation (47). Figure 4 shows that the corresponding error of
WRBCM after adding weights on the boundary is much lower than RBCM. The iteration
processes of wave number k are shown in Figure 5, in which the error bound is set to
be 10−10. The results demonstrate that the iteration solutions converge quite fast. The
convergence of the wave number is displayed in Figure 6, which indicates that the solutions
of the identified parameter can also achieve exponential convergence. Convergence studies
presented in Figures 3 and 6 demonstrate that the proposed WRBCM can acquire optimal
convergences for both the unknown and parameter solutions in the 1D inverse Helmholtz
problem. Since WRBCM is a global method, it can be observed from Figure 7 that the
condition number of the stiffness matrix will increase with the refinement of the discrete
points.

 
Figure 1. Variation of accuracy and condition number of the stiffness matrix with shape parameter c
when Ns = 31.
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(a) (b) 

Figure 2. Solution and corresponding error for the 1D constant parameter identification problem:
(a) solution; (b) corresponding error.

Figure 3. Convergence of the solutions for the 1D constant parameter identification problem.

Figure 4. Solution comparison between RBCM and WRBCM for the 1D constant parameter identifi-
cation problem.
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Figure 5. Variation of wave number k with iteration steps for the 1D constant parameter identifica-
tion problem.

Figure 6. Convergence of wave number for the 1D constant parameter identification problem.

Figure 7. Condition number of stiffness matrix for the 1D constant parameter identification problem.
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4.2. Two-Dimensional Inverse Helmholtz Problem of Constant Parameter Identification in
Irregular Geometry

In this example, we study a two-dimensional (2D) inverse Helmholtz problem in
irregular domain, as shown in Figure 8.

Figure 8. Configuration of 2D irregular geometry [33].

The governing equation and boundary conditions are given as follows

∂2u
∂x2 +

∂2u
∂y2 + k2u = 0, in Ω (54)

∂u
∂x

= cos(x) sin(y), on x = 0, y ∈ [0, 8] (55)

∂u
∂y

= sin(x) cos(y), on y = 0, x ∈ [0, 8] (56)

u(x, y) = sin(x) sin(y), on Γg (57)

where Γg =
11∪

i=1
Γg

i and

Γg
1 = {x = 8, y ∈ [0, 7]} , Γg

2 = {y = 8, x ∈ [0, 3] ∪ [5, 7]} , Γg
3 = {x = 7, y ∈ [7, 8]} ,

Γg
4 = {y = 7, x ∈ [7, 8]} , Γg

5 = {1.3x + y − 11.9 = 0, x ∈ [3, 4], y ∈ [6.7, 8]} ,

Γg
6 = {1.3x − y + 1.5 = 0, x ∈ [4, 5], y ∈ [6.7, 8]} , Γg

7 =

{
(x−4)2

4 + (y − 4)2 = 1, x ∈ [2, 6], y ∈ [3, 5]
}

Γg
8 = {x = 1, y ∈ [1, 2]} , Γg

9 = {x = 2, y ∈ [1, 2]} , Γg
10 = {y = 1, x ∈ [1, 2]} , Γg

11 = {y = 2, x ∈ [1, 2]}

(58)

An additional known condition is presented as

u(x, 4) = sin(x) sin(4), on Π (59)
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where Π = {y = 4, x ∈ [0, 2] ∪ [6, 8]}. The analytical solution is u(x, y) = sin(x) sin(y) and
the wave number that needs to be determined is k =

√
2. The error bound is set to be

10−10 for the iteration solutions. The weights imposed on the Dirichlet and measurement
boundary conditions for this example are

√
wg ≈ √

wa ≈ 100, and for the Neumann
boundary condition is

√
wh ≈ 1. The value of the shape parameter c is chosen to be 4, 2.2,

2 for the three discretization schemes, respectively.
Figures 9 and 10 display the solutions of u as well as its corresponding errors and the

boundary errors under the discretization of Ns = 11 × 11, 21 × 21 and 31 × 31, respectively.
The errors are decreasing with refinement, which demonstrate that the proposed method
can converge well in this inverse problem of the irregular domain. This is also illustrated
in Figure 11, where the solutions converge exponentially. Figure 12 shows the iteration
process of the unknown wave number, which indicates that this method can converge for
the identification very quickly. The convergence of the identified wave number is exhibited
in Figure 13. The solutions show that the exponential convergence can also be obtained for
the unknown wave number identification. Figure 14 presents the condition number under
different discretizations, where the condition number increases with the decrease in the
node distance.

 
(a) 

(b) 

Figure 9. Cont.
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(c) 

Figure 9. Solution and corresponding error for the 2D constant parameter identification problem in ir-
regular geometry under different discretizations: (a) Ns = 11× 11; (b) Ns = 21× 21 ; (c) Ns = 31 × 31.

 
(a) (b) 

 
(c) (d) 

Figure 10. Boundary solutions for the 2D constant parameter identification problem in irregular
geometry: (a) x = 0; (b) x = 8; (c) y = 0; (d) y = 8.
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Figure 11. Convergence of the solutions for the 2D constant parameter identification problem in
irregular geometry.

Figure 12. Variation of wave number k with iteration steps for the 2D constant parameter identification
problem in irregular geometry.

4.3. Two-Dimensional Inverse Helmholtz Problem of Parameter Identification

After studying two examples of constant parameter identification, we further investi-
gate a 2D inverse Helmholtz problem for identifying the varying parameter. The governing
equation associated with boundary conditions can be expressed by

− Δu(x, y) + k(x, y)u(x, y) = 2 sin x cos y +
x2 sin x cos y

2
, in Ω, (60)

u(x, y) = 0, on Γg (61)

The given known condition is

u(x, 0) = sin x, on Π (62)
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The problem domain is Ω = [0,π]× [−π
2 , π2

]
. Γg = ∂Ω denotes the Dirichlet boundary

and Π = {y = 0, x ∈ [0,π]} represents the subdomain for the measurement condition. The
analytical solution for this problem is u(x, y) = sin x cos y, and the parameter that needs to
be recognized is given as k(x, y) = x2/2. The weights imposed on the boundary conditions
are

√
wg ≈ √

wa ≈ 100. The value of shape parameter c is chosen to be 3, 1.3, 0.85 for the
three discretizations, respectively.

The numerical solutions for u and k are presented in Figures 15–17, which demonstrate
that the WRBCM can also achieve a high accuracy for solving the inverse Helmholtz
problem of the varying parameter identification. The convergence studies for u and k are
exhibited in Figures 18 and 19, respectively. These indicate that for the varying parameter
identification problem, the WRBCM can also acquire the exponential convergence for both
the solutions and the identified parameter. The condition number of the stiffness matrix is
shown in Figure 20, and a similar conclusion can be achieved, as in example 1 and 2.

Figure 13. Convergence of wave number for the 2D constant parameter identification problem in
irregular geometry.

Figure 14. Condition number of stiffness matrix for the 2D constant parameter identification problem
in irregular geometry.
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Figure 15. Solution and corresponding error for the 2D varying parameter identification problem.

 

 

Figure 16. Boundary solutions for the 2D varying parameter identification problem.

Figure 17. Solution and corresponding error of wave number k for the 2D varying parameter
identification problem.
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Figure 18. Convergence of the solutions for the 2D varying parameter identification problem.

Figure 19. Convergence of wave number for the 2D varying parameter identification problem.

Figure 20. Condition number of stiffness matrix for the 2D varying parameter identification problem.
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4.4. Three-Dimensional Inverse Helmholtz Problem of Parameter Identification in Cubic Domain

Next, a three-dimensional (3D) inverse Helmholtz problem of varying parameter
identification in cubic domain is studied. The governing equation is described by

∂2u
∂x2 +

∂2u
∂y2 +

∂2u
∂z2 + k(x, y, z)u =

(
x2 + y/2 + z

)
(sin x + sin y + sin z), in Ω (63)

u(x, y, z) = sin(x) + sin(y) + sin(z), on Γg (64)

The measurement condition on a plane is expressed as

u(0.5, y, z) = sin(0.5) + sin(y) + sin(z), in Π (65)

where Ω = [0, 1] × [0, 1] × [0, 1], Γg = ∂Ω and Π = {x = 0.5, y ∈ [0, 1], z ∈ [0, 1]}. The
analytical solution and the identified parameter are given by

u(x, y, z) = sin(x) + sin(y) + sin(z)
k(x, y, z) = x2 + 1

2 y + z + 1
(66)

The weights for the boundary conditions are selected as
√

wg ≈ √
wa ≈ 100, and the

shape parameter is 3.3, 2.5, 1.7 for the three different discretizations, respectively.
Since the shape functions of RBFs are only depending on the radial distance from the

origin, it is quite easy and straightforward to extend 1D problems to 2D and 3D problems.
Once again, high accuracy can be obtained for solving the problem unknowns u and k, as
shown in Figures 21 and 22, and exponential convergence can also be obtained for this
3D problem in cubic domain, as presented in Figures 23–25 indicates that the WRBCM
possesses high accuracy on the boundaries when proper weights are imposed on the
boundary conditions during the solutions. Figure 26 presents the condition number of
stiffness matrix for the 3D inverse problem. Once again, the refinement of the discretization
increases the condition number, which has a negative effect on the stability.

 
(a) 

(b) 

Figure 21. Cont.
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(c) 

Figure 21. Solution and corresponding error for the 3D parameter identification problem in cubic
domain under different discretizations: (a) Ns = 7 × 7 × 7; (b) Ns = 9 × 9 × 9; (c) Ns = 11 × 11 × 11.

 
(a) 

 

(b) 

 

(c) 

Figure 22. Solution of wave number k for the 3D parameter identification problem in cubic domain
under different discretizations: (a) Ns = 7 × 7 × 7; (b) Ns = 9 × 9 × 9; (c) Ns = 11 × 11 × 11.
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Figure 23. Convergence of the solutions for the 3D parameter identification problem in cubic domain.

Figure 24. Convergence of wave number for the 3D parameter identification problem in cubic domain.

4.5. Three-Dimensional Inverse Helmholtz Problem of Parameter Identification in
Spherical Domain

We further consider another three-dimensional inverse Helmholtz problem of the
parameter identification in spherical domain. The governing equation and boundary
conditions are given as

∂2u
∂x2 +

∂2u
∂y2 +

∂2u
∂z2 + k(x, y, z)u =

(
1
2

x + y2 − z
)

sin(x) cos(y) cos(z), in Ω (67)
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u(x, y, z) = sin(x) cos(y) cos(z), on Γg (68)

where Ω =
{

x2 + y2 + z2 < 1, x ∈ (−1, 1), y ∈ (−1, 1), z ∈ (−1, 1)
}

, and
Γg =

{
x2 + y2 + z2 = 1, x ∈ [−1, 1], y ∈ [−1, 1], z ∈ [−1, 1]

}
. The measurement condition

is given, as follows
u(x, 0, z) = sin(x) cos(z), on Π (69)

The analytical solution is expressed by

u(x, y, z) = sin(x) cos(y) cos(z) (70)

and the wave number that needs to be identified is

k(x, y, z) =
1
2

x + y2 − z + 3 (71)

Further, the weights imposed on the boundary conditions are provided as√
wg ≈ √

wa ≈ 100. The shape parameter is 2.5, 2 and 1.5, respectively.

  
(a) 

  
(b) 

  
(c) 

Figure 25. Errors of boundary solutions for the 3D parameter identification problem in cubic domain
under different discretizations: (a) Ns = 7 × 7 × 7; (b) Ns = 9 × 9 × 9; (c) Ns = 11 × 11 × 11.
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Figure 26. Condition number of stiffness matrix for the 3D parameter identification problem in
cubic domain.

The numerical solutions and boundary solutions of u are displayed in Figures 27 and 28,
and the solutions of k are presented in Figure 29. The results state that the WRBCM can
obtain a high accuracy not only for the solution of the problem unknown u but also for the
solution of the identified parameter k. Moreover, high accuracy can also be achieved on
the boundaries by imposing the appropriate weights. The convergence studies of u and k
are shown in Figures 30 and 31, which indicate that both solutions of u and k can receive
exponential convergence. These results demonstrate that the WRBCM is a very good
candidate for solving the nonlinear inverse Helmholtz problem of parameter identifications.
Figure 32 displays the condition number for the 3D inverse problem in a spherical domain,
and the condition number also follows the rules presented in the former examples.

 
(a) 

Figure 27. Cont.
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(b) 

 
(c) 

Figure 27. Solution and corresponding error at y = 0 for the 3D parameter identification prob-
lem in spherical domain under different discretizations: (a) Ns = 7 × 7 × 7; (b) Ns = 9 × 9 × 9;
(c) Ns = 11 × 11 × 11.

  
(a) 

Figure 28. Cont.
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(b) 

  
(c) 

Figure 28. Boundary solution for the 3D parameter identification problem in spherical domain under
different discretizations: (a) Ns = 7 × 7 × 7; (b) Ns = 9 × 9 × 9; (c) Ns = 11 × 11 × 11.

 
(a) 

Figure 29. Cont.
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(b) 

 
(c) 

Figure 29. Solution and corresponding error of wave number k for the 3D parameter identification
problem in spherical domain under different discretizations: (a) Ns = 7 × 7 × 7; (b) Ns = 9 × 9 × 9;
(c) Ns = 11 × 11 × 11.

Figure 30. Convergence of the solutions for the 3D parameter identification problem in spherical domain.
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Figure 31. Convergence of wave number for the 3D parameter identification problem in spherical domain.

Figure 32. Condition number of stiffness matrix for the 3D parameter identification problem in
spherical domain.

5. Conclusions

In this paper, a strong form weighted radial basis collocation method (WRBCM) com-
bined with Newton’s iteration method is proposed to solve the nonlinear inverse Helmholtz
problems of parameter identification. The radial basis collocation method (RBCM) using
MQ-RBF possesses exponential convergence. Proper weights that should be imposed on
the Neumann and Dirichlet boundary conditions as well as measurement conditions for
achieving high accuracy and optimal convergence are mathematically derived. In the
numerical examples, we investigate the influences of shape parameter on the accuracy and
stability. Choosing an appropriate shape parameter can balance the solution accuracy and
the condition number of the stiffness matrix, which affect the stability of the numerical
solution. WRBCM is compared with the traditional RBCM in accuracy, and the solutions
indicate that by adding proper weights on the boundary, the solution accuracy can be
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significantly improved. Numerical examples demonstrate that the proposed WRBCM can
work well for 1D, 2D and 3D problems, and also has good performances on the inverse
problem in both regular and irregular domains. We will extend this method for solving the
inverse Helmholtz problems of other types, for example, boundary identification or source
identification, etc., in the future work.
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Abstract: A study of hybrid-nanofluid flow induced by the uniform rotation of a circular porous
disk is presented for the purpose of facilitating the heat transfer rate. The Hall and Ohmic heating
effects resulting from an applied magnetic field and the source of heat generation/absorption are also
considered to see their impact on flow behavior and enhancing the heat transfer rate. The physical
problem under the given configuration is reduced to a set of nonlinear partial differential equations
using the conservation laws. Similarity transformations are adopted to obtain a system of ordinary
differential equations which are further solved using the Shooting Method. Results are presented
via graphs and tables thereby analyzing the heat transfer mechanism against different variations
of physical parameters. Outcomes indicate that the wall suction plays a vital role in determining
the behavior of different parameters on the velocity components. It is notable that the wall suction
results in a considerable reduction in all the velocity components. The enhanced Hartman number
yields a growth in the radial velocity and a decay in the axial velocity. Moreover, consequences of all
parametric effects on the temperature largely depend upon the heat generation/absorption.

Keywords: magnetohydrodynamics; porous disk; hall currents; ohmic heating; heat generation; wall
suction; shooting method

MSC: 35Qxx; 65Nxx; 49M37; 74A15; 35Q30

1. Introduction

The poor thermal characteristics of orthodox fluids have been a concern for engineers
for a long time. Different methods were proposed and tested to enhance the performance
of orthodox heat transfer fluids. During the last decade of the 20th century, Choi and
Eastman [1] came up with the novel idea of suspending nanometer-sized metallic particles
in the convectional fluids to enhance thermal performance of such fluids. This novelty
proved to be more than helpful in a number of ways and the solutions resulting from the
inclusion of nanoparticles in base fluids were termed as ‘nanofluids’. The nanofluids caught
the attention of researchers from all over the globe due to their unique thermophysical and
chemical properties, hence their wide-spread applications are found in different domains of
engineering. To name a few, they include biomedical engineering, domestic and industrial
cooling/heating systems, the IT and automobile industry, modern drug delivery systems,
etc., that find several applications for nanofluids. Such diverse properties and wide-spread
applications are the reasons behind the extensive research that is being carried out on
nanofluids. Some analytical and numerical studies on fluid/nanofluid flows are shown
through references [2–8].

Hybrid nanofluids are an advanced type of nanofluid obtained by mixing at least
two types of nanoparticles in a single fluid. Such mixing helps to attain unique ther-
mal/chemical properties which are difficult to obtain otherwise. Recently, the flow of
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hybrid nanofluids is being studied by many motivated researchers. Lund et al. [9] per-
formed a stability analysis of hybrid nanofluids consisting of copper-alumina nanoparticles
flowing over a shrinking surface. Sindhu et al. [10] analyzed the flow of hybrid nanofluids
through a micro channel by incorporating the shape factors of the nanoparticles. Natural
convection for hybrid nanofluids flowing through a porous medium has been investi-
gated by Izadi et al. [11]. Abbasi et al. [12] performed a thermodynamic analysis of the
electro-osmotic flow of hybrid nanofluids.

Flows produced by rotary disks are important due to their applications in many indus-
trial processes as most industrial appliances are constituted of rotating parts submerged
in fluids. Pioneering analysis presenting the modelling and analysis of such flows came
from a classical study by Von Kármán [13]. In this study, he proved that the velocity
components as well as pressure depend only upon the axial coordinate and hence similarity
transformations were used to obtain the solutions. A similar methodology was used by
several researchers to examine such flows under different flow configurations. Another
comprehensive study presenting an insight into flow over rotating disks is presented by
Brady and Durlofsky [14]. Andersson and Korte [15] studied the MHD flow of power-law
fluid whereas Turkyilmazoglu [16] and Rashidi et al. [17] analyzed the flow and the entropy
generation, respectively, of nanofluids while considering the rotary disks. Abdel-Wahed
and Emam [18] examined MHD flow considering a rotating disk with Hall effects. The
flow of nanofluids generated by a rotating porous disk was studied by Uddin et al. [19].
In another study, Turkyilmazoglu [20] analyzed the heat transfer and fluid flow due to
rotating as well as vertically moving disks. Some recent studies in this regard can be seen
through references [21,22].

Low thermal productivity of fluids is a main cause for several heat-transport mech-
anisms in engineering applications including engines, transformers, microwave tubes,
heat exchangers, oils and lubricants, etc. It is well known that the materials that have
high thermal conductivity (for example, copper, graphene, aluminum, etc.) are considered
speedy exchangers of heat. Animasaun et al. [23] presented a detailed analysis of numerous
self-similar flows emphasizing the dynamics of nanofluids, thereby listing the nanomate-
rials with high thermal conductivity for their more effective use in energy transfer. Asim
and Siddiqui [24] analyzed a comprehensive perspective on properties of fundamental
hydrothermal and heat and mass transfer of hybrid nanofluids. Heat transfer in rotating
flows is an interesting area of research where there are enormous applications in the man-
ufacturing of crystal growth, computer storage devices, thermal power generation and
gas turbine motors. The literature review suggests that not much has been said about
the hybrid nanofluid flow generated by a rotating porous disk despite having multiple
applications in engineering and medical sciences. This study aims to fill that gap. It is
well established that the contribution of hybrid nanofluids expedites the heat transfer rate,
as is evident from the literature [25–28] whereas suction/injection facilitates keeping the
temperature under control despite the heat generation. Thus, the novelty of the underlying
problem lies in the fact that it analyzes heat transfer rate from fluid to the wall and vice
versa due to the concentration of hybrid nanoparticles, suction/injection and heat gener-
ation and absorption for assisting the heat transportation. The nanoparticles consist of
copper and titanium dioxide suspended in water, whereas the Lorentz force generated by
a uniform magnetic field and its effects, i.e., the Hall and Ohmic heating is also assumed.
Heat generation/absorption is also accounted for to present a detailed insight into the
heat transfer phenomenon. Similarity transformations are adopted to reduce the nonlinear
system of PDEs to a system of ODEs. Solutions are obtained using the numerical shooting
method and results are presented in graphical and tabular form for analysis. For validation
purposes, a comparison of the reduced case of the present study with previously available
results is presented and a good agreement was noted.

The underlying article is arranged in the following prospects: Section 2 details the
mathematical equations related to flow geometry with dimensional and non-dimensional
settings whereas Section 3 briefly explains the adopted methodology for obtaining the flow
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parameters. The results and discussions are in Section 4 whilst key findings are provided
in Section 5.

2. Governing Equations

Consider the steady flow of a hybrid-nanofluid induced by a uniformly rotating disk
as shown by Figure 1. The disk is considered porous and rotating with a uniform angular
velocity ω. The cylindrical coordinate system ‘(r, Θ, z)′ has been adopted in a way that
the disk rotates in z = 0 plane and a hybrid nanofluid fills the space z ≥ 0. The hybrid-
nanofluid is composed of copper and titanium dioxide nanoparticles suspended in water.
The disk and ambient are held at constant temperatures Tw and T∞, respectively.

Figure 1. A rotating disk.

Rotation of the disk generates a 3D flow governed by the velocity field
‘V = [u(r, Θ, z), v(r, Θ, z), w(r, Θ, z)]

′
. Because of the radial symmetry, the variations in flow

are considered independent of Θ. Mathematical forms of conservation of mass, momentum
and energy for present flow configuration are given as:
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∂2T
∂r2 +

1
r

∂T
∂r

+
∂2T
∂z2

)
+

1
σhn f

J.J + δ. (5)

Here the subscript ‘hn f ’ stands for hybrid nanofluid and ρ, p, μ, Cp, k, σ
(
= J

E

)
, δ and J

denote the density, pressure, viscosity, specific heat, thermal conductivity and electric
conductivity denoting the rate of charge flow, dimensional heat generation/absorption
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and current density, respectively. Effective quantities for hybrid nanofluid are given as
follows [10–12]:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρhn f = ρTiO2 φTiO2 + (1 +
(−φCu − φTiO2

)
)ρ f + ρCuφCu,

μhn f
μ f

= (1 − (
φCu + φTiO2

)
)
−2.5,(

ρCp
)

hn f =
(
ρCp

)
CuφCu + (1 +

(−φCu − φTiO2

)
)
(
ρCp

)
f +

(
ρCp

)
TiO2

φTiO2 ,

khn f
k f

=

(
φCukCu+φTiO2

kTiO2
φCu+φTiO2

)
−2(φCu+φTiO2

)k f +2k f +2(φCukCu+φTiO2
kTiO2

)(
kCuφCu+φTiO2

kTiO2
φCu+φTiO2

)
−(φCukCu+φTiO2

kTiO2
)+k f (2+(φCu+φTiO2

))
.

(6)

Here the subscript ‘f ’ stands for the base fluid, water in this case. The thermophysical
parametric values for the nanoparticles and the base fluids considered herein are provided
by Table 1 [4,16] whereas units of ρ, k, Cp, and σ are kgm−3, Wm−1k−1, Jkg−1K−1, and
Sm−1, respectively.

Table 1. Thermo-physical properties of nanoparticles and water.

Material ρ k Cp σ

Copper 8933 401 385.0 5.96 × 107

Water 997.1 0.613 4179 0.05

Titanium
dioxide 4250 8.9538 686.2 1.0 × 10−12

The Lorentz force (F = [Fr, Fθ , Fz] = J × B) generated due to a magnetic field of the
form B = [0, 0, B0] is computed using the generalized Ohms law as follows:

J = σhn f

[
E + V × B −

(
J × B

)
ene

]
. (7)

Here e and ne denote ‘charge of electron’ and ‘number density of free electrons’. It is
relevant to mention that the free electron density determines the electrical conductivity of
metal which is inserted via Ohm’s law. This also refers to the whole solution considering
the nanofluids in general. The source of number density is a modified Ohm’s law for Hall
effects. However, an explicit expression of number density is not used here because it is
considered to be a part of a generalized Ohm’s law which is further non-dimensionalized.
The comprehensive details of the set of formulae for various materials can be seen in [29].

Moreover, E is applied to an electric field which in the present scenario is consid-
ered zero. In the absence of an electric field, for the velocity and magnetic field under
consideration, the Lorentz force takes the form:

F =

[
A1B0

2

A1
2m2 + 1

(−u + mA1v)σf ,− σf B0
2

A1
2m2 + 1

(mA1u + v), 0

]
. (8)

Here m =
B0σf
ne .e is the Hall parameter and the form of A1 having the electric conductiv-

ity for hybrid nanofluid consisting of copper and titanium dioxide nanoparticles suspended
in water is given as:

A1 = 1 +
3
(

σTiO2
φTiO2

+σCuφCu
σf

)
− 3

(
φTiO2 + φCu

)(
σTiO2

φTiO2
+σCuφCu

σf (φTiO2
+φCu)

+ 2
)
−

(
σTiO2

φTiO2
+σCuφCu

σf

)
− (

φTiO2 + φCu
) .

Here φ indicates the ‘volume fraction of nanoparticles’ and subscripts f , cu and TiO2
represent fluid (water), copper and titanium oxide, respectively.
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Equations (1)–(5) subject to Equations (7) and (8) take the following form:

1
r

∂

∂r
(ur) +

∂w
∂z

= 0, (9)

ρhn f

(
u ∂u

∂r + w ∂u
∂z − v2

r

)
= − ∂p

∂r + μhn f

(
∂2u
∂r2 + 1

r
∂u
∂r + ∂2u

∂z2 − u
r2

)
− A1σf B0

2

A1
2m2+1 (u − mA1v),

(10)

ρhn f

(
u ∂v

∂r + w ∂v
∂z +

uv
r

)
= μhn f

(
∂2v
∂r2 + 1

r
∂v
∂r +

∂2v
∂z2 − v

r2

)
− σf B0

2

A1
2m2+1 (mA1u + v),

(11)

ρhn f

(
u

∂w
∂r

+ w
∂w
∂z

)
= −∂p

∂z
+ μhn f

(
∂2w
∂r2 +

1
r

∂w
∂r

+
∂2w
∂z2

)
, (12)

(
ρCp

)
hn f

(
u ∂T

∂r + w ∂T
∂z

)
= khn f

(
∂2T
∂r2 + 1

r
∂T
∂r + ∂2T

∂z2

)
+

σf B0
2

A1
2m2+1{(u − mA1v)2 + (mA1u + v)2}+ δ.

(13)

The boundary conditions for present flow with ‘suction/injection’ at the face of the
porous rotating disk are stated as below:

u = 0, v = rω, w = vw, T = Tw, at z = 0, (14)

u = 0, v = 0, w = 0, T = 0, as z → ∞. (15)

Here vw is the constant value of axial velocity at the boundary of the porous disk.
Following the deductions of Kármán, and considering the velocity components to be
dependent upon ‘z’, the following similarity transformations are considered [12,14,16]:

η = z
(

ω
ν f

) 1
2 , (u, v, w) =

(
rωF(η), rωG(η),

(
ων f

) 1
2 H(η)

)
,

(p, T) = (p∞ − ωμ f p(η), T∞ + (Tw − T∞)θ(η)).
(16)

Here η is introduced as a dimensionless variable and F(η), G(η) and H(η) are dimen-
sionless functions of η considered in radial, azimuthal and axial directions, respectively. As
quoted, the use of similarity transformations reduces our governing equations to a system
of ODEs as follows:

H′(η) + 2F(η) = 0 (17)

A2F′′ (η) =
A1M

A1
2m2 + 1

(F(η)− mA1G(η)) + A3(F2(η) + H(η)F′(η)− G2(η)) (18)

A2G′′ (η)− A1M
A1

2m2 + 1
(G(η) + mA1F(η))− A3(2F(η)G(η) + H(η)G′(η)) = 0, (19)

H′′ (η)− P′(η)− H(η)H′(η) = 0, (20)

A4θ′′ (η) + PrEcA1 M
A1

2m2+1

{
(F(η)− mA1G(η))2 + (G(η) + mA1F(η))2

}
−PrA5H(η)θ′(η) + Prε = 0.

(21)

M, Pr, Ec and ε, respectively, denote the Hartman number, the Prandtl number, the
Eckert number, and dimensionless heat generation/absorption, given as:

M =
σf B2

0

ρ f ω
, Pr =

ν f
(
ρCp

)
f

K f
, Ec =

ρ f r2ω2(
ρCp

)
f (Tw − T∞)

, ε =
δ

ων f
. (22)
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and the Ais appearing are given as:

A2 = (1 − (
φCu + φTiO2

)
)
−2.5,

A3 = ρTiO2 φTiO2 + (1 +
(−φCu − φTiO2

)
)ρ f + ρCuφCu,

A4 =

(
φCukCu+φTiO2

kTiO2
φCu+φTiO2

)
−2(φCu+φTiO2)k f +2k f +2(φCukCu+φTiO2

kTiO2)(
kCuφCu+φTiO2

kTiO2
φCu+φTiO2

)
−(φCukCu+φTiO2

kTiO2)+k f (2+(φCu+φTiO2))
,

A5 =
(
ρCp

)
hn f = (ρCp)CuφCu + (1 +

(−φCu − φTiO2

)
).

(23)

In view of such considerations, the dimensionless boundary conditions for current
flow pattern are assumed as follows:

F(η) = 0, H(η) = vw, G(η) = 1, θ(η) = 1 at η = 0, (24)

and
F(η) = G(η) = θ(η) = 0 as η → ∞ (25)

The ‘local skin friction coefficients’ (Ci, where i = F, G, H denotes skin friction
coefficient for that specific component of velocity) and ‘heat transfer rate at the wall’
(A4θ′(0)) are important quantities of interest and hence are included in the analysis.

3. Shooting Method

The nonlinear-coupled system of Equations (17)–(21) subject to boundary conditions (24)
and (25) are difficult to solve exactly. Hence, the shooting method is adopted to obtain
the solutions of said system of equations in Mathematica. The shooting method is usually
employed by considering the boundary conditions as a multivariate function of initial con-
ditions at some point. Therefore, as a first step, the boundary value problem is transformed
to finding the initial conditions via an initial guess that offers a solution to the problem in a
convenient manner. In the next step, the Runge–Kutta method is employed to target the
other boundary and then the results are matched for the first initial guess. This process is
continued until the acceptable solution with minimum error is achieved. Here, the step
size is effectively taken to be 0.01 for all numerical computations. Numerical solutions are
compiled in the form of graphical illustrations and are presented for physical analysis of
the results in the subsequent section.

4. Results and Discussions

This section aims to analyze the obtained results via graphical and tabular illustrations.
Plots of velocity components and temperature profile for variations in embedded parame-
ters are presented and analyzed. To avoid repetition, only graphs of effective quantities of
interest are included. Moreover, values of thermophysical quantities are taken as provided
via Table 1, whereas ‘Pr = 6.2, M = 1, m = 0.5, Ec = 0.5, ε = 0.5, and vw = −1′ unless
stated otherwise. It is important to note that the flow behavior is discussed in detail for per-
tinent parameters as stated, since the flow parameters in dimensional and non-dimensional
settings are related to each other through Equations (6), (16), (22) and (24). A variation in
flow behavior due to varying physical parameters can be viewed through graphical and
tabular analysis to be explained subsequently. Further reasoning and justification can be
extracted through parametric relations stated via Equations (6), (16), (22) and (24).

To verify the validation of present results, a comparison of the reduced case of
the present study is provided with previously available studies via Table 2. It is noted
that present results are in excellent agreement with previous results reported by Rashidi
et al. [17] and Uddin et al. [19] in qualitative manner. Quantitatively, a difference of up to
10−2 is noted in the results, which is mainly due to the consideration of different viscosity
models considered herein.
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Table 2. Comparison with previously reported results [17,19].

ε vw Rashidi et al. [17] Uddin et al. [19] F
′
(0) for Present Study

0 0 0.309237 0.309236 0.309254

−1 0.251039 0.251038 0.256351

−2 0.188718 0.188715 0.197141

4.1. Analysis of Dimensionless Velocity

Figures 2–16 are plotted to examine the effects of variations in wall suction, the
Hartman number, the Hall parameter and the nanoparticles’ volume fraction of both
nanoparticles on the radial, azimuthal and axial velocity components. Figure 2 indicates
that the radial velocity decreases with an increase in wall suction. This figure also highlights
the fact that flows induced by a rigid rotating disk possess larger axial velocities compared
to a porous disk. The azimuthal velocity tends to decrease with increasing wall suction
parameters (see Figure 3). Such a decrease is less significant when compared with that
of radial velocity. Notable and uniform reduction in the axial velocity is observed for
enhanced wall suction (see Figure 4).

Figure 2. Wall suction versus dimensionless radial velocity.

Figure 3. Wall suction versus the dimensionless azimuthal velocity.
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Figure 4. Wall suction versus the dimensionless axial velocity.

Figure 5. Hartman number versus the dimensionless radial velocity.

Figure 6. Hartman number versus the dimensionless azimuthal velocity.
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Figure 7. Hartman number versus the dimensionless axial velocity.

Figure 8. Hall parameter versus the dimensionless radial velocity.

Figure 9. Hall parameter versus the dimensionless azimuthal velocity.
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Figure 10. Hall parameter versus the dimensionless axial velocity.

Figure 11. Volume fraction of copper nanoparticles versus the dimensionless radial velocity.

Figure 12. Volume fraction of copper nanoparticles versus the dimensionless azimuthal velocity.
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Figure 13. Volume fraction of copper nanoparticles versus the dimensionless axial velocity.

Figure 14. Volume fraction of Titanium dioxide nanoparticles versus the dimensionless radial velocity.

Figure 15. Volume fraction of Titanium dioxide nanoparticles versus the dimensionless
azimuthal velocity.
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Figure 16. Volume fraction of Titanium dioxide nanoparticles versus the dimensionless axial velocity.

An increased Hartman number tends to enhance the radial velocity (see Figure 5)
and such an increase is significant near the porous disk. Figures 6 and 7 show that the
azimuthal as well as axial velocity components decrease with an increase in the Hartman
number (M). Such a decrease in H(η) becomes larger as the distance from the disk increases.
The effects of the Hall parameter (m) on the velocity components are analyzed through
Figures 8–10. It is noted via these figures that both the radial and azimuthal velocities show
an increasing trend for an increase in m. Such an increase is large for the radial velocity and
small in the case of the azimuthal velocity. The axial velocity on the other hand decreases
significantly for an increase in m. The effects of the volume fractions of copper and titanium
dioxide nanoparticles on the velocity components are studied via Figures 11–16. These
figures demonstrate that the radial velocity increases with an increase in the nanoparticles’
volume fraction of both types of nanoparticles. Such an increase is noted to be uniform
for an increase in titanium dioxide nanoparticles. The axial velocity is noted to decrease
with an increase in the nanoparticles’ volume fraction of both types of nanoparticles and
again such a decrease is noted to be uniform for the titanium dioxide nanoparticles. The
azimuthal velocity, on the other hand, demonstrates the opposite behavior for the two
types of nanoparticles.

4.2. Analysis of Dimensionless Temperature

Figures 17–23 have been plotted to study the behavior of dimensionless temperature
(θ) for variations in different embedded parameters. It is worth noting that the heat gener-
ation/absorption plays a key role on the impact of all parameters. Even a small value of
heat generation parameters becomes influential due to the Prandtl number (say ε = 0.2).
Figure 17 shows that the temperature decreases with an increase in wall suction for the case
of heat generation. This fact indicates that wall suction facilitates the cooling down of the
rotating fluid and can help in keeping the temperature under control despite the heat gen-
eration. An increase in the value of the Hartman number increases the temperature which
is mainly due to the consideration of Ohmic heating (see Figure 18). On the other hand,
an increase in the values of the Hall parameter reduces the temperature. Figures 20 and 21
indicate that the dimensionless temperature of hybrid nanofluid increases with an increase
in the volume fraction of both type of nanoparticles for the case of heat absorption as well
as for minute heat generation (ε = 0.2 − 0.4). This role of nanoparticles is reversed for
larger heat generation with the fluid, i.e., an increase in the nanoparticles’ volume fraction
reduces the dimensionless temperature (see Figure 22). This observation highlights the
role of nanoparticles in facilitating the heat transfer from fluid to the wall and vice versa.
Figure 23 depicts the dimensionless temperature for the cases of heat generation, no heat
generation/absorption and heat absorption. This figure shows that temperature profile
changes significantly for changes in ε.

145



Mathematics 2023, 11, 909

Figure 17. Wall suction versus the dimensionless temperature.

Figure 18. Hartman number versus the dimensionless temperature.

Figure 19. Hall parameter versus the dimensionless temperature.
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Figure 20. Volume fraction of copper nanoparticles versus the dimensionless temperature for ε = 0.2.

Figure 21. Volume fraction of Titanium dioxide nanoparticles versus the dimensionless temperature.

 
Figure 22. Volume fraction of copper nanoparticles versus the dimensionless temperature for ε = 2.
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Figure 23. Heat generation/absorption versus the dimensionless temperature.

The numerical values of local skin friction and the rate of heat transfer at the boundary
for variations in the nanoparticles’ volume fraction of both types of nanoparticles and
wall suction are given via Tables 3 and 4. It is noted via these tables that an increase in
the volume fraction of nanoparticles results in an increase in the skin friction coefficients.
It is a noteworthy fact that the impact of copper nanoparticles on such increase is large
compared to that of titanium dioxide nanoparticles. On the other hand, such an increase
is relatively uniform for the case of TiO2 nanoparticles. The skin friction coefficient in the
radial direction decreases whereas it increases with a decrease in the value of vw along the
azimuthal direction. Here the positive value of vw indicates the case of minute injection.

Table 3. Local skin friction coefficients for variations in different parameters.

φcu φTiO2
vw A2F

′
(0) −A2G

′
(0)

0.0 0.05 −1 0.448061 1.82267

0.05 0.614161 2.31676

0.1 0.745451 2.76917

0.05 0.0 0.521083 2.06778

0.05 0.614161 2.31676

0.1 0.721574 2.57965

0.05 0.5 0.731593 1.07797

0.0 0.721085 1.4041

−0.5 0.679381 1.81585

Table 4. Local heat transfer coefficient for variations in different parameters.

φcu φTiO2
vw ε −A4θ

′
(0)

0.0 0.05 −1 0.5 0.749743

0.05 0.781668

0.1 0.800912

0.05 0.0 0.795555

0.05 0.781668

0.1 0.771571
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Table 4. Cont.

φcu φTiO2
vw ε −A4θ

′
(0)

0.05 0.5 −1.48757

0.0 −2.18461

−0.05 −1.33788

−1.0 0.5 0.781668

0.0 5.94662

−0.5 11.1116

The amount of heat transfer at the wall boosts with the rise in nanoparticles’ volume
fraction of both nanoparticles for positive values of ε. Variation in the values of heat transfer
at the wall depends on the heat generation/absorption as nanoparticles only facilitate the
heat transfer. The amount of heat transfer at the boundary increases as one moves from the
case of heat generation to heat absorption.

5. Conclusions

The heat transfer analysis for flow of hybrid nanofluid composed of copper and
titanium dioxide nanoparticles suspended in water induced by the uniform rotation of a
circular porous disk has been analyzed. The Hall and Ohmic heating effects along with
heat generation/absorption have been considered. The main outcomes of this study are
summarized below:

• Wall suction results in a considerable reduction in all the velocity components.
• An increase in the values of the Hartman number result in an increase in the radial

and a reduction in the axial velocity.
• An increase in the values of the Hall parameter result in a slight increase in the

azimuthal velocity. The effects of titanium dioxide nanoparticles on the velocity
components are uniform compared to that of the copper nanoparticles.

• The consequences of physical parameters versus the dimensionless temperature largely
depend upon the heat generation/absorption.

To see further aspects of this study, various experimental analyses report different
empirical relationships for the apparent viscosity and thermal conductivity of nanofluids.
Therefore, it will be useful to analyze the flow of nanofluids due to the rotating disk using
different models for the apparent viscosity and thermal conductivity. Furthermore, in
various engineering phenomena, the flux on a rotating disk is influenced by the impact of
external magnetic flux. Thus, analyzing the response of base fluid with the concentration
of various types of nanoparticle nanofluids under the influence of a magnetic field can also
be considered.
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Abstract: Research interest in nanotechnology is growing due to its diversified engineering and
medical applications. Due to the importance of bioconvection in biotechnology and various biological
systems, scientists have made significant contributions in the last ten years. The present study is
focusing on the investigation of the magnetohydrodynamics (MHD) bioconvective heat transfer of
a Williamson nanofluid past an inclined moving plate embedded in a porous medium. The partial
differential equations governing the considered configuration are established, then transformed into
ordinary differential equations using suitable similarity transformations. The variables corresponding
to the velocity, temperature, nanoparticle volume fraction, and density of motile micro-organisms
along with their gradients, are computed using the bvp4c-MATLAB built-in numerical solver. Results
showed the rising of the buoyancy ration parameter leads to an increase in the flow velocity. It
has been also observed that the flow intensity becomes more important with an increase in the
Weissenberg number, and the opposite occurs with an increase in the bioconvective Rayleigh number.
As an effect of the Brownian motion, a random fluid particle’s motion is encountered.

Keywords: Williamson-fluid; porous-medium; moving-inclined-plate; nano-fluid; incompressible-
fluid; bioconvection; gyrotactic-micro-organisms

MSC: 76R10

1. Introduction

Recently, nanofluids have been used in several engineering, biological, and medical
applications due to their enhanced properties, such as magnetic, wetting, electrical, op-
tical, and thermal properties that led to important improvements in their performances.
Nanometer-sized particles are extremely useful in modern technology by improving the
thermal conductivity of Newtonian and non-Newtonian fluids. Nanofluids are engineered
by suspending nanosized particles in classical fluids, such as water, ethylene, oil, etc. The
carbides, carbon nanotubes, oxides, and metals are used to make nanoparticles. The earliest
investigations on thermal conductivity enhancement were performed by Masuda et al. [1]
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in 1993. In 1995, Choi and Eastman [2], for the first time, introduced the term nanofluid to
mention this new type of heat transfer fluid, which is characterized by higher thermal con-
ductivities compared to usual fluids. The study conducted by Buongiorno [3] showed that
the most effective heat transfer occurs at a nanoparticle’s volume fraction of 5%. The same
author developed an analytical model [4] for convective transport in nanofluids in which
Brownian motion and the thermophoresis effect are taken into account. The major aim of
the development of the nanofluids is to obtain the highest thermal conductivity using lower
nanoparticle concentrations to avoid the sedimentation of the nanoparticles in the base
fluids. The process of thermophoretic transportation and mixed convection flow across the
surface of a sphere was the primary objective of the recent work of Abbas et al. [5]. Using
nonlinear coupled partial differential equations, a mathematical model was developed
to investigate the properties of heating and fluid flow. Ashraf et al. [6] focused on the
physical behavior of the mixed effects of heat generation and absorption in the flow models.
Abbas et al. [7] investigated the physical behavior of mixed-convection flow around a
sphere’s surface caused by the combined effects of temperature-dependent viscosity and
thermophoretic motion. Ashraf et al. [8] investigated the impact of thermophoretic mobility
and temperature-dependent thermal conductivity on natural convection flow around a
sphere’s surface at various circumferential locations. With the aid of suitable nondimen-
sional variables, the modeled nonlinear governing partial differential has been turned into
a dimensionless form. Abbas et al. [9] examined how thermal radiation and thermophoretic
motion interact to create a constant, compressible, two-dimensional mixed-convection
flow of an optic-dense gray fluid, and it is described by them. Ashraf et al. [10] stud-
ied the effect of thermophoretic motion and viscous dissipation on the two-dimensional
fluid around a sphere. The phenomenon of mixed convection flow under the influence of
exothermic catalytic chemical reactions over the curved surface was the focus of the work
of Ahmad et al. [11], which considered the constant, exothermic chemical reaction-assisted,
two-dimensional, incompressible, and mixed convective fluid flow.

Bioconvection is induced by the swimming of motile micro-organisms, leading to an
increase in the density of the fluid. The gyrotactic micro-organisms are characterized as
nanomaterials. When nanoparticles and mobile micro-organisms communicate, buoyancy
forces cause bioconvection. Gyrotactic micro-organisms are only used in this context to
stabilize the nanoparticles so that they can suspend efficiently in the base fluid. If the
microfluidic device is created for bioapplications, the joule heating produced by active mix-
tures may harm biological samples. Bioconvection has the potential to improve nanofluid
stability as well as mass transfer and mixing, particularly in microvolumes. Thus, the
nanofluid and bioconvection combination may be a solution for cutting-edge microflu-
idic devices. The bioconvection in a horizontal layer is filled with a nanofluid, and the
gyrotactic micro-organisms were explored by Kuznetsov [12]. In a nanofluid, convection
is intended to be induced or enhanced using micro-organisms. An analysis of the mixed
convection flow of a nanofluid over a stretching surface with a uniform free stream in the
presence of both nanoparticles and gyrotactic micro-organisms was performed by Xu and
Pop [13]. The effects of solar radiation on water-based nanofluid flow in the presence of
gyrotactic micro-organisms past a permeable surface were examined by Acharya et al. [14].
Akbar et al. [15] looked at the combined impact of Brownian motion, thermophoresis, and
magnetic field bioconvection on free convective 2D steady incompressible fluid over a
stretching sheet with gyrotactic micro-organisms. The study was performed under consid-
eration of the effect of a magnetic field perpendicular to the sheet. Later, Shen et al. [16]
investigated the bioconvective heat transfer of steady incompressible viscous nanofluid
flow over a stretching sheet that contained gyrotactic micro-organisms under the effect
of velocity slip, radiation, and temperature jump. In order to explore the thermally and
magnetically coupled stress nanoparticle flow, Khan et al. [17] established a theoretical
bioconvection model that included narrative flow properties, such as activation energy,
chemical reaction, and radiation aspects. The periodically porous, stretched shape was
used to organize the accelerated flow. Xia et al. [18] analyzed the bioconvective flow of the
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incompressible, steady Eyring Powell nanofluid above a stretched, permeable cylindrical
surface. In this study, magnetic field, viscous dissipation, and thermal radiation were
also taken into account. Shi et al. [19] studied the transient MHD bioconvection flow of a
nanofluid over a stretched sheet. Heat absorption/emitting, binary chemical reactions, and
the thermal radiation effect were also considered. Yang et al. [20] investigated the natural
convection of a second-grade bionanofluid between vertical parallel plates. Hayat et al. [21]
studied the bioconvection heat transfer with a gyrotactic micro-organism of a Prandtl-
Eyring nanofluid over a stretching sheet under the combined effects of thermal radiation
and viscous dissipation. Khan et al. [22] examined the Darcy–Forchhiemer accelerating
the flow of Eyring–Powell nanofluid over an oscillating surface while considering thermal
radiations and gyrotactic micro-organisms effects. Effects of the Cattaneo–Christov theory
and nonuniform heat source/sink phenomenon were also considered. In [23], the biocon-
vective heat transfer brought on by gyrotactic micro-organisms swimming in a nanofluid
flowing across an unstable, curved stretched sheet was investigated, and the nonlinear
partial differential equations were modified using local similarity transformations. With
the excision/accretion of the leading edge, an inquiry for temperature variations with
Cattaneo–Christov features and self-motivated bioconvective micro-organisms submerged
in the water-based nanofluid was observed by Ali [24].

Many industrial and engineering applications involve the flow and heat transfer of
the boundary layer over continuous solid surfaces. For example, materials produced by
extrusion processes and heat-treated materials moving between feed and wind-up rolls or
on a conveyor belt have the characteristics of a moving continuous surface. Sakiadis [25]
initiated the study of boundary layer flow over a flat surface at a constant speed, and
many researchers successively investigated various kinds of boundary layer flow due
to a continuously moving or stretching surface. Erickson et al. [26] extended Sakiadis’
problem to the scenario in which either suction or injection is permitted through the
moving wall and took into account its effects on flow and heat transfer in the boundary
layer. Crane [27] conducted a study for a boundary layer flow caused by a flat stretching
surface whose velocity is proportional to the separation from the leading edge of the
slit, in contrast to Sakiadis’ work [25]. Ali et al. [28] examined the combined effects of
bioconvection and magnetic field on boundary layer magnetohydrodynamic unsteady
Sakiadis and Blasius flow of nanofluid with accretion/ablation of the leading edge. In
addition, the convective boundary conditions, the Biot number, heat radiation, chemical
reactions, and other impacts were seen. Abbas et al. [29] provided the analysis of fluid
flow and heat transfer with temperature-dependent density, a magnetic field, and thermal
radiation effects over an inclined moving plate. According to Abbas et al. [30], heat and
mass transport in a third-grade fluid with the Darcy–Forchheimer relationship over an
inclined, exponentially expanding surface imbedded in a porous medium were affected by
the interaction of a linear chemical process and the Lorentz force. Abbas et al. [31] analyzed
the Casson fluid flow and heat transfer under temperature-dependent thermal conductivity
and thermal radiation along the exponentially stretching sheet. In a third-grade fluid
with Darcy–Forchheimer relationship influence over an exponentially inclined stretched
sheet embedded in a porous medium, Abbas et al. [32] studied the thermal-diffusion and
diffusion-thermo impacts on heat and mass transmission.

Due to their widespread use in various industrial applications, such as polymer melt-
ing, blood polymers, drilling mud, fruit juice, certain oils and greases, and suspensions,
non-Newtonian fluids have attracted the interest of several researchers and engineers. It is
difficult to create a single model that takes into account all of the rheological properties of
non-Newtonian fluids. To address these issues, academics created various models, such as
Maxwell’s fluid and Burger’s fluid. Williamson fluid is a type of viscoelastic liquid. The
use of Williamson nanofluid in industrial and manufacturing processes has had significant
effects. Researchers have recently shown a strong interest in researching the fluid’s char-
acteristics to improve its applications. The Williamson fluid model is one of the best for
non-Newtonian fluids since it takes maximum and minimum viscosities into account. It
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is extremely helpful for pseudoplastic fluids. Non-Newtonian fluids are applied in many
different fields, such as ice cream paste, plasma mechanics, biothermal engineering, and
blood circulation. Electronics, cancer chemotherapy, paper production, chemistry, medicine
administration, lubricants, hydropower generation, and nuclear energy facilities are just
a few industries that frequently use non-Newtonian fluids. Prasannakumara et al. [33]
proposed a study on the impact of chemical reactions on Williamson nanofluid flow and
studied the heat and mass transfer parts of a horizontally stretched surface sunk in a porous
medium. The flow was taken in the impact of nonlinear thermal radiation. However, here,
Bhatti et al. [34] discussed the upshot of thermal radiation and thermos-diffusion on the
Williamson nanofluid above a porous stretched sheet. Zaman et al. [35] discussed the MHD
bioconvective flow of the Williamson fluid. This fluid flow was analyzed for gyrotactic
micro-organisms under Newtonian order and thermal radiation effects. Ali et al. [36] dis-
cussed the flow of 2D unsteady bioconvective non-Newtonian nanofluids. To understand
the flow specimen, a carron nanofluid was considered that obtains micro-organisms and
by using Darcy–Forchheimer law, porous systems were examined. Yahya et al. [37] exam-
ined the thermal properties of the Williamson Sutterby nanofluid flow passing through
the Darcy–Forchheimer porous medium under the impact of the Cattaneo–Christov heat
flux, convective boundary, and radiation heat flux. Self-driven micro-organisms and the
electromagnetic field were also considered. Abbas et al. [38] investigated the behavior of
heat transfer and magnetohydrodynamic Williamson nanofluid flow across a nonlinear
stretched sheet embedded in a porous medium. The effects of heat generation and viscous
dissipation were considered in that current work. Awan et al. [39] studied the heat and
mass transfer processes under the chemical reaction and motile micro-organisms on the
stretched sheet by encountering the Williamson nanofluid flow along with the thermal
radiation influence.

The research community has considered magneto-hydrodynamic flow with diverse
fluid parameters in great detail. The study of magnetic field effects has profound effects
on physics, chemistry, and engineering. A wide range of technical devices, including
magnetohydrodynamic (MHD) producers, pumps, bearings, and boundary layer processes,
are impacted by the interaction between the flow of the electrically conducting fluid and the
magnetic field. Numerous applications, including geophysics and magnetohydrodynamic
power generation, have led to a tremendous amount of research on the different fluid prop-
erties, together with numerous geometries and distinct flow conditions. Abbas et al. [40]
conducted research on the impact of magnetohydrodynamics on third-grade fluid flow
past an inclined, exponentially extending sheet fixed in a porous medium under the in-
fluence of the Darcy–Forchheimer equation. Similar studies were carried out in [41–45].
Qayyum et al. [46] analyzed the nonlinear convective flow of Jeffrey nanofluid on a nonlin-
ear convectively heated stretching sheet. They encountered nonlinear thermal radiation,
heat production/absorption, and chemical reactions. Narsimulu et al. [47] investigated the
steady two-dimensional flow of Carreau fluid that contains both nanoparticles and motile
micro-organisms across a nonlinear stretching surface.

Numerous industrial operations, such as petroleum extraction, enhanced oil recovery,
filtration procedures, chemical industry separation procedures, packed bed reactions, and
many others, involve heat transfer in non-Newtonian fluid flows via a porous medium.
Vasudev et al. [48] explored the interaction of heat transfer with peristaltic pumping of a
Williamson fluid through a porous material in a planar channel. Some other relevant studies
on porous media saturated with Williamson fluids can be found in the literature [49–55].

From the above-described literature survey, it has been observed that several works
on bioconvection heat transfer in different Newtonian and non-Newtonian fluids along
diverse geometries have been performed. In the current study, the bioconvective heat
transfer of Williamson nanofluid having motile gyrotactic micro-organisms with magne-
tohydrodynamic effect along an inclined moving plate embedded in a porous medium is
considered. To the best of our knowledge, no one has carried out such a study before this
attempt. The whole process is modeled using differential equations and then solved by the
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built-in numerical solver bvp4c. The solutions to the physical variables are portrayed and
shown in the coming sections.

2. Problem Formulation:

The studied configuration consists of a steady, two-dimensional, viscous, incompress-
ible, bioconvective, and magnetohydrodynamic flow of Williamson nanofluid. The fluid
flow is induced by the movement of a plate at a constant velocity u = Uw at y = 0. The
plate is inclined at an angle of inclination α = π/6 and is confined within the domain y ≥ 0.
The considered geometry is embedded in a porous medium. Additionally, the nanoparticles
are saturated with the self-propelled gyrotactic micro-organisms. It is assumed that the
presence of nanoparticles has no effect on the swimming behavior of the micro-organism.
Here, the suspension of nanoparticles is stable and does not agglomerate in the fluid. To
avoid the bioconvective instability due to the enhanced suspension’s viscosity, nanoparticle
suspension in the base fluid has to be diluted. A magnetic field normal to the flow direction
having a magnitude Bo is applied. The coordinates pointing in the flow direction and
normal to the fluid flow directions are denoted by x and y, respectively. The corresponding
velocity components are u and v (see Figure 1). By following [16,33,35], the law of con-
servation of mass, momentum equation, energy equation, nanoparticle volume fraction
equation, and motile micro-organisms’ equation, respectively, are given below:

 
Figure 1. Flow configuration and coordinate system.
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The governing boundary conditions are:

u = Uw, v = 0, T = Tw, C = CW , n = nW at y = 0

u → 0, T → T∞, C → C∞, n → n∞ as y → ∞
(6)

In Equations (1)–(6), the symbols u, v, T, TW , T∞, C, CW , C∞ , n, nW , n∞ represent the
velocity components in the x-direction, velocity component in the y-direction, fluid tempera-
ture, surface temperature, ambient temperature, fluid concentration, wall concentration, am-
bient concentration, fluid motile micro-organisms, surface motile micro-organisms, and am-
bient motile micro-organisms, respectively. The notations ν =

(
μ
ρ

)
f
, μ, Γ, σ, Bo, ρ f , g, β, ρp,

γ, ρm, Ko, k f , (ρCP)p, τ =
(ρCP)p
(ρCP) f

, DB, DT , b, WC, α, and Dn denote kinematic viscosity,

dynamic viscosity, Williamson variable, electrical conductivity, magnetic field strength,
fluid density, gravitational force, volumetric expansion, particle density, average volume
of a micro-organisms, micro-organism density, porosity of the porous medium, thermal
conductivity, fluid heat capacity, particle heat capacity, ratio between particle heat capacity
to fluid heat capacity, Brownian motion coefficient, thermophoretic coefficient, chemotaxis
constant, maximum cell swimming speed, angle of inclination of the inclined moving plate,
and micro-organism diffusion coefficient, respectively. Here, the product bWC is assumed
to be constant.

3. Solution Methodology

This section is dedicated to elaborating on the solution methodology of the governing
equations (Equations (1)–(5)) with boundary conditions (Equation (6)). In this section, the
procedure to convert the partial differential equations into ordinary differential equations,
the solution technique, and the computing tool used for the solution of flow equations
are presented.
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3.1. Similarity Variable Formulation:

In this subsection, the method and variables used for the transformation of partial
differential equations to ordinary differential equations are described. The nonlinear
and coupled partial differential equations are not easy to solve directly. Thus, the set of
partial differential equations is converted into ordinary differential equations by using the
similarity variables given in Equation (7).

η =

√
Uw

vx
y, u = Uw f ′(η), v =

1
2

√
Uwv

x
(
η f ′ − f

)
, θ(η) =

T − T∞

Tw − T∞
, φ(η) =

C − C∞

Cw − C∞
, χ(η) =

n − n∞

nw − n∞
(7)

where, η, Uw, f , θ, φ, and χ are the similarity variable, velocity of the moving inclined
plate, dimensionless temperature, dimensionless nanoparticle volume fraction, and dimen-
sionless motile micro-organism function, respectively. By using the similarity variables
presented in Equation (7) in Equations (1)–(5) with boundary conditions (6), the equation of
continuity is satisfied automatically, and the reduced forms of the approximate forms of the
momentum equation, energy equation, nanoparticles equation, and motile micro-organism
equation become as follows:

− 1
2

f f ′′ = f ′′′ + λ[1 − Nr φ − Rb χ]cosα + We f ′′ f ′′′ − (
Kp + M

)
f ′ (8)

θ′′ +
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2
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2

Sc f φ′ + Nt
Nb

θ′′ = 0, (10)

χ′′ +
1
2

Scn f χ′ − Pe
[
χ′φ′ + (χ + 1)φ′′ ] = 0 , (11)

and the transformed boundary conditions are:

f ′ = 1, f = 0, θ = 1, φ = 1, χ = 1 at η = 0, f ′ = 0, θ = 0, φ = 0, χ = 0 at η → ∞. (12)

where, λ = Gr
Re2

x
is the mixed convection parameter, Nr =
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√
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is the Weissenberg number, Kp = v
KoUw
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0
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κ f /(ρCP) f

is the Prandtl number, Nb = τDB(Cw−C∞)
v is the

Brownian motion parameter, Nt = τDT
v , is the thermophoresis parameter, Sc = v

DB
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the Schmidt number, Scn = v
Dn

is the bioconvective Schmidt number, Pe = bWe
Dn

is the

bioconvective Peclet number, Gr =
g(1−C∞)ρ f β(Tw−T∞)x3

v2 is the thermal Grashof number,

and Gr∗ = g(ρp−ρ f )(Cw−C∞)x3

v2 is the solutal Grahsof number.

3.2. Numerical Technique

It is not obvious how to easily get the exact results of an extremely nonlinear coupled
ordinary differential equation. Thus, the transformed equations are solved to get the
estimated results by utilizing Matlab’s built-in numerical solver, BVP4C. In the computation,
η∞ = 20.0 is taken, and the axis is set according to the clear figure visibility. The Numerical
Solver bvp4c is a finite difference code that implements the three-stage Lobato formula.
This is a collocation formula, and the collocation polynomial a C1 continuous solution that
is of fourth-order accuracy and uniformly distributed in the interval of integration.
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The residual of the continuous solution is the foundation for mesh selection and error
control. The collocation method divides the integration interval into smaller intervals using
a mesh of the points. The collocation condition and global system of algebraic equations
caused by the boundary conditions applied to all of the subintervals are solved by the
solver to get a numerical solution. The numerical solution’s error is estimated by the solver
for each subinterval. The solver adjusts the mesh and repeats the procedure if the solution
does not meet the tolerance criteria. The starting mesh points must be supplied, along with
a rough approximation of the solution at each mesh point. When the results produced
by this numerical method in the current work are compared to those that have already
been published, it is clear that there is excellent agreement between the two sets of results,
demonstrating the accuracy and validity of the present results. The system of ODEs given
in Equations (8)–(11) alone, with imposed boundary conditions presented in Equation (12),
is first transformed into first order and then put into the MATLAB built-in function for a
numerical solution. We set equations as below:

f = F(1), f ′ = F(2), f ′′ = F(3), θ = F(4), θ′ = F(5), φ = F(6), φ′ = F(7), χ = F(8), χ′ = F(9) (13)

FF1 = {−λ[1 − Nr ∗ F(6)− Rb ∗ F(8)] ∗ cos(α) + (KP + M) ∗ F(2)}/(1 + We) (14)

FF2 = −Pr
2

∗ F(1) ∗ F(5)− ∗Pr ∗ F(5) ∗ F(7)− Pr ∗ Nt ∗ (F(5))2 (15)

FF3 = −Sc
2

F(1) ∗ F(7)−
(
− Nt

Nb

)
∗ FF2 (16)

FF4 = −Scn

2
F(1) ∗ F(9) + Pe ∗ [

χ′φ′ + (χ + 1)FF3
]

Boundary conditions

F(1) = 0, F(2) = 1, F(4) = 1, F(6) = 1, F(8) = 1,

F(2) → 0, F(4) → 0, F(6) → 0, F(8) → 0.
(17)

The obtained solutions are presented and discussed with physical interpretation in
the next section.

4. Results and Discussion

In this section obtained numerical solutions for velocity distribution f ′(η), temperature
distribution θ(η), concentration distribution φ(η), and density of motile micro-organisms
χ(η) along skin friction f ′′ (0), heat transfer rate θ′(0), mass transfer rate φ′(0), and rat of
motile organisms χ′(0) are portrayed and discussed in detail. The physical parameters
involved in the current model are the buoyancy ratio parameter Nr, magnetic parameter M,
Brownian motion parameter Nb, thermophoresis parameter Nt, bioconvection Rayleigh
number Rb, Weissenberg number We, angle of inclination α, Pradntl number Pr, Schimidt
number Sc, and bioconvection Schmidt number Scn, and permeability parameter KP.

158



Mathematics 2023, 11, 1043

4.1. Effects of Physical Parameters on Velocity Distribution

Effects of the buoyancy ratio parameter Nr on the velocity profile is demonstrated in
Figure 2a, it can be noticed that with the rising of Nr, the velocity profile is decreased, and
the maximum value is achieved at Nr = 0.1 and a minimum value is obtained at Nr = 0.7.
Figure 3a is plotted to evaluate the influence of the magnetic parameter. It is seen that as M
increases, the velocity magnitude decreases. The interaction between the applied magnetic
field and the flowing electrically conductive fluid generates a body force called the Lorentz
force. By increasing M, the produced Lorentz force becomes more important, and causes
a damping effect, leading to a reduction in the flow intensity. In fact, from Figure 3a, it is
visible that velocity decreases by increasing the magnetic parameter M. In Figure 4a, the
effects of Nb are drawn. The Brownian motion leads greater fluid velocity, as it is presented
in Figure 4a. Figure 5a illustrates the effect of Nt on velocity distribution. The graph
shows that f ′ is enhanced as Nt is raised. This fact is physically due to the decrease in the
viscosity of Nt that leads to the increase in fluid velocity. Figure 6a shows the effective
relationship between the velocity distribution and the bioconvective Rayleigh number
Rb. It can be observed that with the increases in the bioconvective Rayleigh number, the
velocity decreases. Figure 7a presents the effects of e on f ′. It is observed that the fluid
velocity increases when We increases. An opposite behavior occurs when KP is increased
(Figure 8a).
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Figure 2. (a): Velocity distribution for various Nr when M = 0.1, Rb = 0.1, Nt = 0.1, Nb = 2.0, Pr = 1.5,
We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0 , Kp = 0.1 at α = π/6. (b): Temperature distribution for
various Nr when M = 0.1, Rb = 0.1, Nt = 0.1, Nb = 2.0, Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5,
Pe = 1.0, Kp = 0.1 at α = π/6. (c): Concentration distribution for various Nr when M = 0.1, Rb = 0.1,
Nt = 0.1, Nb = 2.0, Pr =1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, KP = 0.1 at α = π/6.
(d): Density of motile micro-organisms for various Nr when M = 0.1, Rb = 0.1, Nt = 0.1, Nb = 2.0,
Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.1 at α = π/6.
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(d) 

Figure 3. (a): Velocity distribution for various M when Rb = 0.1, Nt = 0.1, Nb = 2.0, Pr = 1.5, We

= 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.1 at α = π/6. (b): Temperature distribution for
various M when Rb = 0.1, Nt = 0.1, Nb = 2.0, Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0,
Kp = 0.1 at α = π/6. (c): Concentration distribution for various M when Rb = 0.1, Nt = 0.1, Nb = 2.0,
Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.1 at α = π/6. (d): density of motile
micro-organisms for various M when Rb = 0.1, Nt = 0.1, Nb = 2.0, Pr =1.5, We = 0.2, λ = 0.2, Sc = 0.5,
Scn = 0.5, Pe = 1.0, Kp = 0.1 at α = π/6.
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(d) 

Figure 4. (a): Velocity distribution for various Nb when Rb = 0.1, Nt = 0.1, M = 0.1, Pr =1.5, We = 0.2,
λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.5 at α = π/6. (b): Temperature distribution for various
Nb when Rb = 0.1, Nt = 0.1, M = 0.1, Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0,
Kp = 0.5 at α = π/6. (c): Concentration distribution for various Nb when Rb = 0.1, Nt = 0.1, M = 0.1,
Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.5 at α = π/6. (d): Density of motile
micro-organisms for various Nb when Rb = 0.1, Nt = 0.1, M = 0.1, Pr =1.5, We = 0.2, λ = 0.2, Sc = 0.5,
Scn = 0.5, Pe = 1.0, KP = 0.5 at α = π/6.
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(d) 

Figure 5. (a): Velocity distribution for various Nt when Rb = 0.1, Nb = 2.0, M = 0.1, Pr = 1.5, We = 0.2,
λ = 0.2, Sc = 0.2, Scn = 0.2, Pe = 1.0, Kp = 0.5 at α = π/6. (b): Temperature distribution for various
Nt when Rb = 0.1, Nb = 2.0, M = 0.1, Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.2, Scn = 0.2, Pe = 1.0,
Kp = 0.5 at α = π/6. (c): Concentration distribution for various Nt when Rb = 0.1, Nb = 2.0, M = 0.1,
Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.2, Scn = 0.2, Pe = 1.0, Kp = 0.5 at α = π/6. (d): Density of motile
micro-organisms for various Nt when Rb = 0.1, Nb = 2.0, M = 0.1, Pr =1.5, We = 0.2, λ = 0.2, Sc = 0.2,
Scn = 0.2, Pe = 1.0, Kp = 0.5 at α = π/6.
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Figure 6. (a): Velocity distribution for various Rb when Nt = 0.1, Nb = 2.0, M = 0.1, Pr = 1.5, We

= 0.2, λ = 0.2, Sc = 0.2, Scn = 0.2, Pe = 1.0, Kp = 0.5 at α = π/6. (b): Temperature distribution for
various Rb when Nt = 0.1, Nb = 2.0, M = 0.1, Pr =1.5, We = 0.2, λ = 0.2, Sc = 0.2, Scn = 0.2, Pe = 1.0,
Kp = 0.5 at α = π/6. (c): Concentration distribution for various Rb when Nt = 0.1, Nb = 2.0, M = 0.1,
Pr = 1.5, We = 0.2, λ = 0.2, Sc = 0.2, Scn = 0.2, Pe = 1.0, KP = 0.5 at α = π/6. (d): Density of motile
micro-organisms for various Rb when Nt = 0.1, Nb = 2.0, M = 0.1, Pr =1.5, We = 0.2, λ = 0.2, Sc = 0.2,
Scn = 0.2, Pe = 1.0, Kp = 0.5 at α = π/6.
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Figure 7. (a): Velocity distribution for various We when Nt = 0.1, Nb = 2.0, M = 1.0, Pr = 1.5,
Rb = 0.1, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.5 at α = π/6. (b): Temperature distribution for
various We when Nt = 0.1, Nb = 2.0, M = 1.0, Pr = 1.5, Rb = 0.1, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0,
Kp = 0.5 at α = π/6. (c): Concentration distribution for various We when Nt = 0.1, Nb = 2.0, M = 1.0,
Pr = 1.5, Rb = 0.1, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, Kp = 0.5 at α = π/6. (d): Density of motile
micro-organisms for various We when Nt = 0.1, Nb = 2.0, M = 1.0, Pr = 1.5, Rb = 0.1, λ = 0.2, Sc = 0.5,
Scn = 0.5, Pe = 1.0, Kp = 0.5 at α = π/6.
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Figure 8. (a): Velocity distribution for porosity parameter Kp when Nt = 0.1, Nb = 2.0, M = 1.0,
Pr = 1.5, Rb = 0.1, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0, We = 0.2 at α = π/6. (b): Temperature
distribution for various porosity parameter Kp when Nt = 0.1, Nb = 2.0, M = 1.0, Pr = 1.5, Rb = 0.1,
λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0 We = 0.2 at α = π/6. (c): Concentration distribution for Kp when
Nt = 0.1, Nb = 2.0, M = 1.0, Pr = 1.5, Rb = 0.1, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0 We = 0.2 at α = π/6.
(d): Density of motile micro-organisms for various Kp when Nt = 0.1, Nb = 2.0, M = 1.0, Pr = 1.5,
Rb = 0.1, λ = 0.2, Sc = 0.5, Scn = 0.5, Pe = 1.0 We = 0.2 at α = π/6.

4.2. Effects of Physical Parameters on Temperature Distribution

The impact of the buoyancy ratio parameter on the temperature profile is displayed in
Figure 2b, it is clear from the variations that with the increase in Nr, the temperature of the
fluid increases. The effect of the applied magnetic field on the temperature field is illustrated
in Figure 3b. It can be concluded that by increasing the value of M the temperature becomes
higher. This trend is physically justified by the fact that the increase in the intensity of the
magnetic field augments the resistance to flow that causes the increase in the temperature
of the fluid. Figure 4b is plotted to understand the impact of the Brownian motion on
the temperature field. The fluid particles’ random movement is driven by the stronger
Brownian motion (higher values of Nb). Significant heat is produced as a result of this
erratic movement, which leads to a rise in temperature. Similarly, from Figure 5b, it can be
noticed that the fluid temperature increases by increasing the thermophoresis parameter Nt.
This is due to the fact that heated particles are drawn away from hot surfaces and toward
colder areas by the thermophoresis force, causing an increase in the liquid temperature
inside the boundary layer. The effect of the Rayleigh number on the temperature is depicted
in Figure 6b. The analysis of this figure shows that the temperature increases with the
increasing value of Rb. However, on the other side, an opposite behavior occurs with the
increase in the Weissenberg number (Figure 7b). Heating effect is directly proportional to
the permeability Kp; it implies that with the increasing values of Kp, temperature becomes
higher, as observed in Figure 8b.

4.3. Effects of Physical Parameters on Nanoparticles Concentration

Figure 2c describes the concentration profiles for various values of the buoyancy
parameter Nr. Concentrations are higher for larger values of Nr. Similarly, as presented in
Figure 3c, the same impact is encountered when the magnetic field magnitude is increased.
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Figure 4c illustrates the impact of Brownian motion (Nb) on the concentration profile φ(η).
The concentrations are lower for higher values of Nb. The effects of Nt on nanoparticles
concentration are shown in Figure 5c. It should be mentioned that the thermal conductivity
increases with increasing Nt. This is the major reason that leads to the higher concentra-
tions, as presented in Figure 5c. At higher values of the thermophoresis parameter, the
concentration also increases. Figure 6c is plotted to investigate the effect of the Rayleigh
number (Rb) on the concentration profile. It is clear that the increase in concentration
is proportional to Rb values. Contrary, the Weissenberg parameter (We) has an opposite
impact as shown in Figure 7c. In fact, from Figure 7c, it can be seen that the concentration
becomes lower with higher (We). As presented in Figure 8c, the permeability parameter
Kp has a direct effect on the concentration distribution and with the increment of Kp, the
concentration values increase.

4.4. Effects of Physical Parameters on the Density of Motile Microorganisms

Figure 2d presents the influence of the buoyancy parameter on the density of motile
micro-organisms. It can be noticed that the density of motile micro-organisms increases
with the lowering of Nr. The magnetic parameter also has the same impact on the density of
motile micro-organisms as shown in Figure 3d. Figure 3d shows that the density increases at
higher values of M. The density of motile micro-organisms has an opposite behavior to the
Brownian motion effect. In fact, Figure 4d shows that the values of motile micro-organisms
decrease with higher values of Nb. Figure 5d illustrates the motile micro-organisms’ profiles
for the various values of the thermophoresis parameter. It is noticed that it increases with
Nt when other dimensionless parameters are kept constant. Similarly, the increase in the
Rayleigh number (Rb) leads to higher values of the density of motile micro-organisms
(Figure 6d). Whereas the density of motile micro-organisms decreases with the increase
in the Weissenberg parameter (We) as illustrated in Figure 7d. Figure 8d shows that the
density of the motile micro-organisms is directly proportional to Kp.

4.5. Effect of Pertinent Parameters on Skin Friction, Rate of Heat Transfer, Rate of Mass Transfer,
and Rate of Motile Organisms

Tables 1 and 2 are presented to illustrate the physical behavior of the skin friction, rate
of heat transfer, rate of mass transfer, and rate of motile organisms for the mixed convection
parameter and the bioconvection Peclet number, respectively. From Table 1, it is noticed
that the heat transfer rate has an increasing trend, but the remaining quantities are showing
a decreasing trend. Table 2 indicates that the bioconvective Peclet number reduces the rates
of mass transfer and the motile organism, but the skin friction and rate of heat transfer
increase accordingly.

Table 1. Physical behavior of (a) f ′′ (0) (b) − θ′(0) (c) − φ′(0) (d) − χ′(0) at angle π/6 when
Nr = 0.2, Rb = 0.1 KP = 0.5 M = 0.1 We = 0.2, Pr = 3.0, Nt = 0.1, Nb = 2, Sc = 0.2, Scn = 0.2,
Pe = 1.

λ f”(0) −θ’(0) −φ’(0) −χ’(0)

0.1 0.84342 0.38469 0.08851 0.23197

1.0 0.55897 0.46628 0.05885 0.14685

2.0 0.26238 0.49037 0.05462 0.13256

3.0 0.03197 0.48689 0.07111 0.17407
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Table 2. Physical behavior of (a) f ′′ (0)(b) − θ′(0)(c) − φ′(0)(d) − χ′(0) at angle π/6 when
Nr = 0.2, Rb = 0.1 KP = 0.5, M = 0.1 We = 0.2, Pr = 3.0, Nt = 0.1, Nb = 2, Sc = 0.2,
Scn = 0.2, λ = 0.2.

Pe f”(0) −θ’(0) −φ’(0) −χ’(0)

0.1 0.81186 0.40318 0.08193 0.11090

1.0 0.80805 0.396523 0.08511 0.22353

2.0 0.80498 0.393091 0.08741 0.36484

3.0 0.80198 0.39013 0.08921 0.51773

5. Conclusions

The present study is intended to investigate the magnetohydrodynamics effects on
the bioconvective heat transfer of a Williamson nanofluid with gyrotactic micro-organisms
over a moving inclined plate embedded in a porous medium. The main findings can be
highlighted as follows:

• With the increase in Nr, the velocity profile decreases. It is seen that, as the magnetic
parameter increases, the fluid velocity decreases. The Brownian motion causes the
intensification of the flow by increasing the fluid velocity. This fact is physically true,
in fact, as Nt increases, the viscosity decreases, and the fluid velocity increases. It is
also observed that with the increment of bioconvection Rayleigh number, the velocity
goes down.

• By increasing the magnetic parameter, the temperature increases. In fact, the increase
M enhances the resistance within the fluid and causes higher fluid temperatures. The
temperature of the fluid increases by increasing the thermophoresis parameter. The
heating effect is directly proportional to the permeability parameter.

• Concentration of the profile boosts up by taking larger values of the buoyancy ratio
parameter. Brownian motion, thermophoresis, and permeability parameters increase
the nanoparticles’ concentration.

• The density of motile micro-organism increases with the buoyancy ratio parameter
and the bioconvective Rayleigh number and decreases with the Brownian motion
parameter.

• The skin friction and heat transfer rate decrease with the mixed convection parameter
and bioconvection Peclet number.

• The graphical results satisfy the given boundary conditions asymptotically.
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Abstract: Thermal reduction by enhancing heat-generation phonon scattering can improve thermo-
electric performance. In this paper, the phonon transport subjected to internal heat generation in
two-dimensional nanoscale thermoelectric phononic crystals is investigated by a novel Monte Carlo
method based on the universal effective medium theory, called the MCBU method. The present
approach is validated. Compared with the universal effective medium theory method, the MCBU
method is easier to implement. More importantly, the deviation of the computation time between
the two methods can be ignored. With almost the same time cost, the present method can accurately
calculate the effective thermal conductivity of complex geometric structures that cannot be calculated
by the effective medium theory. The influences of porosity, temperature, pore shape and material
parameters on thermal conductivity are discussed in detail. This study offers useful methods and
suggestions for fabricating these materials with heat isolation and reduction.

Keywords: Monte Carlo method; Boltzmann transport equation; thermoelectric phononic crystal;
thermal conductivity; universal effective medium theory
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1. Introduction

In the past decades, nanotechnology has been used more and more widely in thermo-
electric devices, which makes the study of heat conduction theory extremely important.
Generally, the phonon Boltzmann transport equation (BTE) can characterize thermal trans-
port well in nanostructures. In order to solve the BTE, researchers have made a lot of
progress [1–8]. The Gray model is commonly used [2]; however, solving the BTE in this way
sometimes leads to inaccurate solutions that cannot be ignored. The different lattice Boltz-
mann methods have also been developed by the methods mentioned in references [3–6].
However, the lattice Boltzmann methods still have some shortcomings. For example, they
are used for non-physical prediction in the ballistic state [5,6]. There is another method
that can directly solve the BTE by using the finite difference method, namely the discrete
ordinate method [7]. However, in addition to requiring a large amount of memory to
solve the equation, this method also shows a slow convergence near the diffusion limit.
Moreover, the discrete unified gas dynamics scheme [8] has been proven to be effective and
deliver high-precision for low-dimensional thermal phonon transport, but it has not been
used to solve the BTE in three-dimensional geometry. The state-space strategies are the
basis of the novel theory of control and its advantage is the characterization of approaches
of importance through the BTE in favoring transport functions. However, for this method,
in the previous duration the processes were sufficient for them with only one differential
equation for a reasonably low order [9]. The main step of the finite element method for
solving the BTE is obtaining the equations of motion for the finite elements [10]. However,
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this method is very time consuming and it cannot handle the infinite domain problems
well. So far, the Monte Carlo (MC) simulation has been proved to be an efficient method for
solving the BTE. Two typical MC methods are used, of which the ensemble MC method is
employed to calculate the effective thermal conductivity in many kinds of nanostructures,
for example, silicon structures [11,12] and even composites [13,14]. The other method, the
phonon tracing MC method, simulates the trajectories of phonons independently which
reduces the computation time greatly [15,16]. Therefore, both the ensemble MC and the
phonon tracing MC are suitable methods used for phonon transport in many kinds of
nanostructures with a larger size, and they can also solve the BTE with high accuracy and
minimum calculation time [1].

Recently, Yu-Chao Hua and Bing-Yang Cao proposed an efficient two-step Monte Carlo
method for heat conduction in nanostructures [1]. However, it is difficult to calculate the
effective thermal conductivity of complex structures with different pore shapes. Effective
medium theory (EMT) is a widely used analytical method to study the optical responses
of subwavelength periodic structures [17–19] and it can achieve similar functions of the
whole system by defining the average value of materials with effective parameters [20]. The
Maxwell-Garnett theory and the Bruggeman EMT are based on the material characteristics
of each component in the mixture, which play an important role in effective medium meth-
ods. The composition of dielectric materials usually shows different structural properties.
To calculate the thermal conductivity of these materials, EMT should be a favored method;
for a given material and geometric structure, the EMT method can calculate the thermal con-
ductivity by achieving the functions of the given system [21]. Due to these characteristics
of EMT, it has many applications in electrical conductivity and related issues [22–26].

At nanoscale, the size characteristics of phononic crystals are very close to or even
smaller than the mean free path (MFP) of phonons, and the heat conduction no longer
obeys the Fourier law. Therefore, in order to deeply understand phonon transport in
thermoelectric phononic crystals, the correct models and methods are required to simulate
the phonon transport. The EMT method can effectively calculate the effective thermal
conductivity, and the value of the effective thermal conductivity only depends on the
porosity. However, the EMT method is not the best method to calculate the effective
thermal conductivity of complex geometry. The MC method mainly calculates the effective
thermal conductivity through the MC model, which can reduce the calculation time without
damaging the accuracy. However, this method still has problems in calculating the effective
thermal conductivity of complex pore shapes. The general effective medium theory can
calculate the effective thermal conductivity of different pore shapes by implementing the
suppression function. Therefore, we combine the MC method with the general effective
medium theory method to develop a novel method for calculating the effective thermal
conductivity of complex pore shapes as effectively as these two methods. In this paper, a
novel Monte Carlo method based on the universal effective medium theory is developed
to calculate the thermal conductivity in nanoscale thermoelectric phononic crystals with
complex geometries, which is the creativity point in this paper. The outline of this paper is
as follows. In Section 2, the method description is introduced. In addition, the numerical
experiments are conducted to numerically illustrate some properties of the present method
in Section 3, followed by a summary in Section 4. In this paper, the MCBU method is
compared with the EMT method and it is found that the MCBU method can effectively and
accurately calculate the effective thermal conductivity of different geometric shapes, while
the EMT method cannot deal with it well, which is the main focus of this paper.

2. Method Description

2.1. Geometric Model

In this paper, a nanoporous phononic crystal is considered. First, a schematic diagram
of phononic crystals is shown in Figure 1. In order to reduce calculation resources, the
whole phononic crystal is divided into several unit cells, in which the pore shape of each
unit cell is rectangular. The heat flux is parallel to the plane of the crystal for transmission.
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The two-dimensional (2D) view of the geometry is also shown in Figure 1b. The model
illustrates phonon activities during the transport process where a temperature difference
is applied between two boundaries along the x-direction. Phonons are emitted from the
hot temperature boundaries, diffusive reflection occurs when the phonon meets the inner
surface of the unit cell hole, and specular reflection occurs when it encounters the boundary
of the unit cell, as shown in Figure 1b. In the present work, when calculating the effective
thermal conductivity of a nanostructure with different pore shapes, such as circle pores,
rhombus pores and triangle pores, we can replace the rectangle pores of the schematic
diagram of phononic crystals shown in Figure 1 can be replaced with the above shapes.

Figure 1. The sketch for nanoporous phononic crystals. (a) In-plane heat flux view. (b) Geometric
model for the unit cell of heat flux under in-plane condition.

2.2. Boltzmann Transport Equation

The BTE can be used to model phonon behavior in phononic crystals. In a lattice,
without external force, the BTE equation is expressed as

∂ f (t, r, k)

∂t
+ v · ∇ f (t, r, k) = (

∂ f (t, r, k)

∂t
)

scatter
(1)

Equation (1) in ref. [25] is related to the variation of distribution function f (t, r, k), and
f (t, r, k) is a function which is dependent on time t, phonon position r and phonon wave
k. The phonon group velocity v is v = ∇kω. The left side of Equation (1) represents the
drift term of phonons in the phononic crystals. The right side of the equation describes the
scattering term of phonons and phonons, impurities and boundaries.

2.3. Thermal Conductivity in Phononic Crystals Based on Universal Effective Medium Theory

In this section, in order to calculate the effective thermal conductivity in phononic
crystals with complex geometric parameters, the effective thermal conductivity in nanoscale
thermoelectric phononic crystals will be calculated by using the MCBU method.

First, we can develop the phonon BTE into anisotropic-MFP-BTE [27–35]:

Fml · ∇ΔT(n)
ml + ΔT(n)

ml = ∑m′l′ αm′l′ΔT(n−1)
m′l′ (2)

where Fml = ΛmŜl and Ŝl= sin(φl) x̂ + cos(φl)ŷ.
Then the effective thermal conductivity is given as follows:

ke f f = − L
ΔTA

∫
J · n̂dS (3)

where A is the surface area, L is the periodicity, n̂ = x̂, ΔT is the pseudo-temperature, J is
the heat flux and it can be described by
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J =
CvΛvj

4π
dT
dx A

∫ 2π
0

∫ 1
−1(exp(− Lrp

Λ
√

1−μ2
)− 1)μ2dμdϕ

=
CvΛvj

3
dT
dx A2 3

4πA
∫ 2π

0

∫ 1
−1(exp(− Lrp

Λ
√

1−μ2
)− 1)μ2dμdϕ

= −CvΛvj
3

dT
dx A2S(Λbulk,j).

(4)

where Cv is the heat capacity, vj is the velocity, Lrp is the length from the point r to the point
p at pore boundaries, Λ is the intrinsic MFP, S(Λbulk,j) is the suppression function. Then we
can obtain the effective thermal conductivity by substituting Equation (4) into Equation (3)
as follows:

ke f f = − L
ΔTA

∫ −CvΛvj
3

dT
dx A2S(Λbulk,j) · n̂dS

=
∫

L
CvΛvj

3 AS(Λbulk,j) · n̂dS
=

∫
kbulk(Λ)S(Λbulk,j, L)dΛ

(5)

where S(Λbulk,j, L) is the suppression function which can describe the degree of reduction
of heat transport with respect to the bulk for a given intrinsic MFP.

Integrating
∫

kbulk(Λ)S(Λbulk,j, L)dΛ by parts and substituting it into Equation (5), we
can obtain the following formula:

ke f f = kbulk[S(∞)−
∫ ∞

0

1

1 + Λ0
Λ

∂S(Λ)

∂Λ
dΛ] (6)

To obtain the final equation, we take S(∞) = S(0) +
∫ ∞

0
∂S(Λ)

∂Λ dΛ and S(Λ) = S(Λ→0)
1+ Λ

Lc
into Equation (6):

ke f f
kbulk

= S(0) +
∫ ∞

0 (1 − 1
1+ Λ0

Λ

) ∂S(Λ)
∂Λ dΛ

= S(0)− S(0)
∫ ∞

0
Λ0

Λ+Λ0

Lc
(Lc+Λ)2 dΛ

= S(0)[1 − ∫ ∞
0

Λ0
Λ+Λ0

Lc
(Lc+Λ)2 dΛ]

= S(0)
[
1 − Λ0Lc

1
Lc2+Λ0(Λ0−2Lc)

(
− ln

(
Λ0
Lc

)
+ (Λ0 − 2Lc)/Lc + 1

)] (7)

Then Equation (7) is the final equation of the effective thermal conductivity.
Where Λ0 is the medium MFP of the thermal conductivity distribution, Lc is the mean

light-of-sight between phonon scattering events with the nanostructure. Then we obtain
the effective thermal conductivity in terms of the Monte Carlo method combined with the
universal effective medium theory.

The graphic below describes the sequence of processing steps and the parameters
used:
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3. Results and Discussions

In this section, the accuracy of the MCBU method is checked and the results are com-
pared with those of the two-step MC method and the MC model in Reference [1]. The two-
step MC method calculates the thermal conductivity through the formula
ke f f _limit

kbulk
= 3ΔL

4l0
p0

1−pi
, where ΔL is the length of simulation unit, l0 is the average MFP and p0 is

the initial phonon transmittance, pi is the internal phonon transmittance. The MC model cal-
culates the thermal conductivity through the formula
ke f f ,po
kbulk

= 1 − 3
πRp2(ε−1−1)

∫ Rp√
ε

Rp
rdr

∫ 2π
0

∫ 1
0 exp(− Lrp

l0
√

1−μ2
)μ2dμdϕ, where Rp is the pore ra-

dius and ε is the porosity.
The deviation between p0 and pi can be ignored. Therefore, when calculating the

effective thermal conductivity by the two-step MC method, pi can be replaced by p0.
Figure 2 illustrates the effective thermal conductivity varying with Lc. It is found that the
effective thermal conductivity increases with increasing Lc, and the results obtained by the
MCBU method agree well with those predicted by the two-step MC method; the deviation
between them decreases with increasing Lc. In addition, the results obtained by the two
methods are both slightly less than those obtained by the MC model, and approach the
value predicted by the MC model.

Figure 2. The effective thermal conductivity computed using the MCBU method, the two-step MC
method and the MC model.

In the following, numerical experiments are conducted to show the effectiveness of
the MCBU method, and the comparison between the MCBU method and effective medium
theory (EMT) method is discussed in detail. First, the results are illustrated in Table 1 and
Figure 3. In Table 1, ks is denoted as the thermal conductivity of rectangle pores in the
MCBU method, km as the thermal conductivity of the EMT method; and ts is denoted as
the computation time of the MCBU method, and tm as the computation time of the EMT
method. From Table 1, we can see that the MCBU method is consistent with the EMT
method with a deviation of less than 12%. In the AlN with rectangular pore shape, when
the porosity is 0.35 and 0.4, the MCBU method is consistent with the EMT method, with a
deviation of about 3%. In addition, the deviation of the computation time between the two
methods can be ignored. Figure 3 shows that the effective thermal conductivity decreases
with the increase of porosity, and the deviation between the MCBU method and EMT
method in rectangular and circular holes decreases sharply with the increase of porosity.
For triangular and rhombic pores, the deviation between the two methods decreases with
the decrease of porosity. With the change of pore shapes, the same value is obtained by
using the EMT method, which indicates that the EMT method may have some problems in
calculating the effective thermal conductivity of complex geometric pore shapes. Therefore,
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when calculating the effective thermal conductivity of pores with complex geometry, the
MCBU method is a more suitable and quicker method.

Table 1. The effective thermal conductivity in material made of AlN, at 300 k, with the comparison of
the EMT method and the MCBU method.

Φ ks km
∣∣∣ km−ks

km

∣∣∣ (%) |ts − tm| (s)

0.05 0.8170 0.9048 9.7% 3.35 × 10−3

0.10 0.7241 0.8182 11.5% 3.19 × 10−3

0.15 0.6707 0.7391 9.3% 3.30 × 10−3

0.20 0.5962 0.6667 10.6% 3.31 × 10−3

0.25 0.5486 0.6000 8.6% 3.21 × 10−3

0.30 0.5093 0.5385 5.4% 3.19 × 10−3

0.35 0.4675 0.4815 2.9% 3.29 × 10−3

0.40 0.4403 0.4286 2.7% 3.33 × 10−3

Figure 3. The effective thermal conductivity with two methods in AlN, at 300 k.

Next, based on other influencing factors, we compare the results between the MCBU
method and the EMT method in detail. From Table 2, we can conclude that when the
characteristic MFP Λ0 is equal to 0.1 till 0.35, the effective thermal conductivity of rect-
angular pores is consistent with the EMT method, with a deviation of less than 20%, or
even less than 5%. In addition, we find that the calculation time deviation between the two
methods can be ignored, which shows the superiority of our method. In other words, it can
accurately calculate more complex geometry than the effective medium theory in almost
the same time. Figure 4 illustrates that the effective thermal conductivity calculated by the
EMT method does not change with the changing of pore shapes and Λ0. Moreover, from
Figure 4, we can conclude that at the porosity of 0.25, the effective thermal conductivity in
four kinds of shapes decreases with the increase of the characteristic MFP, and the deviation
between the MCBU method and the EMT method decreases when the characteristic MFP
decreases. In this figure, the effective thermal conductivity of rectangle pores is the closest
to the EMT method.

184



Mathematics 2023, 11, 1208

Table 2. The effective thermal conductivity of rectangle pores compared with the EMT method.

Λ0 (μm) ks km
km−ks

km
(%)

Deviation of the
Computation Time (s)

0.1 0.5782 0.6000 3.6% 3.31 × 10−3

0.15 0.5531 0.6000 7.8% 3.21 × 10−3

0.20 0.5324 0.6000 11.3% 3.29 × 10−3

0.25 0.5148 0.6000 14.2% 3.31 × 10−3

0.30 0.4994 0.6000 16.8% 3.30 × 10−3

0.35 0.4856 0.6000 19.1% 3.32 × 10−3

Figure 4. The effective thermal conductivity with the EMT method and the MCBU method with the
changes of Λ0.

Then, we analyze the influence of S(0) on the effective thermal conductivity in AlN, at
300k, and compare the results between MCBU method and the EMT method. From Table 3,
we can conclude that the MCBU method is consistent with the effective medium theory
method. With the increase of S(0), the deviation will be less than 15%. In addition, we
can see that the difference in calculation time between the two methods can be ignored,
which again shows the superiority of our method. Figure 5 illustrates that the effective
thermal conductivity in four kinds of pore shapes calculated by the MCBU method, and the
effective thermal conductivity calculated by the EMT method increases with the increase of
S(0) and the deviation between the MCBU method and the EMT method decreases with
the increase of S(0).

Table 3. The effective thermal conductivity in circle pores compared with the effective medium theory
method.

S(0) kc km
km−kc

km
(%)

Deviation of the
Computation Time (s)

0.3 0.2321 0.2987 22.3% 3.21 × 10−3

0.4 0.3227 0.3986 19.0% 3.22 × 10−3

0.5 0.4150 0.5038 17.6% 3.19 × 10−3

0.6 0.5084 0.6000 15.3% 3.30 × 10−3

0.7 0.6027 0.7007 13.9% 3.33 × 10−3

0.8 0.6976 0.8018 12.8% 3.31 × 10−3

0.9 0.7930 0.9000 11.9% 3.30 × 10−3
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Figure 5. The effective thermal conductivity with the EMT method and the MCBU method with the
changes of S(0).

In the following, we analyze the influence of Lc/L on the effective thermal conductivity
in AlN, at 300 k, with four kinds of pore shapes and compare the results of the MCBU
method and the EMT method. As shown in Table 4, the MCBU method agrees with the
EMT method with a deviation between them of less than 20%. Except for the cases where
Lc/L equals to 1.8 and 2.0, the deviation between the two methods decreases with the
increase of Lc/L, and when Lc/L ≥ 1.7, the deviation between the two methods is less than
16.2%. From Figure 6, we can see that the two curves increase with the increase of Lc/L.

Table 4. The effective thermal conductivity in circle pores compared with the EMT method.

Lc/L kc km
km−kc

km
(%)

Deviation of the
Computation Time (s)

1.5 0.3691 0.4493 17.8% 3.21 × 10−3

1.6 0.3969 0.4815 17.6% 3.22 × 10−3

1.7 0.4331 0.5152 15.9% 3.17 × 10−3

1.8 0.4611 0.5504 16.2% 3.39 × 10−3

1.9 0.4892 0.5748 15.0% 3.22 × 10−3

2.0 0.5174 0.6129 15.6% 3.10 × 10−3

Figure 6. The effective thermal conductivity with the EMT method and the MCBU method with the
changes of Lc/L in circle pores.
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Then we calculate the effective thermal conductivity in rectangle pores and compare
it with the EMT method. From Table 5, we can conclude that the MCBU method agrees
with the EMT method with the deviation between them being less than 18%, and except
for the cases where Lc/L equals to 1.6 and 1.7, the deviation between the two methods
decreases with the increase of Lc/L and when 1.9 ≤ Lc/L ≤ 2.0, the deviation between the
two methods is less than 16%. Compared with Table 4, we can conclude that ks is larger
than kc for all the values of Lc/L. From Figure 7, we can conclude that the two curves
increase with the increase of Lc/L.

Table 5. The effective thermal conductivity in rectangle pores compared with the EMT method.

Lc/L ks km
km−ks

km
(%)

Deviation of the
Computation Time (s)

1.5 0.5496 0.6667 17.6% 3.21 × 10−3

1.6 0.5953 0.7241 17.8% 3.26 × 10−3

1.7 0.6330 0.7544 16.1% 3.37 × 10−3

1.8 0.6791 0.8182 17.0% 3.19 × 10−3

1.9 0.7170 0.8519 15.8% 3.14 × 10−3

2.0 0.7549 0.8868 14.9% 3.19 × 10−3

Figure 7. The effective thermal conductivity with the EMT method and the MCBU method with the
changes of Lc/L in rectangle pores.

Next, we calculate the effective thermal conductivity in triangle pores and compare it
with the EMT and we denote kt as the thermal conductivity of the MCBU method and km as
the thermal conductivity of the EMT method. From Table 6 and Figure 8, we can conclude
that the effective thermal conductivity increases with the increase of Lc/L. From Table 6,
we can conclude that MCBU method agrees with the EMT method with the deviation
between them less than 18% and except for the cases where Lc/L equals to 1.6, the deviation
between the two methods decreases with the increase of Lc/L and when 1.9 ≤ Lc/L ≤ 2.0,
the deviation between the two method is less than 15%. Compared with Tables 4–6, we
have kc < kt < ks for all the values of Lc/L.

Table 6. The effective thermal conductivity in triangle pores compared with the EMT method.

Lc/L kt km
km−kt

km
(%)

Deviation of the
Computation Time (s)

1.5 0.4511 0.5504 18.0% 3.22 × 10−3

1.6 0.4878 0.5873 16.9% 3.16 × 10−3

1.7 0.5164 0.6260 17.6% 3.30 × 10−3

1.8 0.5533 0.6667 17.0% 3.11 × 10−3

1.9 0.5904 0.6949 15.0% 3.09 × 10−3

2.0 0.6192 0.7241 14.5% 3.19 × 10−3
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Figure 8. The effective thermal conductivity with the EMT method and the MCBU method with the
changes of Lc/L in triangle pores.

Last, we calculate the effective thermal conductivity in rhombus pores and compare
it with the EMT and we denote kr as the thermal conductivity of the MCBU method and
km as the thermal conductivity of the EMT method. From Table 7 and Figure 9, we can
see that the effective thermal conductivity increases with the increase of Lc/L, and from
Table 7, we can conclude that the MCBU method agrees with the EMT method with the
deviation between them less than 19% and except for this, cases where Lc/L equals to 1.7,
the deviation between the two methods decreases with the increase of Lc/L and when
1.7 ≤ Lc/L ≤ 2.0, the deviation between the two method is less than 16.6%. Compared with
Tables 4–6, we can conclude that kc < kr < kt < ks for all the values of Lc/L.

Table 7. The effective thermal conductivity in rhombus pores compared with the EMT method.

Lc/L kr km
km−kr

km
(%)

Deviation of the
Computation Time (s)

1.5 0.4183 0.5152 18.8% 3.32 × 10−3

1.6 0.4548 0.5504 17.4% 3.26 × 10−3

1.7 0.4831 0.5748 16.0% 3.27 × 10−3

1.8 0.5114 0.6129 16.6% 3.31 × 10−3

1.9 0.5483 0.6529 16.0% 3.39 × 10−3

2.0 0.5768 0.6807 15.3% 3.30 × 10−3

Figure 9. The effective thermal conductivity with the EMT method and the MCBU method in
rhombus pores with changes of Lc/L.

Finally, a detailed analysis of influences of geometric parameters is conducted and
discussed. In previous studies, the influences of porosity on thermal conductivity have been
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studied. However, little work has been done on the effects of different porosities on periodic
nanoscale structures. In this paper, the effects of porosities on periodic nanostructures
in different pore shapes are studied and shown in Figure 10. The black line denotes the
circle pores, the blue line denotes the rectangle pores, the green line denotes the triangle
pores and the red line denotes the rhombus pores. From Figure 10, it can be observed
that the effective thermal conductivity decreases when the porosity increases and this is
because the greater the porosity, the more loss of the heat flux passthrough to the material.
The effective thermal conductivity of the triangle pore shapes is the most affected and it
decreases most rapidly with the increase of the porosity. The thermal conductivity of the
rectangle pore shapes is the least affected. With the increase of the porosity, the effective
thermal conductivity of the rectangle pores decreases the slowest, followed by the circle
pores and the rhombus pores. Let kc, ks, kt, kr be the effective thermal conductivity of circle
pores, rectangle pores, triangle pores, and rhombus pores, respectively. It is clear that under
the same porosity and the same temperature, we always have ks > kc > kr > kt as shown in
Figure 10.

Figure 10. The effective thermal conductivity for four kinds of pore shapes at 300 k, AlN.

To evaluate the influence of the temperature, we calculate the effective thermal con-
ductivity in different temperatures. When the temperature increases, no matter what the
shape of the pore and the porosity, the effective thermal conductivity increases too. Without
the loss of generality, we calculated the effective thermal conductivity with square shapes
in at 200 k, 300 k, 400 k and 500 k, respectively, as shown in Figure 11. From this figure, we
can conclude that at the same temperature, the trend of the effective thermal conductivity
is dropping while the porosity is increasing and under the same porosity, the trend of
conductivity is increasing while the temperature increasing. That is because when the
temperature increases, the heat flux increases too and that causes the effective thermal
conductivity increase.

To study the influence of the materials, we calculate the effective thermal conductivity
with different pore shapes in four materials: AlAs, AlN, GaAs and Si. Without the loss of
generality, we calculate the effective thermal conductivity in rectangle shapes in at 300 k.
As shown in Figure 12, we can see that under the same porosity and the same temperature,
the effective thermal conductivity in material made of AlN is the highest while, at the
same time, the effective thermal conductivity in material made of Si is the lowest; the
effective thermal conductivity in material made of GaAs is higher than that made of AlAs.
Moreover, the thermal conductivity in material made of AlN and GaAs differs slightly but
the conductivity in materials made of Si is significantly lower than the former, and this
conclusion will not change with the change of the pore shapes. From this result, we can say
that in materials made of AlN, there will be less loss of heat flux while in materials made of
Si, there will be more loss of heat flux.
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Figure 11. The effective thermal conductivity in square pores with different temperatures for AlAs.

Figure 12. The effective thermal conductivity in rectangle pores with different materials, at 300 k.

In order to evaluate the influence of the location of pore shapes, we calculate the
effective thermal conductivity in material made of AlAs for two kinds of rectangles. For
one kind of rectangle, we set the parameter as Pl = 2Pd which means the aspect ratio of
the rectangle is 2 and for the other kind of the rectangle, we set the parameter as Pd = 2Pl
which means the aspect ratio of the rectangle is 0.5, as shown in Figure 13. From this figure,
it can be clearly seen that the effective thermal conductivity of the rectangle with Pl = 2Pd
structure is always higher than the rectangle with Pd = 2Pl structure and the gap between
the two line widens with the growth of the porosity. From this result, we can see that the
locations of the pores block the heat flux through the materials, changing the direction of
the heat flux and affecting the effective thermal conductivity.
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Figure 13. Rectangle pores with the length along the abscissa.

4. Conclusions

The EMT is a widely used method to predict the thermal conductivity in nanostruc-
tures. However, the thermal conductivity of different pore shapes cannot be described well.
In the present work, a novel MC method is developed to overcome this deficiency. Several
numerical experiments have been conducted to verify the present MCBU method. The
MUBU method estimates the results well. The following conclusions can be obtained:

1. Λ0, S(0), Lc are the main parameters which can influence the effective thermal conduc-
tivity which is calculated by the MCBU method. The effective thermal conductivity
decreases with the increases of Λ0 and the effective thermal conductivity increases
with the increases of the S(0), Lc, respectively.

2. Pore shapes and porosity can influence the effective thermal conductivity. For the
same porosity, the effective thermal conductivity in rectangle pores is always higher
than circle pores, triangle pores and rhombus pores. At the same time, the effective
thermal conductivity in triangle pores is the lowest compared to other pores. For
the same pore shape, the effective thermal conductivity decreases with the increases
of porosity.

3. The MCBU method can agree well with the EMT method with the same time require-
ments and the MCBU can calculate the effective thermal conductivity in complex pore
shapes more accurately.

The MCBU method can efficiently calculate the thermal conductivity of different pore
shapes. Although it can calculate the thermal conductivity of regular pore shapes, such
as circle, rectangle, triangle and rhombus, it still has some limitations. To date, little work
has been done on irregular pore shapes. The future research direction is to develop a
method to calculate the effective thermal conductivity with irregular pore shapes, or try
to cut irregular pore shapes into relatively regular shapes. In this way, a new method can
be obtained to calculate the effective thermal conductivity with irregular and arbitrary
pore shapes.

Author Contributions: Writing—original draft, E.C.; Writing—review & editing, Z.Y. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (Grants
11002026, 11372039), the Beijing Natural Science Foundation (Grant 3133039), and the Scientific
Research Foundation for the Returned (Grant 20121832001).

Acknowledgments: The authors gratefully acknowledge the support by the National Natural Science
Foundation of China (Grants 11002026, 11372039), the Beijing Natural Science Foundation (Grant
3133039), and the Scientific Research Foundation for the Returned (Grant 20121832001).

191



Mathematics 2023, 11, 1208

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Fml A term which depends on Λm and Ŝl
Λm Phonon mean free path

ΔT(n)
ml Pseudo-temperature

αm′l′ A coefficient in Equation (2)
Ŝl Phonon direction function
J Heat flux
A Surface area
L Periodicity
n̂ Direction vector
Cv Heat capacity
vj Velocity
Lrp The length from the point r to the point p at pore boundaries
Λ Intrinsic MFP
S(Λbulk,j) Suppression function
Λ0 Medium MFP
Lc The mean light-of-sight between phonon scattering events with nanostructure
p0 The initial phonon transmittance
pi The internal phonon transmittance
ΔL The length of simulation unit
l0 The average MFP
Rp Pore radius
Φ Porosity
ts Computation time of the MCBU method
tm Computation time of the EMT method
km Effective thermal conductivity of the EMT method
ks Effective thermal conductivity of rectangle pore in the MCBU method
kc Effective thermal conductivity of circle pore in the MCBU method
kt Effective thermal conductivity of triangle pore in the MCBU method
kr Effective thermal conductivity of rhombus pore in the MCBU method
Pl The length of the rectangle
Pd The width of the rectangle
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Abstract: Low-light image enhancement is very significant for vision tasks. We introduce Low-light
Image Enhancement via Deep Learning Network (LLE-NET), which employs a deep network to
estimate curve parameters. Cubic curves and gamma correction are employed for enhancing low-
light images. Our research trains a lightweight network to estimate the parameters that determine
the correction curve. By the results of the deep learning network, accurate correction curves are
confirmed, which are used for the per-pixel correction of RGB channels. The image enhanced by our
models closely resembles the input image. To further accelerate the inferring speed of the low-light
enhancement model, a low-light enhancement model based on gamma correction is proposed with
one iteration. LLE-NET exhibits remarkable inference speed, achieving 400 fps on a single GPU
for images sized 640 × 480 × 3 while maintaining pleasing enhancement quality. The enhancement
model based on gamma correction attains an impressive inference speed of 800 fps for images sized
640 × 480 × 3 on a single GPU.

Keywords: low-light image enhancement; curve enhancement; zero-reference learning

MSC: 03C30

1. Introduction

Recently, there has been significant development in image-based applications due to
continuous development in image-processing algorithms and camera sensors [1]. However,
the acquired images are often under-exposed due to inevitable environmental, or technical
factors [2], including scene conditions, inadequate illumination or suboptimal camera
parameters [3]. Low-light images consistently exhibit low contrast and visibility, presenting
challenges for human perception and various high-level visual tasks [4,5], such as object
detection [6], object segmentation [7], and object tracking [8]. Low-light image enhancement
has a wide range of applications, and reliable low-light image enhancement techniques
can improve the visual effects of application scenarios. Enhancing low-light images can
effectively enhance the performance of visual simultaneous localization and mapping
(SLAM) in low-light underwater conditions [9]. Low-light image enhancement can be used
in imaged-based 3D reconstruction in low-light conditions [10]. Enhancing low-light images
for lane detection under low-light environments plays a significant role in advanced driver
assistance systems (ADAS) [11]. Therefore, the exploration of low-light image enhancement
has emerged as a challenging and dynamically evolving research domain [12].

The aims of low-light image enhancement are to enhance the visibility and contrast of
low-light images [13]. Numerous conventional methods for enhancing low-light images
have been implemented [14,15]. Conventional processing methods typically depend on
specific statistical models and assumptions, such as the Retinex model [15] and histogram
equalization [16]. Nevertheless, these techniques necessitate parameter adjustments tai-
lored to varying application scenarios, and the imprecise statistical models can easily
introduce excessive artifacts [13]. Traditional methods work well for low-contrast images
(such as overall darker images); however, they often do not take into account the effects
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of spatially varing illumination, leading to an unbalanced intensity distribution in local
areas [17]. In recent years, a plethora of deep-learning models have surfaced for tasks
related to enhancing low-light images. In comparison to conventional methods, these
deep-learning approaches offer superior accuracy, robustness, and speed [18]. Despite the
substantial performance enhancements brought about by learning-based approaches, a
new issue has arisen known as learning bias. This refers to the phenomenon wherein the
enhancement results are heavily influenced by the characteristics of the training dataset.
In other words, the enhancement effect of low-light image enhancement algorithms using
supervised learning is influenced by the low-light image training dataset. The creation of
paired low-light image training datasets involves significant subjective factors. To mitigate
this constraint, recent exploration has focused on unsupervised learning models utilizing
unpaired data. The aim is to develop robust algorithms capable of maintaining generality
across diverse real-world scenarios, thus obviating the need for paired data [17]. While
learning-based methods often yield satisfactory results, many of them demand substantial
computational resources and entail long inference times. Consequently, their suitability for
real-time systems or mobile applications is limited [19].

In tasks such as object detection and visual SLAM, low-light image enhancement algo-
rithms based on deep learning commonly serve as preprocessing algorithms for real-time
tasks. Thus, low-light image enhancement demands high real-time processing speeds. The
bright areas in the enhanced image should be kept from overexposure, and the brightness
in dark areas should be increased. The enhanced image should have minimal color distor-
tion. Visual SLAM algorithms are often applied in various application scenarios; hence,
it is desired that the low-light enhancement algorithms minimize the influence of paired
datasets as much as possible. Therefore, we are looking for low-light image enhancement
algorithms that are better suited for image preprocessing in visual tasks related to visual
SLAM, with an emphasis on reducing dependency on paired datasets.

Our motivations. To address the problem of image enhancement in low-light environ-
ments for visual SLAM, we have designed a low-light image enhancement network. Firstly,
in order to improve the algorithm’s adaptability to different scenes, we prioritize using
a Zero-shot low-light image enhancement method, avoiding the use of paired training
datasets. Secondly, to enhance the inference speed of low-light image enhancement and
better meet the real-time requirements of visual SLAM, we have designed a low-light image
enhancement method based on gamma correction [20]. Furthermore, to achieve better
low-light image enhancement results, we propose a cubic curve enhancement method
based on multiple iterations. To fulfill SLAM requirements, our method ensures a close
resemblance between the enhanced image and the original input to maintain accuracy.

Our contributions. Our model is inspired by Zero-DCE [21] and LUT-GCE [22]. Differ-
ent from the Zero-DCE algorithm, we abandon the method of estimating curve parameter
maps, and instead, we use a deep-learning network to predict the control parameters of
enhancement curves. Unlike LUT-GCE, we improved the network architecture, redesigned
the loss function, and additionally introduced a gamma correction-based enhancement
method. In comparison to existing open-source deep learning algorithms for enhancing
low-light images, our method demonstrates superior performance in both inference speed
and resemblance.

Our primary contributions are outlined below:

• A low-light image enhancement model(LLE-NET) based on curve estimation is pro-
posed which estimates the control parameters of enhancement curves. LLE-NET
eliminates the need for paired training data, mitigating the risk of overfitting and
demonstrating strong generalization across diverse lighting conditions.

• Cubic curves and gamma correction are used in this enhancement method. If comput-
ing power permits, using a cubic enhancement curve can achieve fine results. If the
computational burden is heavy, a method based on gamma correction for low-light
image enhancement can be chosen.
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• We conduct extensive experiments to validate the effectiveness of LLE-NET across a
wide range of comparison methods and affirm its efficacy.

2. Related Work

In this section, a concise overview of previous works related to low-light image
enhancement is introduced, including traditional methods and learning-based methods.

2.1. Traditional Enhancement Methods

Histogram Equalization (HE) is one of the simplest and most commonly used tech-
niques for enhancing low-light images [23]. HE simplifies global statistics by utilizing
statistical information across all pixel values, representing them in terms of the density
of pixel values [19,24]. Brithness Preserving Bi-Histogram Equalization(BPBHE) was
proposed to address the issue of the flattening effect observed in HE methods [25]. Re-
cently, the enhancement of images using HE has been formulated as an optimization
problem [23,26]. Gamma correction is applied to color space components with the aim
of enhancing contrast [27]. A contrast-limited adaptive histogram equalization (CLAHE)
with color correction based on normalized gamma transformation in the Lab color space is
suggested for enhancing low-light images [28].

Retinex theory-based methods for enhancing low-light images have attracted signifi-
cant attention [4,29]. The Retinex model decomposes low-light images into reflection and
illumination components [12]. A multi-scale Retinex-based approach utilizing the illumina-
tion components is employed for enhancing image contrast [30]. A multi-scale Retinex with
color restoration (MSRCR) technique is suggested to address image degradation under
foggy weather conditions [31]. An enhanced Retinex algorithm is proposed for enhancing
low-light images, addressing issues such as local halo blurring [32].

These traditional methods lack adaptability and may result in significant noise, as well
as over- and/or under-enhancement in their outcomes [29]. Global HE methods are based
on the grayscale content of the entire image and modify pixels through a transformation
function, which can easily lead to local overexposure. Local HE methods consider the
equalization of neighborhood pixels by using their histogram intensity statistics. The
original image is divided into various sub-blocks in the form of squares or rectangles. His-
togram equalization transformation functions are computed at each position by calculating
the histogram of neighborhood points, resulting in a checkerboard effect in the enhanced
image [23]. Retinex theory-based methods are prone to unnatural and overexposure effects,
presenting a challenge in adaptability across various scenes [4]. Furthermore, the computa-
tional cost of Retinex algorithms that use traditional iterative optimization for adjusting
a single image is high, hindering their application in real-time conditions. Consequently,
many deep learning algorithms that improve upon Retinex have been proposed.

2.2. Learning-Based Methods

Recently, learning-based approaches for various vision tasks have been developed.
Current low-light image enhancement methods using deep learning can be categorized
into four groups: supervised learning, unsupervised learning, semi-supervised learning,
and zero-shot learning methods [12].

Supervised learning methods have shown considerable advancements in low-light
image enhancement. MBLLEN [33] leverages multi-branch fusion to extract diverse features
across various levels, generating the final output image. The SID dataset is obtained by
varying the ISO settings while maintaining constant the position of the camera [6,34].
These datasets are often constructed through subjective retouching processes or artificial
adjustments of camera parameters [17]. Low-light images are often affected by changes
in illumination, color distortion, and noise, making it challenging to determine a singular
well-lit reference ground. Consequently, the preference for an enhanced image often varies
depending on the user’s choice. Obtaining a true paired image dataset is difficult due
to these variations. To mitigate the requirement for extensive training data, large-scale
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paired low-light datasets are synthesized using efficient low-light simulation techniques.
An attention-guided low-light image enhancement approach is proposed, utilizing the
synthesized paired simulation dataset [20]. The deep-learning enhancement methods based
on Retinex are implemented, such as RetinexNet [35], RUAS [29], KinD [36], SCI [37]. The
method based on the exposure prediction model (EPIM) and feature extraction module
(FEM) is proposed using hybrid feature weighted fusion strategy [38].

To mitigate the impact of paired training data, unsupervised generative adversarial
networks, such as CycleGAN [39] and EnlightenGAN [40] are proposed, eliminating the
need for paired low-light image datasets. However, unsupervised GAN-based methods
typically require a meticulous selection of unpaired training data. The method based on
multi-objective grey wolf optimization is proposed without the need for low-light and
normal images as training data [41].

In contrast, zero-shot learning approaches circumvent the need for pre-training and can
directly enhance images from input low-light images. Zero-DCE [21] employs pixel-wise
and uses high-order curve estimation to dynamically adjust the dynamic range of an input
image. RRDNet [42] decomposes the input image into three components, illumination,
reflection, and noise. Algorithms based on multi-objective grey wolf optimization introduce
transformer structures and attention-guided mechanisms, resulting in larger model sizes
compared to Zero-DCE [21], thus leading to poor real-time performance. To expedite
inference speed, a single convolutional layer model (SCLM) utilizing effective structural
re-parameterization techniques is proposed [19].

Algorithms for low-light image enhancement using supervised learning are often
influenced by the training dataset, but they generally perform better in environments
similar to the training set. In contrast, unsupervised learning-based low-light image en-
hancement algorithms avoid the influence of datasets, but many of these algorithms have
a heavy computational burden, making them unsuitable for real-time applications, such as
EnlightenGAN [40] and the method based on multi-objective grey wolf optimization [41].
The advantage of Zero-shot algorithms is that they avoid the constraint of paired datasets,
but the drawback is that they may produce less detailed enhanced images due to the lack
of constraints from paired datasets. In practice, current deep learning algorithms have
their own strengths and weaknesses based on different evaluation metrics. Generally,
evaluations are conducted based on actual application scenarios, such as the requirement
for high real-time performance or high enhancement quality. While learning-based meth-
ods have delivered satisfactory outcomes, ensuring short inference times is crucial for
real-time applications.

3. Proposed Method

The framework of LLE-NET is shown in Figure 1. To accelerate the inference speed, we
initially resize the input image to a consistent size 3× 128× 128 pixels using downsampling.
Then the resized image is put into the LLE-NET model which predicts Low-light Enhance-
ment curves (LE-curve) trainable parameters. The number of output results predicted by
LLE-NET is correlated with the iteration count. Next, the RGB channels of the input image
are sequentially enhanced based on the LE-curve defined by the predicted parameters. If
the iteration count is greater than 1, the result of the last iterative enhancement image is
used as input, and iterative enhancement is performed again using the parameters esti-
mated by LLE-NET until the number of iterations n is reached. We will provide a detailed
introduction to the LE-curve, the LLE-NET framework, and the definition of non-reference
loss function.
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Figure 1. Framework of LLE-NET. LLE-NET is designed to predict parameters for Light-Enhancement
curves(LE-curve). LE-curves are applied to iteratively enhance a given image.

3.1. Low-Light Enhancement Curve

According to the requirements of histogram equalization, if the transformation curve
exhibits the following characteristics, it can be utilized as an enhancement curve. Zero-
DCE [21] and LUT-GCE [22] have already demonstrated their feasibility.

(1) The enhancement curve is required to be a continuously ascending function to main-
tain the contrast between adjacent pixels.

(2) After normalizing the image, each enhanced pixel value should be confined within
the range of [0, 1] to prevent overflow truncation.

(3) The transformation function should aim for simplicity while remaining differentiable
for efficient backpropagation.

We use the cubic curve from reference [22]. The definition of a cubic transformation
curve is

LE(I(x); a, t, b, h) = a(I(x)− t)3 + bI(x) + h, (1)

where LE(I(x); a, t, b, h) represents the enhanced images of the provided input I(x), x
denotes the image pixel, I(x) is the corresponding pixel value, a, t, b and h are trainable
curve parameters. If a, t, b and h are given, the cubic curve will be fully defined.

With the constraints LE(0) = 0 and LE(1) = 1, we can derive

LE =

{ −at3 + h = 0 I(x) = 0
a(1 − t)3 + b + h = 1 I(x) = 1

. (2)

Furthermore, it can be obtained as formula⎧⎨⎩ a = (1−b)
(1−t)3+t3

h = t3(1−b)
(1−t)3+t3

. (3)

By computing the derivative of Equation (1), we can obtain that

LE′(I(x); a, t, b, h) = 3a(I(x)− t)2 + b. (4)

When we set a ≥ 0 and b ≥ 0, it ensures that the derivative function values are greater
than 0. Equation (1) maintains monotonicity to retain the contrast between adjacent pixels.
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Next we can reformulate the cubic curve Equation (1) as (5), where t, b ∈ [0, 1] are
trainable curve parameters.

LE(I(x); t, b) =
(1 − b)(I(x)− t)3

(1 − t)3 + t3 + bI(x) +
t3(1 − b)

(1 − t)3 + t3 (5)

The LE-curve defined in Equation (1) can be iteratively applied to improve enhance-
ment outcomes in difficult low-light conditions. Equation (6) defines the iterative formula,
where n represents the number of iterations. When n is equal to 1, Equation (6) can be
degraded to Equation (1).

LEc,n(LEc,n−1; an, tn, bn, hn) = an(LEc,n−1 − tn)
3 + bnLEc,n−1 + hn (6)

Only using variables (t, b), Equation (6) can be reformulated as Equation (7).

LEc,n(LEc,n−1; tn, bn) =
(1 − bn)(LEc,n−1 − tn)3

(1 − tn)3 + t3
n

+ bnLEc,n−1 +
t3
n(1 − bn)

(1 − tn)3 + t3
n

(7)

To accelerate inference speed, if we set n as equal to 1 using a cubic curve as the
enhancement curve, the brightness and contrast of the enhanced image are not very good.
So, we cannot simply accelerate the inference speed by reducing the number of iterations
as conducted in the Zero-DCE [21] method. However, we try to make our model meet the
requirements of real-time applications. In reference [20], low-light images can be converted
into normal-light images through a combination of linear and gamma transformations. So,
we use gamma correction to enhance low-light images.

The LE-curve based on gamma correction is defined as Equation (7). Ref. [20] shows the
synthetic under-exposed image includes gamma transformation and linear transformation.
So we add the variable b as the linear transformation.

LE(I(x); t, b)(i) = I(i)(x)t + b i ∈ {R, G, B} (8)

To ensure better enhancement performance, LE-cures are applied to the RGB three
channels separately. So t = (tR, tG, tB) and b = (bR, bG, bB) are valid.

Even though the gamma correction can enhance the contrast of a low-light image
quickly, there is a specific issue that needs clarification. Since the variable t is the exponential
part of the gamma function if multiple iterations are performed the derivation will increase
rapidly during backpropagation. This makes it is difficult to converge, resulting in training
failure. Therefore, the iterative number can only be 1 when using gamma correction
enhancement which was verified during subsequent training. Although gamma correction
can only be iterated once, it still achieves pleasing enhancement effects.

3.2. LLE-NET

To adapt the algorithm to input images of different resolutions and reduce the compu-
tational burden, the input image is downsampled to 3 × 128 × 128. To keep less change in
the low-light regions, each input pixel value should be within the normalized range of [0, 1].
Divide the pixel values represented as integers by 255 to normalize each pixel value to the
range of [0, 1]. When enhancing the input image, perform channel-wise operations on the
R, G, B channels. Therefore, for channel i ∈ {R, G, B}, t = (tR, tG, tB) and b = (bR, bG, bB)
should be predicted.

Figure 2 illustrates the detailed structure of LLE-NET when the LE-curve is a cubic
curve. The resized images are applied as the input of LLE-NET, which contains three
convolutional layers with a simplified channel attention layer [43]. After downsampling,
the image is passed through a 3 × 3 convolution for dimensionality expansion, followed
by average pooling for a 1/2 downsampling operation. The GeLu activation function [44]
is utilized in the attention layer to improve gradient preservation. Moreover, a sigmoid
operation is applied to ensure that the values of each feature map are within the [0, 1]

199



Mathematics 2024, 12, 1228

range. Similar operations continue until the feature map dimension is reduced to (64,
16, 16). Further reduction in dimensionality is achieved through the two-dimensional
adaptive average pooling operation(AdaptiveAvgPool2D) to obtain a dimension of (64, 1,
1). After the adaptive average pooling layer, the subsequent layers consist of a flattened
layer followed by a linear layer. The predicted result is to generate a 6n-dimensional
vector, where n is iteratively numbers. Parameters {tn, bn}j=n

j=1 are used to construct n
iteration-specific cubic curves for iterative enhancement. Each iteration applies three LE
curves for the three channels in RGB color space. The blue dashed box combined with the
green dashed box in the figure constitutes the complete network architecture of LLE-NET
with four iterations. The network outputs 24-dimensional data, including t and b for RGB
3 channels used in each iteration. There are six parameters used per iteration with four
iterations; the network’s output data are, therefore, 24-dimensional.

Input

Resize
(3, 128, 128)

(16, 128, 128)

(16, 64, 64) (32, 32, 32)

(32, 64, 64)
k3,s1,p1,c16

Conv2D
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Sigmoid Sigmoid
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h1,w1

AdaptiveAvgPool2D

Flatten

Linear(64, 24)

1t
1b

2t
2b

3t
3b

4t
4b

(64, 1)

(64, 1, 1)
h1,w1

AdaptiveAvgPool2D

Flatten

Linear(64, 6)

1t
1b

4n 1n

LLE-NET Gamma-NET

Figure 2. Architecture of LLE-NET and Gamma-NET.

After obtaining tn and bn through LLE-NET, plugging them into Equation (7) yields
enhancement curves for each iteration. Referring to the algorithm flow in Figure 1, enhance
each input image with the LE curve to obtain the image after this iteration’s enhancement
until the entire iteration is completed.

3.3. Gamma-NET

We use the same network as LLE-NET when the LE-curve is gamma correction, and set
n is equal to 1. If the LE-curve is gamma correction, the enhancement network is remarked
as Gamma-NET, as shown in Figure 2. The blue dashed box and the orange dashed box in
Figure 2 form the complete structure of the Gamma-NET network. Since the number of
iterations is n = 1, the output dimension of the linear layer is 6. In fact, when n is equal
to 1, we can regard Gamma-NET as adaptively estimating gamma correction parameters
through a deep-learning network. From the perspective of network architecture, Gamma-
NET and LLE-NET only differ in the output of the linear layer. In fact, when the number of
iterations for LLE-NET reduces to 1, the network structures of the two are identical with
the only difference being in the enhancement curves.

After obtaining the enhancement curve parameters through Gamma-NET, plugging
these parameters into Equation (8) yields specific low-light enhancement curves. By
enhancing the original input images with these enhancement curves, the final enhanced
images can be obtained.

3.4. Non-Reference Loss Function

We define the spatial consistency loss, exposure control loss and color constancy loss
to be the same as those in Zero-DCE [21]. The spatial consistency loss Lspa maintains the
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distinction between adjacent regions in both the input and enhanced images, ensuring
spatial coherence.

Lspa =
1
K

K

∑
i=1

∑
j∈Ω(i)

(| Yi − Yj | − | Ii − Ij |)2 (9)

In Equation (9), K denotes the count of local areas, and Ω(i) represents the four
adjacent neighborhoods (top, bottom, left, right) around a specific local area i. Y and I
correspond to the average intensity values of the local area in the enhanced and original
images, respectively. The dimension of each local region is defined as 4 × 4 [21]. Figure 3
visually explains the concept of spatial consistency loss.

4 4

4 4

iI
jI

jI

jI

jI iY
jY

jY

jY
jY

（a） （b）

Figure 3. An illustration of the spatial consistency loss. (a) Definition of local areas in the input image.
(b) Definition of loal areas in the enhanced image.

The exposure control loss Lexp seeks to maintain the brightness level of the enhanced
images, and it is defined as

Lexp =
1
M

M

∑
i=1

| Yk − E | . (10)

In Equation (10), E is defined as the grayscale value in the RGB color space [45], M
denotes the count of distinct local areas each sized 16 × 16, Y is the mean intensity value
of a local region in the enhanced image [21]. Based on experimental evaluations, E is
determined to be 0.6.

The color constancy loss Lcol aims to rectify any possible color shifts in the enhanced
image and establish interconnections between RGB channels [21].

Lcol = ∑
∀(p,q)∈ε

(Jp − Jq)2, ε = {(R, G), (R, B), (G, B)} (11)

In Equation (11), Jp and Jq denote the mean intensity values of the p and q channels,
respectively, in the enhanced image [21].

Due to the adoption of curve enhancement instead of pixel-wise enhancement in Zero-
DCE [21], the monotonicity of surrounding pixels is maintained according to the properties
of curve derivatives. Therefore, we discard the illumination smoothness loss from Zero-
DCE [21] and introduce the local contrast loss Lcon. Actually, according to the result of the
ablation study, the illumination smoothness loss does not affect the enhancement results.

To make the dark-light regions in the enhanced image clearer, we introduce the local
contrast loss Lcon. Figure 4 demonstrates the method used to calculate the local contrast
loss. The definition of the local contrast loss is Equation (12)

Lcon =
1
M

M

∑
i=1

Imax − Imin
Imax + Imin + 10−8 . (12)
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Figure 4. An illustration of the local contrast loss. The pixel values of the single-channel in the
subregion, as shown in the enlarged portion in the figure, are represented by blue for the maximum
and red for the minimum values of the local region pixels.

In (12), M denotes the quantity of local regions, each with a size of 4 × 4. Imax and Imin
correspond to the maximum pixel and minimum pixel values in the enhanced image.

The total loss function is defined as Equation (13), where λspa, λexp, λcol , and λcon are
the weights for Lspa, Lexp, Lcol and Lcon.

Ltotal = λspaLspa + λexpLexp + λcol Lcol + λconLcon (13)

The non-reference loss function for Gamma-Net is the same as LLE-NET, but the loss
weights are different from the loss weights of LLE-NET.

4. Experiments

We evaluate LLE-NET and Gamma-Net through experiments conducted on a system
comprising an Intel(R) Core(TM) i7-10700k CPU @3.80GHz, 32 GB RAM, and a single
NVIDIA GeForce RTX 3060 GPU (with 12 GB memory) running on the PyTorch 1.12
platform. We compare our approach against several state-of-the-art methods, conducting
comprehensive qualitative and quantitative assessments to affirm its effectiveness.

4.1. Implementation Details

LLE-NET and Gamma-Net utilize unpaired data for training. Part 1 of SICE [2]
comprises 360 multi-exposure images, while the LOL dataset [35] contains 485 training
images and 15 test images. The complete training dataset combines the training images from
Part 1 of SICE and LOL. To expedite model training, we can randomly choose 400 images
from the combined dataset for the training task. Experimental results indicate that a smaller
training set yields similar training outcomes compared to the complete training dataset.
If there is no strict requirement on training time, it is recommended to use the complete
dataset. However, if training time is restricted it is advisable to use random sampling from
the complete training dataset as the training dataset. In theory, random sampling should
yield enhancement effects similar to those of the complete training dataset. However,
practical testing has found that it is best to have over 20% of normal or over-exposed
images in the randomly sampled training dataset.

Before training, we first resize training images and testing images to dimensions of
128 × 128 × 3. The initial filter weights for each layer are initialized using a standard
Gaussian distribution with zero mean and a standard deviation of 0.02. We utilize the
ADAM optimizer with default parameters, keeping a constant learning rate of 10−4. LLE-
NET iteratively enhances four times for input image. The weights λspa, λcol , λexp and λcon
are set to 40, 15, 5, and 8 for LLE-NET, respectively. The weights λspa, λcol , λexp and λcon are
set to 35, 15, 5, and 8 for Gamma-Net, respectively. The iteration number for LLE-Net is set
to 4. The iteration number for Gamma-Net is set to 1, so Gamma-Net is as same as gamma
correction. LLE-NET and Gamma-Net adopt the same training dataset. The training dataset
in this paper consists of randomly sampled data from the complete training dataset. We
selected training weight files with better visual evaluation results as the training outcomes.
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4.2. Experimental Evaluation

We contrast our approaches with several state-of-the-art methods: LIME [14],
RetinexNet [35], MBLLEN [33], EnlightenGAN [40], RUAS [29], Zero-DCE [21], SCI
medium [37]. The images for comparison are generated using publicly available source
code with recommended parameters.

Table 1 compares the trainable parameters and GFLOPs. The GPLOPs are measured
when processing 1200 × 900 × 3 image and the inference time tested in LIME [14] dataset
is the running time of different methods. Since RetinexNet has the highest GFLOPs but
the slowest computational speed, the runtime of this algorithm is no longer provided. The
inference time of Gamma-Net is close to Zero-DCE++ [21]. Compared to other algorithms
in Table 1, LLE-NET and Gamma-NET have lower GFLOPs values, giving them a better ad-
vantage in terms of runtime. Table 1 presents the runtime of various methods from loading
the model to completing the LIME [14] dataset enhancement. LLE-NET exhibits remarkable
inference speed, achieving 400 fps on a single GPU for images sized 640 × 480 × 3 while
maintaining pleasing enhancement quality. The enhancement model based on gamma
correction attains an impressive inference speed of 800 fps for images sized 640 × 480 × 3
on a single GPU. The inference time of Gamma-Net based on the GPU platform can reach
0.01s when it processes 1080 × 1920 images.

Table 1. Computation efficiency of different methods.The trainable parameters for an input image of
size 1200 × 900 × 3, GFLOPs, inference time based on GPU platform in LIME [14] dataset. The best
results are highlighted in bold.

Method Parameters (K) ↓ GFLOPs ↓ Time (s) ↓
RetinexNet [35] 555 587 -
MBLLEN [33] 450 301 21.9512

EnlightenGAN [40] 8000 273 16.1921
RUAS [29] 3.4 3.5 5.5745

Zero-DCE [21] 79 85 3.3182
SCI medium [37] 5.877 188 4.0959
LLE-NET (ours) 76 0.7515 2.9972

Gamma-Net (ours) 75 0.7517 2.8852

We visually compare different methods on the LIME dataset [14] is shown in
Figures 5 and 6.

It can be seen from Figures 5 and 6 that LIME [14] cannot recover the building clearly,
and the enhanced image of RetinexNet [35] has a painting-like texture. SCI medium [37]
and RUAS [29] exhibit uneven exposures, especially, where bright regions in the enhanced
image are over-enhanced. Deep learning enhancement algorithms based on the Retinex
theory, such as RetinexNet, RUAS, and SCI medium, exhibit overexposure phenomena.

The enhanced images of EnlightenGAN [40] and Zero-DCE [21] appear slight color
deviation. The images enhanced by MBLLEN exhibit higher clarity and lesser color dis-
tortion compared to LLE-NET. The enhanced image using LLE-NET or Gamma-NET is
more similar to the enhanced image using MBLLEN [33]. However, LLE-NET has fewer
GFLOPs and faster processing speed compared to MBLLEN. In cases where the enhance-
ment effects are similar, LLE-NET is more suitable for applications with high demands on
processing speed. Particularly, LLE-NET retains the advantages of high similarity and low
color distortion similar to MBLLEN. Therefore, even if the enhancement effect is slightly
inferior to MBLLEN, LLE-NET is still considered more suitable for real-time application
scenarios. Compared to Zero-DCE and EnlightenGAN, LLE-NET and Gamma-NET have
fewer color distortions. LLE-NET and Gamma-Net tend to under-enhance the low-light
images. However, they preserve the bright regions of the input image as faithfully as
possible. From the visual effect evaluation, LLE-NET and Gamma-NET are more similar to
the original input image.
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(a)Input (b)LIME (c)RetinexNet (d)MBLLEN (e)RUAS

(f)EnlightenGAN (g)Zero-DCE (h)SCI medium (i)LLE-NET(ours) (j)Gamma-NET(ours)

Figure 5. First visual comparison of different methods on LIME [14].

(a)Input (b)LIME (c)RetinexNet (d)MBLLEN (e)RUAS

(f)EnlightenGAN (g)Zero-DCE (h)SCI medium (i)LLE-NET(ours) (j)Gamma-NET(ours)

Figure 6. Second visual comparison of different methods on LIME [14].

Qualitative and quantitative evaluations are performed on the standard image set used by
previous works including DICM [46] (64 images), LIME [14] (10 images), MEF [47] (17 images),
NPE [48] (84 images), VV [49] (24 images). The reference qualitative comparisons are shown
in Table 2 which gives the detailed results of five datasets in terms of Peaking Signal-to-Noise
Ratio (PSNR,dB), Structural similarity (SSIM), Mean Absolute Error (MAE), and Learned
Perceptual Image Patch Similarity (LPIPS) [50]. The detailed results in five datasets are
presented in Table 2. The MBLLEN algorithm excels in SSIM and LIPIS metrics, whereas the
LLE-NET algorithm outperforms in terms of PSNR and MAE metrics. It can be concluded that
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images enhanced using LLE-NET have better performance in terms of similarity and smaller
color distortion, and are especially suitable for applications such as SLAM. The evaluation
metric results are consistent with the visual assessment. We can conclude that the LLE-NET
and Gamma-NET algorithms ensure enhancement while maximizing similarity to low-light
images. Gamma-NET and Zero-DCE have similar evaluation indicators. It can be seen that
using Gamma-NET can achieve similar effects to Zero-DCE. The inference speed of Gamma-
NET increases obviously compared to Zero-DCE. Because there is no established ground truth
for the enhanced images, using reference qualitative methods cannot fully evaluate the quality
of enhanced images. Therefore, non-reference qualitative methods are introduced.

Table 2. Mean quantitative comparison between our method and state-of-the-art methods on
DICM [46], LIME [14], MEF [47], NPE [48], VV [49]. Bold indicates the optimal outcomes.

Dataset Method PSNR ↑ SSIM ↑ MAE ↓ LPIPS ↓

DICM

MBLLEN 18.2286 0.7271 1520.6005 0.1981
RUAS 10.7435 0.6088 6945.4501 0.3509

EnlightenGAN 13.2887 0.6082 3434.5043 0.2353
Zero-DCE 14.5836 0.6391 2500.3813 0.2292

SCI-medium 9.4584 0.5115 8606.4664 0.4096
LLE-NET 18.7514 0.7180 946.5415 0.2251

Gamma-Net 14.1608 0.6352 2684.1659 0.2535

LIME

MBLLEN 14.3632 0.5512 3060.0568 0.2800
RUAS 12.7033 0.5522 4184.1014 0.2390

EnlightenGAN 10.4526 0.3762 6373.8652 0.3260
Zero-DCE 12.7292 0.4673 3716.9237 0.3205

SCI-medium 10.1090 0.3750 7311.8408 0.3533
LLE-NET 16.6399 0.5587 1462.218 0.3071

Gamma-Net 13.4485 0.5057 3055.1416 0.2880

MEF

MBLLEN 16.1754 0.5963 1855.8897 0.2510
RUAS 12.0177 0.5755 4624.5877 0.2633

EnlightenGAN 12.6525 0.4397 3934.1041 0.2906
Zero-DCE 13.6976 0.4444 3034.4384 0.2999

SCI-medium 10.2258 0.3960 6835.2636 0.3595
LLE-NET 17.5471 0.5581 1225.4604 0.2759

Gamma-Net 14.0117 0.4812 2702.0425 0.2818

NPE

MBLLEN 19.5104 0.7448 1052.0196 0.1556
RUAS 10.3375 0.6025 6571.6485 0.3412

EnlightenGAN 12.6337 0.6552 3783.2525 0.1888
Zero-DCE 13.8611 0.6519 2817.4149 0.1813

SCI-medium 9.0282 0.5091 8514.8493 0.3855
LLE-NET 17.7302 0.7360 1128.3872 0.1813

Gamma-Net 14.1781 0.545 2575.9487 0.3921

VV

MBLLEN 17.7058 0.7113 1177.6664 0.3196
RUAS 11.2388 0.6107 5559.8106 0.4134

EnlightenGAN 11.5388 0.4948 4728.1429 0.5199
Zero-DCE 13.8369 0.5316 2820.4735 0.4026

SCI-medium 9.8914 0.4629 7278.1504 0.5279
LLE-NET 18.1330 0.6238 1042.4784 0.3763

Gamma-Net 13.6904 0.6814 2819.8596 0.1903

Average

MBLLEN 17.19668 0.67404 1733.2466 0.24086
RUAS 11.40816 0.58994 5577.1196 0.32156

EnlightenGAN 12.11326 0.51482 4450.7738 0.31212
Zero-DCE 13.74168 0.54686 2977.9263 0.2867

SCI-medium 9.98208 0.42828 7373.39696 0.40196
LLE-NET 17.76032 0.63892 1161.0171 0.27314

Gamma-Net 13.8979 0.5697 2767.43166 0.28114
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Non-reference qualitative comparisons of the Perceptual index (PI) [51] and Natural
Image Quality Evaluator (NIQE) [52] on five datasets are listed in Table 3. As we can see,
Zero-DCE [21] obtains the best score in terms of PI and NIQE. LLE-NET and Gamma-
Net achieve good scores compared to other methods. Since non-reference qualitative
comparison is closer to the judgment standard of the human eye, taking into account
the content of Figures 5 and 6, Zero-DCE exhibits superior performance in contrast and
saturation of the enhanced image. However, there is noticeable color distortion present as
well. Color distortion is detrimental to tasks such as vision SLAM. Since algorithms cannot
excel in all metrics, we need to choose low-light image enhancement algorithms according
to different requirements of tasks.

Table 3. Perceptual Index (PI) ↓/Naturalness Image Quality Evaluator (NIQE) ↓ on different datasets.
Bold means the best results.

Method Average DICM LIME MEF NPE VV

MBLLEN 3.84/4.43 3.75/4.20 3.63/4.50 3.91/4.73 3.43/4.54 4.48/4.18
RUAS 3.54/4.59 3.83/4.78 3.09/4.23 2.77/3.69 3.87/5.68 4.14/4.60

EnlightenGAN 3.34/3.90 3.11/3.48 2.83/3.66 2.45/3.22 2.96/4.11 5.35/5.01
Zero-DCE 2.94/3.60 3.08/3.60 3.00/3.95 2.43/3.28 2.86/3.93 3.33/3.22

SCI-medium 3.03/3.65 3.51/3.79 2.99/4.18 2.56/3.44 2.56/3.44 3.55/3.42
LLE-NET 3.15/3.80 3.19/3.75 3.00/3.95 2.88/3.52 3.09/4.39 3.61/3.39

Gamma-Net 3.11/3.73 3.17/3.69 3.19/3.99 2.76/3.38 3.52/3.32 2.96/4.25

To assess and contrast the performance and efficiency of different methods, Figure 7
shows the relationship between PI and GFLOPs. The enhanced performance of Gamma-Net
is similar to Zero-DCE [21]. LLE-NET and Gamma-Net, using global lookup tables for
high-resolution images, can accelerate inferring speed. Combining the runtime data in
Table 1, it can be observed that LLE-NET runs at a higher frame rate than Zero-DCE, while
Gamma-NET surpasses both LLE-NET and Zero-DCE. In fact, considering the frame rate
processing indicator, Gamma-NET is essentially twice as fast as LLE-NET and Zero-DCE.

 0.1    1   10  100 1000
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Figure 7. Comparison of performance and efficiency. Average PI↓ is calculated on five real-world
datasets. GFLOPs↓ is measured on a 1200 × 900 × 3 image.

Limitations. The LLE-NET and Gamma-NET algorithms do not perform exceptionally
well in non-reference metric evaluation. In fact, visually, images enhanced using these
two methods tend to have an overall dark brightness. The enhanced image’s texture
details are not clear compared to MBLLEN, and they are noticeably affected by noise. The
contrast and color saturation of the enhanced images are lacking compared to the Zero-
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DCE and EnlightenGAN methods. Since a pixel-wise mapping similar to the Zero-DCE
algorithm was not employed, the enhanced images exhibit the drawbacks of traditional
image enhancement algorithms, such as low contrast and relatively low color saturation.
Due to the absence of a noise filtering module, noise in the input image directly affects
the effectiveness of the enhanced image. It may be beneficial to introduce a noise removal
module while enhancing images to further improve the quality of the enhanced images.

Although our methods can not achieve the best score in every index, our approach
demonstrates strong competitiveness in overall performance, particularly given its similar-
ity to input images and its inference speed.

4.3. Ablation Study

In order to evaluate the impact of each loss component, the results of LLE-NET trained
using different combinations of loss weights are shown in Figure 8. Figure 8b shows the
enhancement image by the weights combination of (40, 15, 5, 8). During the ablation study
process, we found that setting the weight of Lspa to zero is not feasible. Therefore, we
decided to decrease the weight of Lspa to 30. From Figure 8b,c, Lspa reduce noise and
preserve the overall contrast of the enhanced image. From Figure 8b,d, Lcol prevents
the color deviation of the enhanced image. From Figure 8b,e, Lexp improves the overall
exposure of enhanced images. From Figure 8b,f, Lcon improves the local contrast of the
enhanced images. Besides, the value of Lcon influences the value of Lspa. Figure 8 illustrates
the significant contribution of each loss in achieving the final enhancement result. Table 4
presents the metrics of non-reference qualitative comparisons. These metrics show the
significance of the divergence loss function.

(a)Input (b)(40,15,5,8) (c)(30,15,5,8) (d)(40,0,5,8) (e)(40,15,0,8) (f)(40,15,5,0)

Figure 8. Different combinations of loss weights (λspa, λcol , λexp, λcon). (a) Input image. (b) Loss
weights are (40, 15, 5, 8). (c) Loss weights are (30, 15, 5, 8). (d) Loss weights are (40, 0, 5, 8). (e) Loss
weights are (40, 15, 0, 8). (f) Loss weights are (40, 15, 5, 0).

Table 4. Perceptual Index (PI) ↓/Naturalness Image Quality Evaluator (NIQE) ↓ on different combi-
nations. Bold means the best results.

(40, 15, 5, 8) (30, 15, 5, 8) (40, 0, 5, 8) (40, 15, 0, 8) (40, 15, 5, 0)

PI↓ 2.9957 3.21121 3.1610 3.0962 3.0469
NIQE↓ 3.948 4.2345 4.2512 3.9505 3.9963

4.4. Effect of Parameter Setting

The parameter E is included in the loss function Lexp, as shown in Equation (10).
During training, it was observed that this parameter affects the enhancement results. By
comparing the parameter values set to 0.4, 0.5, 0.6, 0.7, it was observed that a generally
superior effect is attained when E is configured to 0.6. Figure 9 presents qualitative
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comparisons for different values of E in LLE-NET. It can be observed that as the value of
E increases, there is a corresponding rise in image brightness. However, when E = 0.7,
noticeable noise artifacts appear in the enlarged images.

(a)Input (b)E=0.4 (c)E=0.5 (d)E=0.6 (e)E=0.7

Figure 9. A visual comparison among the results using different well-exposedness level, E. (a) Input
image. (b) Enhanced image when E = 0.4. (c) Enhanced image when E = 0.5. (d) Enhanced image
when E = 0.6. (e) Enhanced image when E = 0.7.

The impact of training epochs on this research was investigated, revealing that higher
epochs do not necessarily yield better results. It was observed that setting the epoch value
too high leads to increased image noise and loss of details, while lower epochs result in less
noticeable enhancements in image brightness. Thus, it is advisable not to opt for higher
epoch values during training. The experiments found that typically, setting the epoch value
to below 50 is sufficient, with around 20 epochs often meeting the requirements. Figure 10
illustrates the training results for different epochs in Gamma-NET. It can be seen that at
epoch 3, enhancement in dark regions is achieved, with further improvement at epoch 8.
However, by epoch 11, noise becomes noticeable in the darker regions of the image. It was
noted that setting the epoch value too high results in noise becoming a significant part of
the enhanced image, thus it is recommended to use slightly lower epoch values in practical
network applications.

(a)Input (b)epoch=3 (c)epoch=8 (d)epoch=11

Figure 10. A visual comparison among the results using different epoch. (a) Input image. (b) En-
hanced image when epoch = 3. (c) Enhanced image when epoch = 8. (d) Enhanced image when
epoch = 11.

4.5. Effect of Training Data

The training dataset for the LLE-NET network and Gamma-NET influences the en-
hancement results. Figure 11 illustrates the impact of various datasets on enhancement
outcomes. Two datasets were used in this research: the LOL dataset [35] and the first part
of the SCIE dataset [2]. Experimental results revealed a significant influence of the training
set on data augmentation results. Figure 11b shows the results after training with the LOL
dataset, indicating lower overall image brightness and poor enhancement in dark areas.
The first part of the SCIE dataset includes a total of 3021 images which are divided into
360 groups with and without reference assessment, each group containing images with
varying brightness levels. A composite training set was assembled by merging images
from both the LOL and the initial section of the SCIE dataset, culminating in a sum of
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3506 images, as shown in Figure 11c. It can be observed that training with a combination of
low and high-light images can effectively improve enhancement results. During training,
it was found that one complete training cycle takes about 30 min. To speed up training, a
random selection of 400 images was used for training, as shown in Figure 11d. It was found
that this approach yielded training results comparable to using the complete training set.
Therefore, in scenarios where training time is a constraint, constructing a dataset with a
combination of low and high-light images and training with a smaller random subset of
images can still achieve good enhancement results. The dataset is composed of randomly
selected images and must include approximately 20% of images that are either normal
or over-exposed. Considering algorithm applicability and contrast enhancement of the
enhanced images, this study recommends using a combined dataset of low and high-light
images for training and suggests training with a random sample of 200–500 images. For
example, training with 200 images takes approximately 4 min.

(a)Input (b)LOL dataset (c) The first part in SCIE and LOL (d)Randly selected dataset

Figure 11. A visual comparison among the results using different training datasets. (a) Input image.
(b) Enhanced image when the training dataset is the LOL dataset. (c) Enhanced image when the
training dataset is the first part in SCIE and LOL dataset. (d) Enhanced image when the training
dataset is randly selected from the first part in SCIE and LOL dataset.

5. Conclusions

In this research, the framework of LLE-NET and Gamma-NET is proposed with-
out paired training datasets, and an appropriate loss function is defined. By comparing
with existing algorithms, we concluded that using LLE-NET can achieve better image en-
hancement effects. Firstly, the LLE-NET and Gamma-NET algorithms achieve comparable
results to MBLLEN with smaller models, meeting the requirements for real-time applica-
tions. Secondly, compared to the Zero-DCE and EnlightenGAN algorithms, LLE-NET and
Gamma-NET algorithms exhibit fewer color distortions and better image similarity. They
achieve optimal results in PSNR and MAE evaluation metrics. Therefore, the algorithms
overall meet the requirements of our design, providing higher processing speeds and image
similarity while meeting enhancement requirements. In terms of algorithm processing
speed evaluation, when the input image size is 640× 480, the processing speed of LLE-NET
can reach 400 fps, and Gamma-NET can reach 800 fps.

Despite the algorithms performing well in some aspects, limitations still exist. The
lack of paired training datasets makes it challenging to perform denoising simultane-
ously with image enhancement using Zero-shot methods. Therefore, researching network
structures that simultaneously remove noise and enhance low-light images holds greater
application value.
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Abstract: We address the challenging application of 3D pore scale reactive flow under varying
geometry parameters. The task is to predict time-dependent integral quantities, i.e., breakthrough
curves, from the given geometries. As the 3D reactive flow simulation is highly complex and
computationally expensive, we are interested in data-based surrogates that can give a rapid prediction
of the target quantities of interest. This setting is an example of an application with scarce data,
i.e., only having a few available data samples, while the input and output dimensions are high. In
this scarce data setting, standard machine learning methods are likely to fail. Therefore, we resort
to greedy kernel approximation schemes that have shown to be efficient meshless approximation
techniques for multivariate functions. We demonstrate that such methods can efficiently be used in the
high-dimensional input/output case under scarce data. Especially, we show that the vectorial kernel
orthogonal greedy approximation (VKOGA) procedure with a data-adapted two-layer kernel yields
excellent predictors for learning from 3D geometry voxel data via both morphological descriptors or
principal component analysis.

Keywords: machine learning; kernel methods; two-layered kernels; porous media; breakthrough
curves

MSC: 68T05; 65D15; 46E22; 76S05

1. Introduction

The reactive flow in porous media plays an important role for many industrial, en-
vironmental and biomedical applications. Since the reactions occur at the pore scale, 3D
pore scale simulations are very important. At the same time, pore scale measurements are
difficult or impossible, and usually, some averaged quantities are measured. One such
quantity of interest that can be measured is the breakthrough curve, i.e., the time-dependent
integral of the species over the outlet. These breakthrough curves can be computed from a
reaction–advection–diffusion equation on a porous medium, which is numerically solved.
However, this usually leads to very high computational costs, which might be prohibitively
high in a multiquery application, e.g., optimization of the geometry of the porous medium.
In that case, a surrogate model for the full order simulation model (FOM) is required. A
promising way of obtaining an adequate surrogate model is the use of machine learning
(ML) techniques. ML techniques are nowadays widely spread and employed for a variety of
tasks, including the estimation of damage for buried pipelines [1] or automatic vision-based
sewer inspection [2]. ML algorithms are developed and tested for porous media flows with
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different complexity. The literature in this area is very rich, and we cite some exemplary
papers simply to point to the place of our research. Numerous papers discuss predicting
permeability from microscale geometry. For example, see [3–5] and the references therein.
At the next level of complexity, e.g., in [6], the capability of using deep learning techniques
has been shown in the case where the velocity field is predicted from the morphology of
a porous medium. On the same topic, improvement is achieved by incorporating coarse
velocities in the learning process, see [7]. In the last decade, the application of ML tech-
niques for the simulation of passive and reactive transport has rapidly grown. One of the
directions in this case is using ML to predict reaction rates when those are very expensive
in the case of complex reactions. This can be implemented without taking into account the
geometry, see e.g., [8–10], or predicting the rate from structure features, see, e.g., [4,11,12],
to name just a few. Recently, the potential of using machine learning models as surrogates
for predicting breakthrough curves for varying physical parameters, i.e., Damköhler and
Peclet numbers, on a fixed porous medium geometry [13] has been reported.

In the current paper, we address the task of predicting the breakthrough curves for
varying geometries of the porous medium with fixed Damköhler and Peclet numbers. Our
work is in the same direction as that of [4,11], but there are essential differences. In [11], ML
addresses the impact of the structural features on the effective reaction rate to overcome
the limitation of the well-mixing assumption. Pore scale reactive flow in an inert skeleton
is considered there. In [4], pore scale colloid transport is considered as a part of a filtration
problem. Steady-state problems are solved. In our case, our pore scale geometry is in fact a
two scale media, as the active washcoat particles are nanoporous. We consider the diffusion
of the species within the washcoat, where the reaction occurs. Furthermore, while the other
papers discuss different neural network algorithms, we consider a kernel-based method,
namely, VKOGA. To the best of our knowledge, such studies have not yet been discussed
in the literature.

Because of the computationally demanding simulation of the FOM, we are limited
to a scarce data regime as we can only afford to compute a few samples. Furthermore,
the input dimension (the number of elements of the discretization of the porous medium)
and the output dimension (the number of time steps used during the FOM simulation) are
very high. This yields a challenging task for machine learning techniques [14]. For this
purpose, greedy kernel approximation schemes [15,16] have been shown to be efficient.
These meshless approximation techniques can be combined with deep learning techniques
to yield two-layered kernels [17,18], which have also already been successfully applied for
certified and adaptive surrogate modeling for heat conduction [18], as well as surrogate
modeling of chemical kinetics [8].

Our work is organized as follows: In Section 2, we introduce the underlying equations
of the 3D porous medium reaction–advection–diffusion model. In Section 3, we give an
overview on greedy kernel methods and two-layered kernels. The numerical experiments
are provided in Section 4, and we conclude our work in Section 5.

2. Problem Formulation

2.1. Geometry

In the current paper, we consider artificially generated voxel-based geometries on the
unit cube Ω = [0, 1]3 as geometries for porous filter fragments. These consist of the solid
skeleton, Ωs, free pores, Ω f , and effective porous space (washcoat or unresolved porosity
region) Ωw. Accordingly, we assume that the porous geometry sample can be represented
as a union of non-overlapping domains Ω = Ωs ∪ Ω f ∪ Ωw. Each of the domains Ωw, Ω f
is represented as a union of non-overlapping volume voxels:

Vi,j,k = [(i − 1)h; ih)× [(j − 1)h; jh)× [(k − 1)h; kh), i, j, k = 1, . . . , Nh, h = 1/Nh,

where Nh is the number of voxels in each dimension. This leads to a uniform grid with
NV = 1503 elements (voxels). The assignment of the voxels to the three subdomains is
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stored within two boolean arrays (a third one is not necessary as it can be calculated from
the other two). That means each porous sample is represented by a vector z ∈ {0, 1}2NV .

Depending on the application and the production process, the structure of the porous
space in real filters could be strongly irregular and highly anisotropic. Nevertheless, for
certain types of filters, the micro structure of porous media could be represented as a
combination of regular shaped nanoporous granules and solid binder material [19]. We
use this representation to reconstruct the porous domain Ω f and the washcoat domain
Ωw and later, using existing experimental data on porosity, to generate a series of artificial
porous geometries that could be used as models for real filter fragments. The size of each
sample in voxels, Nh = 150, is chosen according to a representative volume element (RVE)
study on the one hand and the amount of computational work to generate enough data for
training on the other hand. In order to generate each porous sample, we use an analytical
spheres piling algorithm for the washcoat region, then voxelize analytical spheres and
distribute voxelized solid material (binder) uniformly and randomly, covering the washcoat
skeleton surface. The main varying parameter during the generation of the samples was the
washcoat volume fraction εw; thus, in order to generate each sample, the target value of εw
was set, but depending on geometry realization, the resulting value of εw for a generated
sample could differ by more than 5%. A typical porous sample generated with this two-step
procedure with porosity ε = 0.553 is depicted in Figure 1.

Figure 1. Isometric (left) and middle plane (right) view of a typical porous sample; colors:
brown—washcoat (Ωw), grey—solid (binder, Ωs), white (transparent)—free pores (Ω f ), green—inlet
boundary section, opposite of the (non-visible)—outlet section. GeoDict visualization [20].

In addition to the typical porous geometry characterization parameters, such as poros-
ity ε, phase volume fraction (for washcoat) εw, and phase specific surface area (for free
pores) AS, we also compute the integral Minkowski parameters as morphological features.
A complete list of parameters with their definitions for each porous sample can be found
in the supplementary Section A. In total, 59 artificial porous samples were generated for
further processing. The geometry generation time per sample varied greatly depending on
the porosity, from the minimum of 6 wall-clock seconds (wcs) to the maximum of 222 wcs,
with the average of 111 wcs for a system with 40 cores Intel Xeon CPU E5-2600 v2, 2.8 GHz.
On the contrary, the time for evaluation of geometric parameters was almost the same for
all samples and did not exceed 2 wcs.

Both the generation and parameter evaluation phases for each geometry were per-
formed with the GeoDict software (Release 2022) [20] and Python scripts.

2.2. Governing Equations for FOM

Different approaches can be used to describe the flow and transport of chemical
species through the porous medium at the pore-scale. Many of them are based on solving
convection–diffusion–reaction (CDR) equations for the species transport and (Navier–)
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Stokes equations for the bulk flow. Thus, we consider, as the FOM solution in the current
paper, the solution of the CDR equation for a species of interest and additionally assume,
based on typical filtration application conditions, that (i) flow Reynolds numbers are
sufficiently small Re � 1 and Stokes equations are valid for any sub-region of the pore
space Ω f , and (ii) the concentration of the species of interest, c, is much smaller than
the bulk mixture concentration. Although these are rather strict assumptions, they work
well for catalytic filtration applications and are in fact the standard in this field. This
justifies a one-way coupling approach when the solution of the flow equations can be
decoupled from the species transport equation. We also restrict ourselves to scalar CDR
equations with a linear source term. This type of source term can be used to describe a first
order sorption–desorption process in porous media (Henry isotherm). According to the
aforementioned assumptions, the CDR equation for species concentration, c ≥ 0, can be
written in dimensionless form as

∂tc − Δc + PeL ∇ · (vc) + DaL c = 0, x ∈
(

Ω f ∪ Ωw

)
, t > 0, (1)

where DaL, PeL are the parameters: DaL = kR L
D is the piece-wise-constant Damköhler

number, PeL = uin L
D is the Peclet number, L, D > 0 are the characteristic length and

diffusion coefficient, respectively; uin is the inlet velocity, kR(x) ≥ 0 is the reaction rate
constant and reaction occurs only in the washcoat region:

kR(x) =

{
0, x ∈ Ω f ,
kr > 0, x ∈ Ωw.

In Equation (1), the characteristic diffusion time was used as a time scale. Moreover,
we fix the parameter values, (PeL, DaL) = (5, 0.1), and thus, consider only a convection-
dominated regime for each geometry. For the numerical solution, Equation (1) was com-
plemented with zero initial conditions, Dirichlet conditions for the inlet boundary section
and zero Neumann conditions for the outlet boundary section and all other boundaries,
see Figure 1. Based on the solution of Equation (1), a quantity of interest, the break-
through curve, can be evaluated as an integral concentration over the outlet section of the
geometry, Γoutlet:

a(t) =
∫

Γoutlet

c(x, t) dσ. (2)

For the velocity v within Equation (1), the stationary Stokes equations in Ω f
were considered:

μΔv = ∇p,

∇ · v = 0,
(3)

where p : Ω f → R is the pressure and μ ∈ R+ is the dynamic viscosity of the gas mixture.
Velocity inlet–pressure outlet boundary conditions were used for system Equation (3).

Thus, at the first step of the overall solution procedure, the velocity field v was
determined as a solution of system Equation (3). In the second step, due to (ii), using
the predetermined velocity field, the concentration field c and integral Equation (2) were
computed. Both steps were performed with the PoreChem software (Release 1.0 beta) [21].

3. Kernel Methods

Kernel methods [22] comprise versatile tools for scattered data approximation, re-
volving around the notion of a symmetric kernel k : Ωd × Ωd → R. An important type
of kernel is given by strictly positive definite kernels, i.e., kernels such that the so-called
kernel matrix k(XN , XN) = (k(xi, xj))

N
i,j=1 is positive definite for any choice of pairwise

distinct points XN = {xi}N
i=1 ⊂ Ωd, N ∈ N. In the context of machine learning, the set XN
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is often referred to as the training set Xtrain, i.e., XN = Xtrain. In the following, we focus on
the popular class of radial basis function kernels on Ωd ⊆ Rd, which can be expressed as
k(x, x′) = φ(‖x − x′‖) using a radial basis function φ : R → R. Popular instances of such
kernels are given by the following:

k(x, x′) = e−ε2||x−x′ ||2 Gaussian kernel,

k(x, x′) = (1 + ε||x − x′||)e−ε||x−x′ || Matérn 1,

k(x, x′) = (3 + 3ε||x − x′||+ ε2||x − x′||2)e−ε||x−x′ || Matérn 2,

which are also later on used in Section 4. As we do not know about the regularity of the
target function, we apply kernels that are infinitely smooth (Gaussian kernels) or finitely
smooth (Matérn kernels) in order to cover various possible regularities of the target function.
The parameter ε is the so-called shape parameter, which allows us to tune the width of
these kernels.

Given not only the input data {xi}N
i=1 but also the corresponding (possibly vector-

valued) target values {fi}N
i=1 ⊂ Rb, b ≥ 1, a well known representer theorem states that the

optimal least squares kernel approximant is given by

sN(x) =
N

∑
i=1

αik(x, xi), (4)

with coefficients {αj}N
j=1 ⊂ Rb. These coefficients can be computed directly by solving the

regularized linear equation system (k(XN , XN) + λI)α = y, where α ∈ RN×b and y ∈ RN×b

refer to a collection of the coefficients and target values in arrays. The regularization pa-
rameter λ ≥ 0 allows us to steer the robustness to outliers/noise versus the approximation
accuracy in the training points. The value λ = 0 corresponds to kernel interpolation. For
this case λ = 0, the assumption on the strict positive definiteness of the kernel still ensures
the solvability of the system.

Greedy kernel approximation: In order to obtain a sparse kernel model, one strives
to have a smaller expansion size n � N within Equation (4). For this, greedy algorithms
can be leveraged, which select a suitable subset of centers Xn from XN . For this, they start
with X0 = {} and iteratively add points from XN to Xn as Xn+1 := Xn ∪ {xn+1}, according
to some selection criterion. While there are several selection criteria in use in the literature,
we focus on the f -greedy selection criterion, which reads

xn+1 := argmaxxi∈XN\Xn
|fi − sn(xi)|.

This residual-based selection criterion incorporates the data point of the largest error,
i.e., directly aims at minimizing the maximal absolute error of the kernel model. An efficient
implementation of such greedy kernel algorithms is provided by the VKOGA package [15],
and a comprehensive analysis of the convergence of such greedy kernel algorithms was
provided in [16]. Because of the greedy strategy, VKOGA is often a superior method
compared to other kernel-based strategies. Other methods for obtaining sparse, kernel-
based models are sparse Gaussian processes [23,24], support vector regression (SVR) [25]
or the reduced support vector set approach [25]. The computational efficiency of VKOGA
kernel models is shown, for example, in [26], where a comparison of VKOGA with support
vector machines was performed, which revealed that VKOGA results in sparser models
and, hence, less computational time for training. Similarly, less computational time for
prediction was observed in [13], where Gaussian processes and VKOGA were compared.
In [27], a comparison of VKOGA and SVR over other ML techniques was performed in a
turbulent flow prediction scenario. The study revealed that those kernel methods gave the
best performance regarding the quality of the approximated discrete-time dynamics.
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Two-layered kernels: In order to incorporate feature learning into kernel models, we
make use of two-layered kernels [17,18]: These make use of a base kernel k, as given above,
and combine it with a matrix A ∈ Rd×d, such that the two-layered kernel is given by

kA(x, x′) = k(Ax, Ax′) = φ(‖A(x − x′)‖). (5)

With this, the two-layered kernel can be optimized to the given data ({xi}N
i=1, {fi}N

i=1)

by optimizing the first layer matrix A ∈ Rd×d. Thus, this two-layered structure may
considerably improve the performance of the kernel model, especially for medium- to
high-dimensional input data, where an equal importance of all features is highly unlikely.
The strength of two-layered kernel models and their superior performance over shallow
kernel models has been observed, for example, when applied to heat conduction [18] or
when used as a surrogate model for chemical kinetics [8]. We investigate whether this
behavior can also be observed for our current problem. For the optimization of the matrix
A, we employ the fast-gradient-descent-based mini-batch optimization proposed in [17]
and extended it to vector valued target values b > 1 in [18]. The overall idea is to leverage
an efficiently computable leave-one-out cross validation (LOOCV) error loss, which, thus,
makes the kernel generalize well to the unseen data. In particular, this cross validation
error loss makes use of both input and target values, i.e., it is a supervised optimization.

The matrix A makes the two-layered kernel kA even more interpretable: The large
singular values with corresponding right singular vectors within the singular value de-
composition of the matrix A correspond to the more important features within the data set,
while the smaller singular values with the corresponding right singular vectors correspond
to the less important features within the data set.

In the following Section 4, we make use of the notion “single layered kernel” to refer
to the standard kernel k, while we make use of the notion “two-layered kernel” to refer to
(optimized) kernels kA.

4. Numerical Experiments

In this section, we present the numerical experiments. The goal is to approximate
breakthrough curves Equation (2) from voxel data, which characterizes the geometry of
the porous medium. As explained in Section 2, the voxel data are described by a vector
z ∈ {0, 1}2NV . In our numerical experiment, we choose NV = 1503. We discretize a
breakthrough curve a(t) on an equidistant temporal grid ti, i = 1, . . . , nt, as the vector
a := (a(ti))

nt
i=1 ∈ Rnt with nt = 500 time steps.

We compare two different kernel-based models for learning the breakthrough curves
(see Figure 2), in which either morphological features (MF) prescribed by expert knowledge
(see Section A) are extracted or principal component analysis (PCA) features are learned
from the data using a PCA. The kernel function k is chosen to be either a shallow one-
layered or a two-layered kernel. We refer to these models in the scope of our paper as
MF-1L-kernel and MF-2L-kernel or PCA-1L-kernel and PCA-2L-kernel, depending on the
depth of the kernel (one-layered/two-layered) and whether we extract morphological
features or PCA features.

Both types of models (MF) and (PCA) are based on a feature map Φ : R2NV → Rnf

with nf features and a kernel function k : Rd ×Rd → R with d = nf, such that the resulting
kernel models using the single-layer or the two-layered kernels are given as

sn(z) =
n

∑
i=1

αik(Φ(z), Φ(zi)), respectively, sn(z) =
n

∑
i=1

αik(AΦ(z), AΦ(zi)), (6)

with coefficients αi ∈ Rb, b = nt and centers zi ∈ {0, 1}2NV for i = 1, . . . , n. The expan-
sion size n is fixed to n = 10. Choosing smaller values for n would worsen the results
presented in the next subsections considerably, while increasing n would only influence
the approximation quality on the test set slightly.
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Figure 2. Two feature extraction-strategy-based models to approximate breakthrough curves from
voxel data: Model with morphological features (MF), and model with PCA features (PCA).

All of these models involve hyper-parameters, which are listed in Table 1. Suitable
values for the hyper-parameters are determined via an LOOCV on the training data set.
Note that in the cases where two-layered kernels are applied, no LOOCV for the shape
parameter is performed, and instead, the matrix A is optimized using the procedure
described in the previous section. The kernel function and the regularization parameter are
determined via LOOCV in both cases.

Table 1. Hyper -parameters of the kernel function k, shape parameter ε and regularization parameter
λ used during LOOCV of the MF-based models and PCA-based models.

Hyper-Parameter Values

kernel fun. Matérn 1, Matérn 2, Gaussian kernel

Shape parameters 1, 1/2, 1/4, 1/8, 1/16, 1/32

Regularization parameters 0, 10−2, 10−3, 10−4, 10−5, 10−6

In the following, we discuss the generation of the training and test data (Section 4.1),
the training and results of the (MF) models based on morphological features (Section 4.2)
and of the (PCA) models based on PCA features (Section 4.3).

4.1. Training and Test Data

In total, we consider ns = 59 samples X := {zi}ns
i=1 of voxel data zi and the corre-

sponding time-discretized breakthrough curves ai (see Figure 3). The breakthrough curves
ai are obtained by solving Equations (1) and (3) based on the geometry described by the cor-
responding voxel data zi. The average computational cost of solving Equations (1) and (3)
for one sample is 7514 wcs with a standard deviation of 286 wcs on a workstation with two
Intel Xeon Gold 6240R (48 cores in total).
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Figure 3. All breakthrough curves ai(t) computed from the voxel data zi for i ∈ {1, . . . , 59}. Different
colours correspond to breaktrough curves computed from different geometries.

We use an approximate 80–20% training–test split, which results in ns,train = N = 47
training samples Xtrain = XN and ns,test = 12 test samples Xtest with X = Xtrain ∪ Xtest and
Xtrain ∩ Xtest = ∅. To demonstrate robustness with respect to the choice of the training–test
split, we consider three different random splits, where we use the same three random splits
to measure the performance of each model. As an error measure, we use a relative error on
the test set

erel =
1

|Xtest|

√√√√ ∑
zi∈Xtest

||ai − sN(zi)||2
||ai||2 . (7)

4.2. Kernel Models on Morphological Features

Because of the high dimensionality of the input space, it is necessary to apply some
reduction technique before training the machine learning model. In this section, we extract
n f = 6 morphological geometry features that describe the porous medium. These are the
porosity, the washcoat volume fraction, the volume of free pores, the surface area for the
free pores, the integral of mean curvature of the free pores and the integral of total curvature
of the free pores. For further information on how they are computed, see supplementary
Section A. Thus, the machine learning model can be represented by setting Φ = ΦMF in
Equation (6) ΦMF : R2NV → R

n f the mapping that computes the morphological features
from a given geometry.

For the first experiment, we use shallow kernels and present the approximated break-
through curves in Figure 4. We observe that except for the red outlier curve in the bottom
diagram, all curves are well approximated. This corresponds to the relative test error
presented in Table 2, where we see that for the first two data splits, a relative error of
approximately 0.01% can be achieved; whereas, for the third split, we only achieve an error
of approximately 0.42%. We further observe from Table 2 that for the first two data splits,
exactly the same hyper-parameters (kernel function, shape parameter and regularization
parameter) are chosen. However, they are chosen differently for the third data set, which
may be due to the red outlier curve being part of the test set for the third data split.
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(a) Split 0 (b) Split 1

(c) Split 2

Figure 4. MF-1L-kernel: Predicted breakthrough curves on the test set Xtest for three different
training–test splits. Solid: Breakthrough curves, dotted: predictions. The different colors correspond
to the different breakthrough curves.

Table 2. MF-1L-kernel: Relative error (7) and the selected hyper-parameters from Table 1 for three
different training–test splits (0–2).

Split Rel. Err. Kernel Fun. Shape Parameter Reg. Par.

0 1.49 ·10−3 Matérn 1 1.00 1.00·10−2

1 1.60·10−4 Matérn 1 1.00 1.00·10−2

2 4.23·10−3 Matérn 1 2.50·10−1 1.00·10−4

average 1.51·10−3

For the next experiment, we included two-layer optimization of the kernel model
and present the approximated breakthrough curves in Figure 5. We observe that a similar
approximation quality can be achieved using two-layered kernels. All breakthrough curves
except for the red outlier curve in the bottom diagram are well approximated. The relative
test error (see Table 3) is slightly improved for the third data split. However, for the first
and second split, it becomes slightly worse. We observe that similar to the experiment with
shallow kernel models, for each data split, the Matérn 1 kernel is selected and that for the
third split, a smaller regularization parameter is selected than for the first and second one.
To compare the shape transformations by the first layer, we present the first layer matrix A

in Table 3. For an easier comparison, the matrix A is visualized using the color-map at the
bottom of the table. We observe that the matrices look very similar for each data split.
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(a) Split 0 (b) Split 1

(c) Split 2

Figure 5. MF-2L-kernel: Predicted breakthrough curves on the test set Xtest for three different
training–test splits. Solid: Breakthrough curves, dotted: predictions. The different colors correspond
to the different breakthrough curves.

Table 3. MF-2L-kernel: Relative error (7) and the selected hyper-parameters from Table 1 for three
different training–test splits (0–2).

Split Rel. Err. Kernel Fun. A Reg. Par.

0 1.54·10−4 Matérn 2 1.00·10−3

1 2.37·10−4 Matérn 2 1.00·10−3

2 3.99·10−3 Matérn 1 1.00·10−4

average 1.46·10−3
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4.3. Kernel Models on PCA Features

Next, we use the PCA to define a feature map Φ. In order to be comparable to the
previous experiment, we choose the number of features as nf = 6. Following the idea
of the PCA [28], we choose the PCA feature map ΦPCA(z) = UT

nf
z based on the first nf

left-singular vectors Unf ∈ R2NV×nf of the matrix Z := (z)z∈Xtrain ∈ R2NV×ns,train via the SVD

Z = UΣVT with Unf := U(:, : nf) (8)

and set Φ = ΦPCA in Equation (6) (technical note: The voxel data are saved as a boolean
array z ∈ {0, 1}2NV . To compute the SVD, we convert these data to a floating point number,
which is why Z ∈ R2NV×ns,train ).

In Figure 6, we present the prediction of the breakthrough curves for the PCA-1L-
kernel model on the test set Xtest for the three different randomized training–test splits.
We observe that many of the breakthrough curves are well approximated and a mean
relative error of approximately 0.5–1.3% (see Table 4) can be achieved. However, some
breakthrough curves are badly approximated, especially the two blue curves for the first
data split. We observe that three different kernels, three different shape parameters and
three different regularization parameters are chosen for each data split. We further observe
from Section 4.3 that nf = 6 is also a suitable choice in the sense that a small test error is
achieved for that setting compared to higher and smaller values of nf.

(a) Split 0 (b) Split 1

(c) Split 2 (d) Train and Test error over nf

Figure 6. PCA-1L-kernel: (a–c): Predicted breakthrough curves on the test set Xtest for nf = 6 and
three different training–test splits. Solid: Breakthrough curves, dotted: predictions. The different
colors correspond to the different breakthrough curves. (d): Relative test and train error (Equation (7))
over nf.
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Table 4. PCA-1L-kernel: Relative error (7) and the selected hyper-parameters from Table 1 for three
different training–test splits (0–2).

Split Rel. Err. Kernel Fun. Shape Parameter Reg. Par.

0 9.62·10−3 Matérn 1 6.25·10−2 1.00·10−3

1 4.77·10−3 Gaussian
kernel 6.25·10−2 1.00·10−4

2 1.34·10−2 Matérn 2 2.5·10−1 1.00·10−2

average 9.26·10−3

For the next experiment, we consider the PCA-2L-kernel model. The results for the
analogous experiments to the previous paragraph are presented in Figure 7. We chose
again nf = 6 to be consistent with the previous experiments. However, as we observe in
Section 4.3, for nf = 3, slightly better results could have been achieved.

(a) Split 0 (b) Split 1

(c) Split 2 (d) Relative test and train error over nf

Figure 7. (a–c): Top and left: Predicted breakthrough curves on the test set Xtest for nf = 6 and three
different training–test splits. Solid: Breakthrough curves, dotted: predictions. The different colors
correspond to the different breakthrough curves. (d): Relative test and train error (Equation (7))
over nf.

We observe that the results from the shallow kernel models are considerably improved
by using two-layered kernels. The relative errors from Table 5 can be reduced to 0.08–0.7%,
and we do not observe badly approximated curves for the first data split anymore. Com-
pared to the the MF-2L-kernel experiments from the previous section, we also observe that
the approximation qualities are quite similar. This means that the PCA features transformed
by the first layer of the two-layered kernel are able to describe the geometry almost as well
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as the morphological features. This shows the strength of two-layered kernels, as the PCA
feature extraction is purely data-based, and no expert knowledge had to be used.

Table 5. PCA-2L-kernel: Relative error (7) and the selected hyper-parameters from Table 1 for three
different training–test splits (0–2).

Split Rel. Err. Kernel Fun. A Reg. Par.

0 7.94·10−4 Matérn 1 1.00·10−3

1 1.10·10−3 Matérn 2 1.00·10−2

2 7.05·10−3 Matérn 1 1.00·10−4

average 2.98·10−3

We further observe from Table 5 that, again, similar hyper-parameters are selected
for each data split. For example, the same kernel (Matérn 1) was selected for the first and
third data split. Moreover, we see similarities in the first layer matrices A of the kernels.
For all three matrices, the entries in the left upper 3 × 3 block are considerably larger than
the other entries, which means that the first three modes are the important ones. Compared
to Table 3, there are larger differences between the first layers. This can be explained by the
fact that in contrast to the MF-feature map, the data-based PCA-feature map is different for
all three data splits. This is due to the linear mappings defined by the PCA modes being
different in each split.

Lastly, we compare the mean errors averaged over the three different training–test
splits in Table 6. We observe that the models based on morphological feature extraction
work very well in combination with both one-layered and two-layered kernels. In contrast,
combining one-layered kernels with PCA feature extraction yields an average error that is
almost one order of magnitude larger. This error is considerably improved by applying
two-layered kernels, and almost the same accuracy as with the morphological feature
extraction is achieved.

Table 6. Mean relative test errors, averaged over the three training–test splits.

1L 2L

MF 1.51·10−3 1.46·10−3

PCA 9.26·10−3 2.98·10−3
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4.4. Runtime Discussion

In this subsection, we compare the runtimes of the different methods in Table 7. We
compare the time needed for the computation of the feature map added to the feature
extraction time on the test set (first column), the time needed for LOOCV, the training time
of the final model and the evaluation time on the test set. Note that the full order model
solves and the morphological feature extraction are performed on a different machine
(workstation with two Intel Xeon Gold 6240R (48 cores in total)) than the PCA feature
extraction and kernel model training (performed on a computer with 64 GB RAM and a 13th
Gen Intel i7-13700K processor) due to licensing limitations. We observe that the LOOCV for
the two-layered models is way more expensive than for the shallow models, which is due
to the optimization of the first layer. However, it is still considerably lower (approximately
30 times for the MF-2L-kernel and 7 times for the PCA-2L-kernel) than the generation
of a single training sample (7514 wcs). Furthermore, the LOOCV time and final model
training of the MF-kernel models is less expensive than the training on the morphological
features. However, the computation of the PCA feature map is less expensive than the
computation of the morphological features. Moreover, the evaluation time of the PCA-
kernel models is larger than the evaluation of the MF kernel models. Since the computation
of the morphological features i.e., the evaluation of ΦMF takes approximately 2 wcs per
sample, the MF approaches have a larger overall evaluation time (summing evaluation time
of MF extraction and MF-1L-kernel/MF-2L-kernel). Compared to the FOM, this results in
a speed-up of almost 6 orders of magnitude for the PCA kernel models and 3 orders of
magnitude for the MF kernel models. Nevertheless, in both cases, the evaluation times are
considerably lower than the computation of the training samples.

Table 7. Runtime comparison of the machine learning methods in wcs averaged over the three
training–test splits.

Model Feat. Map LOOCV Time
Final Model
Train Time

Eval. Time

FOM - - - 9.02·104

MF extraction 9.40·101 - - 2.40·101

MF-1L-kernel - 5.90·100 9.95·10−4 2.91·10−4

MF-2L-kernel - 2.01·102 2.12·10−1 2.67·10−4

PCA feat. map
comp. 1.28·101 - - -

PCA-1L-kernel - 2.29·101 1.36·10−3 1.83·10−1

PCA-2L-kernel - 9.18·103 8.63·10−1 2.13·10−1

5. Conclusions and Outlook

In this work, we demonstrated how breakthrough curves can be predicted from the
geometry of a 3D porous medium. We presented two approaches on how to treat the
high dimension of the input data: For the first approach, we computed morphological
features of the geometries and learned a mapping from these morphological features to the
breakthrough curves. For the second approach, we computed PCA features of the geometry
data set and learned a mapping from these PCA features to the breakthrough curve.

We observed that the MF approach worked well in combination with one-layered ker-
nels and that both approaches worked well in combination with two-layered kernels. This
is compelling, as the morphological features used in the study are well-known informative
and predictive quantities for porous media, and in contrast, the PCA feature extraction
approach is purely data-based. Thus, the results indicate the strength of using two-layered
kernels, as they automatically adapt to the relevant features. We further observed that
the scarce-data situation did not prevent these approaches from easily predicting the
high-dimensional outputs.
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The future work will focus on how ideas from convolutional neural networks can be
combined with the framework of deep multi-layered kernels. Moreover, we will investigate
whether data augmentation (rotating/reflecting geometry samples without changing the
breakthrough curves) can further improve the PCA-feature approach while avoiding the
computation of expensive FOM solutions.
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Appendix A

In the following, morphological features, i.e., geometry parameters are listed that were
computed based on the voxel representation of the porous samples. We assume that we
already have a voxel representation of the domain Ω and its subsets Ω f , Ωw, Ωs, where
Ω f , Ωw, Ωs are the free pores, washcoat and solid domains, respectively.

1. Porosity ε:

ε :− |Ω f |
|Ω| .

2. Washcoat volume fraction εw:

εw :− |Ωp|
|Ω| .

3. Volume of the free pores V:
V :− |Ω f |.

4. Surface area for the free pores phase S:

S :− |∂Ω f |.

5. Integral of mean curvature for free pores phase, c f . For smooth surfaces, this quantity
is usually defined by the integral

c f :− 1
2

∫
∂Ω f

(
1
k1

+
1
k2

)
ds,

here, ds is a surface element of ∂Ω f , and k1 and k2 are the two principal curvatures
from the respective surface element. Since the boundaries of the voxelized geometry
are piece-wise flat, the software package computes an approximation of this quantity
for our phase boundaries.

6. Integral of total curvature for free pores phase, ct f . For smooth surfaces, this quantity
is usually defined by the integral

ct f :−
∫

∂Ω f

(
1

k1k2

)
ds,
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here, ds is a surface element of ∂Ω f , and k1 and k2 are the two principal curvatures
from the respective surface element. The software package computes an approxima-
tion of this quantity for our piece-wise flat phase boundaries.
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Abstract: Underwater wireless optical communication (UWOC) systems face challenges due to the
significant temporal dispersion caused by the combined effects of scattering, absorption, refractive
index variations, optical turbulence, and bio-optical properties. This collective impairment leads
to signal distortion and degrades the optical receiver’s bit error rate (BER). Optimising the receiver
filter and equaliser design is crucial to enhance receiver performance. However, having an optimal
design may not be sufficient to ensure that the receiver decision unit can estimate BER quickly
and accurately. This study introduces a novel BER estimation strategy based on a Convolutional
Neural Network (CNN) to improve the accuracy and speed of BER estimation performed by the
decision unit’s computational processor compared to traditional methods. Our new CNN algorithm
utilises the eye diagram (ED) image processing technique. Despite the incomplete definition of the
UWOC channel impulse response (CIR), the CNN model is trained to address the nonlinearity of
seawater channels under varying noise conditions and increase the reliability of a given UWOC
system. The results demonstrate that our CNN-based BER estimation strategy accurately predicts the
corresponding signal-to-noise ratio (SNR) and enables reliable BER estimation.

Keywords: convolutional neural network (CNN); signal-to-noise ratio (SNR); bit error rate (BER);
eye diagram (ED); computational methods; engineering problems; numerical simulations

MSC: 94-10

1. Introduction

Underwater wireless optical communication (UWOC) systems are showing promise
as low-cost, high-capacity, energy-efficient ways to transmit data at high speeds of up to
multi-gigabits per second (Gbps) over distances of 10 to 20 m [1,2]. Unlike traditional
acoustic communication, UWOC offers higher bandwidth and lower latency, making
it suitable for applications such as underwater exploration, environmental monitoring,
and military operations [3]. However, the performance of UWOC systems is significantly
influenced by various impairments, including scattering, absorption, and turbulence, which
collectively deteriorate the signal quality and increase the bit error rate (BER) [4]. However,
the challenges facing UWOC systems are becoming increasingly complex, necessitating
effective solution options. One of these options is to optimise the optical receiver design
circuitry [5] to render an optimum performance level for the overall receiver unit.

In an optical receiver, a decision unit (DU) with an accurate BER estimation is crucial
to support the performance optimisation steps of the digital receiver systems in UWOC.
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However, traditional BER estimation strategies, such as Monte Carlo simulations (MCSs)
and analytical methods, are computationally intensive [6] and may not adapt well to the
dynamics of the underwater environment. Pilot symbols and training sequences provide
more real-time estimation but at the cost of reduced data throughput [7]. Error Vector
Magnitude (EVM) and noise variance estimation offer alternative approaches but are often
limited by their assumptions about the channel conditions [6,7], which makes the estimation
strategy highly dependent on the full knowledge of the channel impulse response (CIR)
temporal profile. Monte Carlo simulations are flexible and can handle complex systems but
are computationally expensive. Analytical methods are efficient, but their success depends
on the model accuracy level, which the appropriate decision unit should avoid. Empirical
methods provide real-world accuracy but are impractical for initial design, i.e., it is design
time not run time implementation knowledge. Hence, the choice of BER estimation method
depends on the specific numerical needs and constraints of the communication system
being analysed.

Recent advancements in machine learning (ML) technology solution options (see
Figure 1), particularly CNNs in optical performance monitoring, have introduced a new
technology to help design an efficient computational processor (for the DU) that deploys
a CNN-oriented strategy. CNNs can learn complex patterns embedded in eye diagrams
(composed of various pixels) that are generated in real-time (see Figure 2). These patterns
are learned from the bit stream received at the input of the DU, making them suitable
for dynamically adapting to the varying conditions in UWOC systems. CNNs recognise
patterns in visual data, making them suitable for processing eye diagram images—a critical
visualisation tool used in digital communication systems to evaluate signal integrity and
quality. Eye diagrams encapsulate key performance metrics, including timing jitter and
noise levels, providing a comprehensive snapshot of the signal’s health. By utilising the
capabilities of CNNs, it is possible to develop a more robust and efficient decision unit
strategy that improves BER estimation accuracy and overall system performance. This
CNN-based DU strategy does not depend on the transmission modulation format, channel
stochastic impairments, and the need to set a fixed threshold during the design phase to
estimate the BER. The CNN training data pool is continuously enhanced without reducing
the data throughput. Additionally, it is worth mentioning that the DU implementation
should not require knowledge of the CIR during the design or run time. This CNN solution
approach to building a high-performance DU is the core of this study.

Using CNN technology is not new in optical communications. CNN networks have
been previously used in optical performance monitoring (OPM) to measure the parameters
of optical systems such as chromatic dispersion (CD), modulation format identification
(MFI), and signal-to-noise ratio (SNR) [8–12]. Considering these measures to develop an
affordable OPM system with great diagnostic capabilities is crucial. Further investigation
and analysis are necessary to address the obstacles and issues that this field faces, includ-
ing the natural factors in underwater environments and the accompanying phenomena,
whether they are inherent optical properties (IOPs) such as absorption, scattering, and scin-
tillation or apparent optical properties (AOPs), such as reflectance. Section 2 summarises
the relevant published studies on ANNs, specifically focusing on CNNs. The purpose is to
facilitate navigation and focus on implementing our proposed new CNN approach and the
architecture and design elements.

This study first applies the CNN model directly on eye diagram images to predict SNR
values through regression; subsequently, the BER is extracted from the SNR for UWOC
receiver systems. The CNN model can provide accurate predictions at a reasonable cost,
regardless of water type, pulse shape, and noise sources. It achieves a Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE) in the range of 0.29–0.52 and 0.39–0.73,
respectively, rendering it a fast and accurate way to assess the received signal inside the
receiver of the UWOC system. Consequently, it becomes a core component in the decision
unit, as depicted in Figure 3. The training of the CNN model is based on handling the
nonlinearity of water channels under various noise environments, which helps identify
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and manage the UWOC systems’ reliability even though the impulse response of the water
channel is not yet fully characterised. Although the eye diagram images in this study
have been generated from simulations, the model has proved that the concept can be
conveniently expanded to assess real-time generated eye diagrams.

Our proposed tool is vital for researchers and communication engineers interested in
UWOC because of the difficulty of measuring SNR in real-world scenarios. Thus, when a
new pulse is received, an image of the corresponding eye diagram is generated at run-time.
Then, the ML model can learn and deduce the SNR value with high accuracy. This reliable
approach deals with the nonlinearity of channels in underwater environments, such as
multiple scattering, turbulence, scintillation, propagation time jitter, and multipath effect,
which causes intersymbol interference (ISI) and receiver thermal noise. Furthermore, the
decision unit will be an ML base unit using the NN to pick the best-matched image to
make a decision. Because training high-performance ML applications and big processing
units take a long time, the Microsoft Azure Virtual Machine (VM) was used in this study.
This study also used various other resources, including Python 3.9.13, TensorFlow and
Keras 2.12.0, cloud computing, SQLite Database Management System (SQLite DBMS), and
eye diagram images. The essential features for signal processing in a UWOC system are
seawater type, channel model, pulse shape, pulse width, and the zero-position symbol.
Based on these features, the proposed algorithm generates eye diagram images.

This study employed a CNN approach to perform regression analysis on eye diagram
images to determine SNR values and, subsequently, the corresponding BER. The CNN
contained a flattened feature map as the input, a hidden layer with a ReLU activation
function, and an output layer with a linear activation function. The CNN took eye diagram
images as inputs and processed them through subsequent layers to obtain feature maps.
The first layer is called the convolutional layer. This study conducted 13 trials, each utilising
different CNN models with filters ranging from 16 to 64.

Additionally, the feature map from the convolutional layer underwent max pooling.
Five iterations of the convolutional and max pooling layers were performed. The last
feature map was flattened to obtain the input values entering the Fully Connected layer
(FC). Additionally, dropout (a regularisation technique) was used in the FC layer of the NN
to tackle the overfitting problem. The dropout rate used was 0.45. The Adam optimiser and
a learning rate of 10−5 were employed in all trials. Finally, the output layer of the CNN
yielded predictions in the form of SNR values. In this study, our newly designed CNN
instrument is equivalent to a computational processor for the optical receiver electronic
circuitry decision unit. The training and validation loss exhibit minimal disparity, and the
congruity in the performance metric suggests that the proposed model is more precise
and comprehensive.

Additionally, if the neural network’s size (the number of parameters) increases, the
model’s performance also increases. This study demonstrates that CNNs can make deci-
sions using cost-effective functions with limited trainable parameters (ranging from 516,881
to 2,267,201). These decisions apply to various types of waters, even in the presence of
ISI noise and fluctuations in the water environment. This study is organised as follows:
Section 2 briefly reviews related studies. Section 3 reviews the basics of UWOC systems.
Section 4 discusses the foundations of CNN modelling with basic theory. Section 5 presents
the CNN algorithm design and implementation. Section 6 provides a comprehensive
overview of the results of the SNR and BER predictions, the performance metrics, and the
statistical summary of the obtained results. Sections 8 and 9 of the document discuss the
conclusion and future studies, respectively.

2. Related Studies—A Brief Review

Artificial intelligence (AI) has caused significant reorganisation in many different
industrial and scientific sectors as machines learn how to solve specific problems [13]. Com-
puter algorithms acquire knowledge of the fundamental connections within a provided
dataset and autonomously detect patterns to make decisions or forecasts [14]. Machine
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learning (ML) algorithms enable machines to implement intellectual activities by applying
complex mathematical and statistical models [15]. Specifically, supervised and unsuper-
vised ML methods have played an essential and effective role in optical communication,
especially in detecting impairments and performance monitoring in UWOC systems. ML
methods are important interdisciplinary tools that utilise eye diagram images as feature
sources in several fields, including computer vision [16], equalisation [17], signal detec-
tion, and modulation format identification [18]. Some examples of techniques used in
this study include Support Vector Machine (SVM) [19], k-means clustering to mitigate
nonlinearity effects [20,21], Principal Component Analysis (PCA) for modulation format
identification (MFI), optical signal-to-noise ratio (OSNR) monitoring [22], and Kalman fil-
tering for OPM [23]. Reference [24] indicated that CNNs could achieve the highest accuracy
compared to five other ML algorithms: Decision Tree (DT), K-Nearest Neighbour (KNN),
Back Propagation (BP), Artificial Neural Networks (ANNs), and SVM. Figure 1 depicts the
various applications of ML algorithms used in optical communication. This study provides
a comprehensive review of ML solution applications in UWOC technology.

Neural networks, such as ANNs, CNNs, and recurrent neural networks (RNNs) are
highly suitable machine learning tools. They are capable of learning the complex relation-
ships between samples or extracted features from symbols and channel parameters such
as optical signal-to-noise ratio (OSNR), polarisation mode dispersion (PMD), polarisation-
dependent loss (PDL), baud rate, and chromatic dispersion (CD) [10,25–33]. The OSNR is a
signal parameter that significantly impacts the effectiveness of optical links. The OSNR can
be used to predict the bit error rate (BER), which directly gauges receiver performance [34].
Reference [35] proposed and demonstrated a system for compensating for fibre nonlinearity
impairment using a simple recurrent neural network (SRNN) with low complexity. This
method reduces computational complexity and training costs while maintaining good
compensation performance.

 
Figure 1. ML algorithms in optical performance monitoring.

Several methods based on automatic feature extraction can be used to obtain the
features input into the neural network (NN). These methods use constellation diagrams,
asynchronously amplitude histograms (AAHs), Asynchronous Delay Tap Plots (ADTPs),
Asynchronous Single Channel Sampling (ASCS), In-phase Quadrature Histograms (IQHs)
for SNR, and other parameter estimations. Here, we review the various works that display
a range of OPM works utilising machine learning techniques to forecast signal-to-noise
ratio (SNR) values through various approaches. In [36], a new machine learning OPM
method is proposed that uses support vector regressors (SVRs) and modified In-phase
Quadrature Histogram (IQH) features to estimate several optical parameters, including
signal-to-noise ratio (SNR) and chromatic dispersion (CD). A deep learning algorithm in
ref. [37] has been successfully applied in wireless communications, but it often results in
challenging nonlinear problems. An ANN algorithm in [26] was developed to calculate the
signal-to-noise ratio (SNR) using On-Off Keying (OOK) and Differential Phase Shift Keying
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(DPSK) data. The training errors for OOK and DPSK were 0.03 and 0.04, respectively.
The ANN is trained by sending a series of well-known symbols before being used as an
equaliser. The parameters are modified to reduce discrepancies between the desired and
ANN outputs [38]. Improving the ANN on the receiver can bring several benefits, such
as reducing training time and complexity, maintaining high performance, achieving high
data rates and bandwidth transmission capabilities, improving efficiency, and enhancing
multipath delay robustness. Various studies have highlighted these advantages, including
references [8,12,31,39–43]. A 10 Gbps NRZ modulation scheme measures the SNR using
statistical parameters such as means and standard deviations obtained from the ADTP.
The RMSE of the ADTP is 0.73. In [31,44–49], a DNN was employed to classify SNR from
AAH and 16-QAM PDM-64QAM with an accuracy that can reach 100%. OSNR monitoring
from 10 to 30 dB was achieved using 10 Gb/s NRZ-OOK and NRZ-DPSK from ASCS.
Constellation diagrams were used in [50,51] to estimate SNR with errors less than 0.7 dB
by designing CNNs with QPSK, PSK, and QAM modulation formats. The fundamental
CNN algorithm for SNR estimation is presented in [52], and methods for preprocessing
received signals and selecting optimal parameters are provided. The technique efficiently
and accurately identifies the modulation format and estimates SNR and BER using 3D
constellation density matrices in Stokes space.

Eye diagrams have been utilised in the literature to track OSNR, PMD, CD, nonlin-
earity, and crosstalk via NNs [53–55]. Observing an eye pattern involves various optical
communication noises simultaneously (e.g., thermal noise, time jitter, and ISI); consequently,
SNR decreases, and the signal declines when the noise levels rise. SNR is used to investigate
the quality of the received signal in communication systems. Reference [56] presents a
long short-term memory (LSTM)--based deep learning to simultaneously estimate SNR
and nonlinear noise power. The test error is less than 1.0 dB, and the modulation types
include QPSK, 16QAM, and 64QAM. The SNR monitoring method suggested in ref. [57]
uses an LSTM neural network, a classifier, and a low-bandwidth coherent receiver to con-
vert continuous monitoring into a classification problem. It is cost-effective and suitable
with multi-purpose OPM systems because it achieves excellent classification accuracy and
robustness with minimal processing complexity.

The eye diagram used to locate optical signal impairments by overlapping the symbols
depicts the amplitude distribution over one or more-bit periods. SNR and BER indicate
how well a system performs by assessing the signal quality based on various properties:
eye height, eye width, jitter, cross percentage, and levels 0 and 1 (Figure 2).

Figure 2. Eye diagram essential features.

SVM for classification and NN for regression were studied in ref. [25–27,38] using
64-QAM, 40 Gb/s RZ-OOK, 10 Gb/s NRZ-OOK, and DPSK. The input features from the eye
diagram are mean, variance, Q-factor, closure, jitter, and crossing amplitude. The ANN re-
ports a correlation coefficient of 0.97 and 0.96 for OOK and DPSK systems, respectively [58].
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NN regression was developed to extract variance from eye diagram images, and SNR with
a range from 4 to 30 dB was measured with a mean estimation error range of 0.2 to 1.2 dB
for 250 km [25]. Another study used an ANN to extract 24 features from eye diagram
images. The RSME values ranged from 1.5 to 2 for SNRs between 10 and 30 dB using NRZ,
RZ, and QPSK for a data rate of 40 Gb/s [59]. Table A1 (in Appendix A) represents the
studies from 2009 to 2024 that used ML to extract features from eye diagram images to
obtain signal-to-noise ratios; the table also shows the implementations of the NN algo-
rithms and model performance and compares these studies with ours. References [24,60,61]
demonstrated the CNN-based algorithms on eye diagram images and discussed the CNN
structure and implementations in detail. These studies have generated eye diagrams by
run-time simulation or experimental setup and used classification techniques to obtain
the SNR (see Table A2 in Appendix A). What is crucial to note is that while our study has
created and implemented a new CNN structure for UWOC, previous efforts have primarily
focused on optical fibre. Our approach to estimating SNR directly from eye diagrams,
which involves 13 regression CNN models, is at the heart of the novelty of our study.

3. UWOC System Model

In the following sections, we will introduce our study as an innovative method for
rapidly estimating bit error rate (BER) in technology. However, before doing so, we will
provide concise explanations of two topics to help the audience understand the underlying
challenges this study aims to address. These topics are (1) the digital signal evaluation
cycle, in which the digital signal transforms from an optical digital signal on the transmitter
(Tx) side to an electronic digital signal as an output of the optical receiver (Rx), and
(2) the conventional BER estimation regimes, which include some familiar approaches:
modified Monte Carlo (MC)-based estimation methods, the MC prediction method, and
the Log-Likelihood Ratio-based BER model. The UWOC system generally consists of
three fundamental components, as depicted in Figure 3: the transmitter unit, the water
propagation channel, and the receiver section.

Figure 3. The layout of a typical UWOC system [62].

The photons propagate across the water in the underwater communication channel
independently from each other through any medium, facing different sequenced sets of op-
tical events: transmission, absorption, and scattering (elastic and inelastic). The impact on
the transmitted optical signal includes attenuation, temporal and spatial beam spreading,
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deflection of its geometrical path, and amplitude and phase distortions [63]. Degradation,
such as absorption and scattering, significantly impacts the UWOC’s performance [59].
Turbulence is another degrading factor that causes beam spreading, beam wander, beam
scintillation, and link misalignment. Oceanic water types can be classified as follows [64]:
clean ocean water, pure sea water, turbid harbour water, and coastal ocean water. Fur-
thermore, in turbid harbour water, several photons may arrive at the receiver with delays,
intersymbol interference (ISI), and fading signal, reducing communication viability [65].

3.1. The Transmitter Unit

The transmitter unit utilises a beam-shaping optical unit to interface with the water
propagation channel. The transmitter unit’s modulator provides the needed modulation
shaping characteristics to generate the information bit stream. Moreover, in UWOC systems,
the driver circuit is another crucial part of the transmitter unit [66]. The main job of this
device is to convert the electrical signal from the modulator into an optical signal that
can be transmitted through the water channel. The driver circuit typically consists of a
laser or LED driver that provides the necessary current to the light source, which emits
the optical signal s(t). The selection of the light source and driver circuit is determined by
the particular system requirements, such as the desired data rate, transmission distance,
power consumption [67], and optical characteristics of the water channel [68]. In the
UWOC system, the LED setup is more affordable and straightforward, but the connection
range is very constrained because of the incoherent optical beam and light spread in all
directions [4]. Laser diodes are often used as the light source in UWOC systems due to their
long ranges, high intensity of output power, improved collimation characteristics, narrow
beam divergence [69], high efficiency, small size [70], high data rates, and low latencies [4].
The high-quality output of the coherent laser beam is quickly degraded by turbulence and
underwater scattering. The laser-based UWOC system may reach a link distance of 100 m
in clear water and 30 to 50 m in turbid water, while the LED-based UWOC may cover a
linkspan of no more than 50 m [69].

3.2. UWOC Propagation Channel

In UWOC systems, water is the communication channel via which the optical signal
s(t) propagates. One of the challenges of the UWOC is that there is no definite mathematical
expression for the impulse response function (hc(t)). Hence, hc(t) must be reliably modelled
to assess the scope of impacts on the propagated s(t) due to water channel impairments like
absorption, single/multiple scattering, scintillation, and turbulence. These degradations
degrade s(t) temporal and spatial quality, reducing the received OSNR [71] at the surface
of the photodetector. There are many studies (e.g., [70–72]) that focus on solving the
radiative transfer equation (RTE) analytically and numerically, which account for different
sets of inherent optical properties (IOPs) that mainly include absorption and scattering.
The analytical solutions of the RTE are based on a wide range of assumptions or rather
simplifications. These solutions are considered benchmark limits for the numerical ones.
The simplest and most well-known benchmark is the Beer-Lambert law (BLL) [71–73]. The
main aim of numerical solutions is to conclude an extrapolated mathematical close form
using a double gamma curve-fitting to conclude a temporal profile for hc(t), which accounts
for impairments’ impact limits for different water types and given link configurations.
Once the hc(t) format is defined, we will be able to conclude the convolution s(t) with hc(t),
the product of which is the optical received signal (ropt(t)).

In this study, we utilised the following hc(t) format versions: (1) double gamma
functions (DGFs), (2) weighted double gamma functions (WDGFs), (3) a combination
of exponential and arbitrary power functions (CEAPFs), and (4) Beta Prime (BP). The
impairment scope of each hc(t) model is shown in Table 1. The CEAPF and BP formats
might look different from the foundation DGF but can be reduced back to the DGF.
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Table 1. List of models’ channel impulse response functions.

Model Name The Equation of the Model Ref.

DGF

The closed-form expression of the double gamma
functions (DGFs) is given as follows:

h(t) = c1Δte−c2Δt + c3Δte−c4Δt, t ≥ t0,
Δt = (t − t0) t0 = L

ν

[74]

WDGF

The weighted double gamma functions (WDGFs) model is
given as follows:

h(t) = c1Δtαe−c2Δt + c3Δtβe−c4Δt, t ≥ t0,
Δt = (t − t0)

[75]

CEAPE

A combination of exponential and arbitrary power
functions (CEAPEs) is given as follows:

h(t) = c1·Δtα

(Δt+c2)
β · e−a.ν(Δt+t0)

c1 > 0, c2 > 0, α > −1 and β > 0

[76]

BP
Beta Prime (BP) distribution is given as follows:

hBP(t) =
Γ(β1+β2)

Γ(β1)Γ(β2)
· tβ1−1

(1+t)β1+β2
, t > 0

[77]

C1, C2, C3, C4, α, β, β1, and β2 are double gamma curve-fitting parameters. v is the light velocity for the seawater
medium under consideration. L is the linkspan distance between the Tx and Rx.

3.3. The Receiver Unit

An optical detection system or a receiver is one of the main components of UWOC.
The optical signal will go through an optical filter and focusing lens on the receiver side.
The photon detector will then capture it. Since a photodiode can only transform light
intensity variations from an LD or laser into corresponding current changes [78,79], a
trans-impedance amplifier is cascaded in the following stage to convert current into voltage.
The transformed voltage signals will then go through a low-pass filter responsible for
shaping the voltage pulse to reduce the thermal and ambient noise levels without causing
significant inter-symbol interference (ISI) [80,81].

Further signal processing programmes are bypassed through a signal quality analyser
for demodulation and decoding [82]. An equalisation is a tool used to reshape the incoming
pulse, extract the timing information (sampling), and decide the symbol value. A PC or
BER tester will finally collect and analyse the recovered original data to evaluate several
important performance parameters, such as BER. In optical receivers, many types of
photodetectors can be used; for more details, see ref [62]. The most functional OWC
systems use a PIN or an avalanche photodiode (APD) as a receiver [83]. The UWOC receiver
system must meet specific requirements to address the effects of noise and attenuation.
The receiver’s most significant parameters are a large FOV, high gain, fast response time,
low cost, small size, high reliability, high sensitivity and responsivity at the operating
wavelength, and high SNR [83]. The APD can provide higher sensitivity and gain faster
response times. It could also be used in longer UWOC links (tens of metres) and wider
bandwidths but at a much higher cost and complex circuits. The noise performance of these
two devices is the most significant difference. The main source of noise in PIN photodiodes
is thermal noise, while in APD, it is shot noise [79,82,84–86].

However, the PIN photodiode appears to be a more favourable technology for shorter
wavelengths than the APD for the UWOC system [4]. To process and understand the
received data, the decision unit in an optical receiver converts the signal into discrete binary
values. It compares the sampled voltage to a reference level or threshold (Dth). With the
use of the received optical signal, this procedure estimates the underlying BER based on
which a decision will be made if the bit is “0” or “1” for binary s(t) [87–89].

3.4. Digital Signal Evaluation Cycle from Optical to Electronic—A Mathematical Viewpoint

The digital signals evaluation cycle is based on the illustration in Figure 4. The main
components of a typical optical receiver system (Rx), as explained in Section 3.2, include a
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photodetector, preamplifier/amplifier, filter/equaliser, and decision unit (DU). The received
optical signal ropt(t) can be described as follows:

 

Figure 4. Typical direct detection optical receiver model.

In a typical optical digital communication system, the transmitted optical signal s(t)
can be represented as follows [5]:

s(t) =
∞

∑
k=−∞

ak hp(t − kT) (1)

where T is the signalling period, for a binary (OOK) signal format, if τ is the timespan
of each bit within a symbol, then T = τ, so 1/T is the bit rate. ak is the energy received
in the kth symbol; for binary system ak ∈ {0, 1}, the hp(t) is the transmitted optical pulse.
Typically, the s(t) experiences temporal and spatial distortions while propagating through a
medium channel (air, fibre optic, or water), depending on the profile of the propagation
channel impulse response hc(t). The received optical signal ropt(t) is the footprint of the
convolutional impact of hc(t) on the s(t). Hence, ropt(t) can be expressed as follows:

ropt(t) = s(t)⊗ hc(t) (2a)

ropt(t) = a0hp(t)⊗ hc(t) +
∞

∑
k = −∞
k 	= 0

ak hp(t − kT)⊗ hc(t) (2b)

where ⊗ denotes the convolution operation. The ropt(t) is the received optical signal. In this
study, we consider a binary direct detection Rx, as depicted in Figure 4. Without losing
generality, we will assume that the Rx includes a PIN photodetector with an internal gain
(g) equal to one. The photodetector converts the input photons of ropt(t) into electronic
signal rsig(t) =, which can be expressed as follows:

rsig(t) =
N(t)

∑
j=1

hd
(
t − tj

)
(3a)

where {tj} denotes the photoelectron emission times. Therefore, the filter electronic signal
output rf (t) is

r f (t) =
N(t)

∑
j=1

hd
(
t − tj

)⊗ h f (t) + rth(t) (3b)

If we assume that hd(t) = δ(t), then Equation (3b) takes the following form:

=
N(t)

∑
j=1

h f (t) + rth(t) (3c)

We should note that the assumption of hd(t) = δ(t) is valid for modern fast-response
PIN detectors. The first term is the signal component rsig(t), and the second term rth(t) is the
AGTN. In Equation (3), {tj} is the set of photoelectrons’ arrival times governed by Poisson
statistics. N(t) represents the stochastic counting process, which is an inhomogeneous
process with a time-varying rate intensity of {ak} in Equation (1).
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It is expected that the DU in Figure 4 will be able to estimate rf (t) as an accurate replica
of s(t). The accuracy and speed of decision-making, which is comparable to the function s(t),
heavily relies on the computational processing strategy of the DU. This strategy minimises
the BER to meet the receiver’s performance goals.

4. BER Computational Strategies for Decision Unit—Background Tutorial

In this section, before presenting our novel technique for CNN-based bit error rate
(BER) estimation technology, we need to briefly present tutorial descriptions for the conven-
tional BER estimation regimes, which include some familiar approaches: the Monte Carlo
(MC) prediction method, the Log-Likelihood Ratio-based BER model, and the modified
MC-based estimation approaches.

4.1. BER Estimation Schemes—A Brief Review

Many techniques may be used to conclude bit error rate estimation. This subsection
provides a synopsis of the conventional MC simulation to reveal that the execution time
for low BER is very long. This subsection presents three techniques: quasi-analytical
estimation, importance sampling theory, and tail extrapolation probabilities.

Such solutions demand assumptions regarding the actual system behaviour, and the
effectiveness is greatly dependent on the presumed parameters, which likely have to be
altered for various systems of communication. Predominantly, finding the ideal model or
suitable parameters is not easy. Next, a number of new BER estimators based on the LLR
distribution were introduced; nevertheless, they have a few shortcomings, such as being
dependent on the SNR uncertainty estimation and the specific channel features. However,
all the aforementioned approaches demand awareness of the transmitted bit stream, while
the estimator certainly does not know transmitted data in practical situations. In contrast,
our new CNN imaging computational processor requires no prior information.

4.2. Monte Carlo (MC) Method Simulation

The MCS approach is predominantly used for BER estimation in communication sys-
tems [90,91]. This estimation approach is implemented by passing N data symbols through
a model, which reflects the influencing features of the underlying digital communication
system by counting the error numbers that take place at the receiver. The simulation run
includes noise sources, pseudo-random data, and device models, which process the digital
communication signal. In conclusion, the MC simulation processes a number of symbols,
and eventually, the BER is estimated.

Let us assume that we have a standard baseband signal model representation, as
shown in Equation (2), and the decision unit is using the Bernoulli decision function I(ak)
expressed as follows:

I(ak) =

{
1 i f âk 	= ak
0 otherwise

(4)

where ak ∈ {0, 1} as defined in Section 3.4, and the ˆ sign refers to the assembled average of
the variable. Accordingly, the BER can be indicated in terms of the probability of error pe
as follows:

pe = P(âk 	= ak) = P[ I(ak) = 1] = E[I(ak)], (5)

where E[.] is the expectation operator, P(âk 	= ak) is the probability that the instant value
of ak does not equal its average âk. If we take into consideration the entire stream of symbols
in Equation (2b), then the BER is estimated by utilising the ensemble average of pe:

p̂e =
1
K

K

∑
k=1

I(ak) (6)
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where K is the maximum number of symbols (the bit stream size) in Equation (2b). Equation
(7) helps to determine the estimation error, and its variance will be given as follows:

ε = pe − p̂e =
1
K

K

∑
k=1

(pe − I(ak)) (7)

This means that the variance of ε can be expressed as:

σ2
ε =

pe(1 − pe)

K
(8a)

Hence, we can write the normalised estimation error as follows:

σn =
σε

pe
=

√
(1 − pe)

K.pe
(8b)

For a small BER, Equation (8b) can be simplified to

σn ∼=
√

1
K.pe

(8c)

Here, σn is an indicator for the target accuracy we must aim at. Consequently, we can
determine the required K for a target performance as given below:

K ∼= 1
σ2

n pe
(8d)

Equation (8d) indicates that a small BER value requires a large, simulated signal bit
stream. For example, to configure a system with a BER of 10−6, we require no less than 108

bits in the signal stream. This numerical limitation ensures that the MC simulation trial
size will satisfy the central limit theorem. This operational limitation means the decision
unit will take a long time to estimate a trusted value of BER. Accordingly, MC simulation
is impractical for a baud rate larger than 100 MBit. It is worth mentioning that in our
discussion, we assumed that the bit errors were independent.

4.3. Importance Sampling Scheme

As earlier concluded, a small BER demands a large K. From a DU point of view, this is
considered a fatal limitation of MC implementation, specifically for spread spectrum (SS)
systems [92] (such as CDMA systems) in which every transmitted bit must be modulated
via the SS code with an abundance of bits.

A modified MC method called the importance sampling (IS) method can be utilised
to decrease BER simulation complexity for SS systems [93]. Further, ref. [94] introduces
a method for estimating the bit error rate (BER) based on IS applied to trapping sets.
Considering the IS approach, the noise source statistics in the system are biased so that bit
errors occur with greater pe, thus minimising the needed execution time. For instance, for
a BER equal to 10−5, practically, we artificially degrade the performance of the channel,
pushing the BER to 10−2.

To explain the IS approach, let g(·) be the original noise probability density function
(PDF) and let g*(·) be the rising noise PDF utilising an external noise source. Hence, the
weighting coefficient can be expressed as follows:

w(x) =
g(x)
g∗(x)

(9a)
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For a simple threshold-dependent decision element, the expression that describes an
error takes place as soon as there is a significant excursion of the threshold Dth as follows:

ak = 0 f or
{

error count = 1 i f xk ≥ Dth
error count = 0 otherwise

(9b)

Then, pe is given as follows:

pe =
∫ ∞

−∞
I(x) g(x)dx (9c)

I(x) is an indicator function, which equals 1 when an error takes place; otherwise, it
equals 0. Hence, we can express that with regard to the natural estimator of the expectation
(i.e., sample mean) as follows:

p̂e =
1
K

K

∑
k=1

I(xk) (9d)

Hence, concerning the PDF of the noise (i.e., rth(t) in Equation (4)) and using Equations
(9c) and (9d), we obtain

pe =
∫ ∞

−∞
I(x)

g(x)
g∗(x)

g∗(x)dx =
∫ ∞

−∞
I∗(x) g∗(x)dx = E[I∗(x)] (9e)

Equation (9e) is not just a mathematical expression; it represents the noise processes
statistics that influence, and the prediction is achieved with regard to g*(·). As in the
preceding subsection, we may attain the estimator using the sample mean;

p̂e =
1
K

K

∑
k=1

I∗(ak) =
1
K

K

∑
k=1

w(ak)I(ak) (9f)

Regarding Equation (9d), in Equation (9f), the weight parameter w(x) needs to be
evaluated at ak. This means reducing the σε, which can be accomplished by establishing
external noise of biassed density.

IS-based BER estimation performance relies crucially on the biassing scheme w(x). An
accurate estimate of the BER can be attained with a brief simulation run time if a good
biassing scheme is configured for a specified receiver circuitry system. Contrarily, the BER
estimate might even converge at a slower rate than the conventional MC simulation. This
implies the IS technique must not be regarded as a generic approach for estimating every
receiving system’s bit error rate (BER).

4.4. Tail Extrapolation Scheme

We should keep in mind that the BER estimation obstacle, in essence, is a numerical
integration problem if we regard the eye diagram (ED) in Figure 5, measured for an
experimental system with SNR = 20 dB. It is possible to determine the worst case of the
received bit sequence.

Figure 5. Probability density function (PDF) tails obtained from an eye diagram (ED).
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When we regard the PDF of the eye section in lines A and B, the lower bound on the
PDF (green line) is the worst-case bit sequence, and the small red area contains all of the
bit errors. The BER of the given system can be thought of as the area under the tail of the
probability density function.

Generally, we could not depict the sort of distribution to which the slopes of the
bathtub curve in ED belong. However, we may presume that the PDF file is affiliated with
a specific class and then accomplish curve-fitting on the obtained data. That technique for
estimating the bit error rate (BER) is known as the tail extrapolation (TE) method [95].

When we set multiple thresholds for the lower bound, the number of times the decision
metric surpasses every Dth is recorded, and a standard MC simulation can be executed. A
wide category of PDFs is then detected. The tail region is typically identified by certain
members of the Generalised Exponential Class (GEC) and is identified as follows:

fv,σ, μ(x) =
v

2
√

2 Г( 1
v )

e−[
x−μ√
2 σ

]
v

(10a)

where Γ(·) is the gamma function, μ is the mean of the distribution, and σ is related to the
variance Vυ through

Vv =
2 σ2 Г( 3

v )

Г( 1
v )

(10b)

where the parameters (v, σ, μ) are then adjusted to find the PDF that best fits the data
sample; therefore, the BER could be estimated via the integral evaluation of the PDF for
Dth. Nevertheless, which class of PDF and which Dth should be selected is not frequently
clear. Generally, it is hard to evaluate the estimated BER accuracy [95].

4.5. The Method of Quasi-analytical Estimation

The abovementioned methods analyse the received signal components (data and noise)
at the receiver’s output. At this point, we consider solving the BER estimation problem
utilizing the succeeding two stages:

1. One handles the transmitted signal rf(t) in Equation (4);
2. The other handles the noise component rth(t).

First, we presume that the noise is denoted as the Equivalent Noise Source (ENS) and,
second, that the ENS probability density function is known and determinable.

Therefore, we can assume that an ENS with an appropriate distribution can closely
evaluate the receiver’s performance. This approach is known as quasi-analytical (QA)
estimation [96]. We can calculate the BER with ENS statistics using the noiseless waveform.
More precisely, we can allow the simulation to calculate the influence of signal changes in
the non-existence of rth(t) and superimpose the rth(t) on the noiseless signal component.

The noise statistics assumption results in a significant drop in computation run time.
Nevertheless, this may create a risk of complete miscalculation. The appropriateness of
the QA estimation will rely on how well the assumption matches actuality [97]. Hence,
predicting ENS statistics before they occur for a linear system may be challenging.

4.6. Estimating BER Based on the Log-Likelihood Ratio

A receiver can implement soft-output decoding to reduce the signal stream’s BER
(e.g., a posteriori probability (APP) decoder). The APP decoder may output probabilities or
Log-Likelihood Ratio (LLR) values. Let (ak)1≤ k ≤ K ∈ {+1,−1} be the bit stream and let Xk;
k = 1, 2, . . ., K represent the received values. Hence, the definition of LLR can be expressed
just as follows:

LLRk = LLR(ak|Xk = xk) = log
P(ak = +1|Xk = xk)

P(ak = −1|Xk = xk)
(11a)
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Hence, when using Baye’s theorem, we obtain the following:

LLRk = log
P(ak = +1)
P(ak = −1)

+ log
P(ak = +1|Xk = xk)

P(ak = −1|Xk = xk)
(11b)

In Equation (11b), the first term on the RHS represents a priori information, and the
second represents channel information. The hard decision expression is implemented by
computing the LLR sign as follows:

ak =

{
+1 i f LLRk(ak| xk) > 0

−1 otherwise
(11c)

In [98], some basic properties of LLR values are extracted, and new BER estimators
are proposed based on the statistical moments of the LLR distribution. If we are examining
the succeeding criterion:

P(X = +1|Y = y) + P(X = −1|Y = y) = 1

Solving Equation (11b) utilising the criterion mentioned above permits us to derive a
posteriori probabilities P(ak = +1|xk) and P(ak = −1|xk); then, we can write the following:

P(ak = +1|xk) = e(LLRk)/1+ e(LLRk) and P(ak = −1|xk) = 1/1+ e(LLRk) (11d)

If LLRk = A, then we could infer the probability that the hard decision of bit kth is
wrong and

pk = 1/1+ e−A (11e)

Now, the BER estimate can be expressed as follows:

ˆpe,1 =
1
K

K

∑
k=1

pk (12a)

ˆpe,2 =
∫

y
gA(y)

1
1 + ey dy (12b)

The constraints of the LLR method are as follows:

1. The first estimate of BER given by Equation (12a) may not be as efficient as the second
BER estimate given by Equation (12b) since gA(y) is usually Gaussian and smooth.

2. The second estimator is extra complicated to execute because an estimate of gA(y)
ought to be computed (for instance, utilising a histogram) prior to the integral.

3. Both methods are sensitive to channel noise variance as the LLR distribution vigorously
relies upon the accuracy of the SNR estimate. We should note that the earlier estimators
implicitly presume that the SNR is well-known to the decoder.

5. CNN Model Solution Framework Foundations

5.1. Receiver Performance Indicators

This study highlights the receiver’s performance by modelling a decision unit strategy.
The UWOC receiver unit performance is influenced by the water channel signal impair-
ments and various noise sources on the receiver side, such as electronic thermal, optical
background, dark current, and shot noise—reference [4] reviewed such noise sources. Gen-
erally, the leading performance indicators for a digital receiver are SNR and BER. The SNR
is represented by the following:

SNR =
PS
PN

(13)

where PS and PN represent the signal power and noise power, respectively.
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The BER is defined as the probability of incorrect identification of a bit by the decision
circuit of the underlying receiver [81]. It is one of the most important metrics for assessing
signal quality and estimating communication system performance. If the number of error
bits received is Ne and the total bits is Nt, then the BER is as follows:

BER =
Ne

Nt
(14)

The relation between SNR and BER is embedded in the following formula:

BER =
1
2
· er f c

(√
2 · SNR

2

)
(15)

5.2. Test Data

In this study, eye diagrams and their SNRs are used as the source of feeding the
CNN with the required testing data. A Python code was written and ran on a Microsoft
Azure VM to generate 576 received pulses, including some random noise; then, the eye
diagram pattern images were drawn, and their related SNRs based on the received pulses
were calculated. For eye pattern generation, we used four-channel models, including
the following:

• DGFs with distances of 5.47 m and 45.45 m for harbour and coastal waters, respectively,
and (20◦, 180◦) field of view (FOV).

• WDGFs and CEAPFs with distances of 10.93 m and 45.45 m for harbour and coastal
waters, respectively, and 20◦ FOV.

• BP with 5 m and 10 m distances for harbour and coastal waters, respectively, and
180◦ FOV.

We also utilised two transmitted pulse shapes, Gaussian and Rectangular, to imple-
ment a binary OOK modulation in our simulation. The range of pulse widths (FWHM)
was 0.1 to 0.95. It is worth mentioning that pulse widths beyond 0.6 are unrealistic, but we
added these scenarios as a “burn test” for our solution. The ranges of the FOV values across
channel models were not similar because we had to use the published double gamma fitting
parameters (shown in the last row of Table 1) and their corresponding FOV value ranges.

After that, the names of the images and SNR values were stored in an SQL database,
while the images were stored in one folder. Consequently, the data were ready to have
CNNs applied to them. These test data have some properties, and they are as follows:

The background of the eye diagram images is black, while the diagram itself is white
(greyscale) to speed up and simplify the CNN calculations. All the eye diagram images’
sizes (height × width) are 2366 × 3125; this size was taken from the shapes of the images’
arrays (it is already an output from the code). The SNR has a normal distribution (which
means there is no bias in our data before applying ML), as shown in Figure 6. The minimum
SNR value is 0.5723, the maximum SNR value is 8.1478, the mean is 3.0004, and the standard
deviation is 1.5061.

The data preprocessing steps before applying the CNN:

1. Loading the images’ names and SNRs from the database.
2. Converting the data into a ‘pandas’ data frame.
3. Shuffling the data frame.
4. Using TensorFlow library on Python, we conducted the following:

• Loaded the eye diagram images based on their names and normalised them
using max normalisation (dividing each pixel by 255).

• Split the dataset into training (70%) and validation (30%).
• Converted the colour mode from RGB into grayscale.
• Used the images’ original size instead of resizing them to keep the resolution high.
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Figure 6. Density vs. SNR.

5.3. Machine Learning—Neural Networks (NNs)

Neural networks (NNs) are computing algorithms that include processing units known
as neurons that are organised into layers. These layers are connected via weights; each cell
has a different weighted function. Many researchers have investigated neural networks
since the 1960s [99–101]. NNs were developed based on how biological nerves transmit
information and analyse data, and they are mainly used to increase computing perfor-
mance [102]. NNs can be used for supervised learning in both classification and regression,
and they can also be used in unsupervised learning.

A general NN structure consists of at least the input of data and the output layer, which
allows NNs to make predictions on new input middle-level layers known as hidden layers,
which process the outputs of previous layers [26]. The neurons have various coefficients,
such as bias (θ0) and weights (θi), which are modified during the training process to obtain
the optimum values that make the loss as low as possible. The correlations between
input-output datasets that constitute the attributes of the device or system under study
are discovered using NNs. The model outputs are compared to the true desired outputs,
and the error is calculated [103]. For the training phase, the sample is represented as (x, y),
where the input and output are x and y, respectively. Each node makes calculations on the
(x) values that are entered into the neural network, and then the value of (z(L)) is obtained.
After that, the expected values of (a(L)) are found via applying the activation function f (x)
on (z(L)); the process is repeated as represented by the following equations [102]:

z(L) = θ0 +
n

∑
i=1

θixi (16a)

where z(L) is the predicted output of each layer, which is the input for the next layer.

a(L) = f
(

z(L)
)

(16b)

The form of the hypothesis function or activation function (the final output in the last
layer) is represented as follows:

ypred = a(l) (17)

where i is the cell number, L is the layer number, l is the last layer number, and f is the
activation function. Note that Equation (15) is similar to linear regression in which a
predictor x variable and a dependent y variable are included in the model, and they are
linearly related to one another. In this case, the output variable y was predicted based on the
input variable x. The linear regression model is represented by the equation shown below:

y = mx + c (18)
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Equation (18) is the foundation equation for NNs, where θi or m is the slope or rate
of predicted y based on the best-fit line and θ0 or c is y-intercept. Figure 7 represents the
functions of neurons in NNs.

Figure 7. Components and the functions of an artificial neuron.

The most significant and often utilised component of neural networks is data propaga-
tion in both the forward and the reversed (or back) directions. This propagation is crucial
for performing quick and efficient weight adjustments. The term “forward propagation”,
which describes moving information from the input to the output direction, has been the
subject of the whole discussion up to this point. However, the neural network did not
achieve practical significance until 1986, when the Back Propagation mechanism (BP) was
employed [104,105]. Back Propagation is a technique used to train neural networks to
adjust the weights and increase the model’s generalisation to make it more reliable. The
error rate of forward propagation is fed back through the NN layers. It analyses, compares,
and evaluates the outcomes before going back oppositely from the outputs to the inputs
and adjusting the weights’ values. This process is performed endlessly until the weights
are optimal. A reverse calculation of the weight values is carried out by finding the dif-
ference between the predicted and real values, followed by partial derivation, and Back
Propagation is used to adjust the assumed weight values. After the output of each layer
a(L) is calculated, the result is passed through a function; the goal is to minimise the cost
function J, and the result is then passed through the loss function, as described in Section 6.
After reaching the expected value a(l) (whether regression or classification), we find the
delta error rate δ(l) by subtracting the predicted from actual values y(t) as follows:

δ(l) = a(l) − y(t) (19)

where y(t) is not numbers but matrices with one column (vector) because several cells are
in each layer. The general equation for Back Propagation is as follows:

δ(L) =
(
θ(L)

)T
δ(L+1). f ′

(
z(L)

)
(20)

where f ′ is the first derivative of the activation function, T is the transpose matrix of θ(L),
and · is a dot product, not a matrix product. A conventional neural network (CNN) is
a kind of deep feed-forward neural network that is one of the most effective learning
algorithms used in many applications, with significantly higher accuracy [106]. A CNN
is the best algorithm for analysing image data [106] and for solving problems in several
visual recognition tasks, such as identifying traffic signs, biological image segmentation,
image classification [107], speech recognition, natural language processing, and video
processing [108]. The power of a CNN is its ability to extract features from samples with
different requests at a fast speed [88] and handle high-dimensional inputs. A CNN offers
two significant benefits over other ML algorithms [107]: (a) automated feature extraction
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from images utilising feature extraction without the requirement for feature engineering or
data restoration, and (b) the algorithm complexity is significantly reduced by a network
topology with local connections and weight sharing. The way the attention mechanism
works allows it to extract the most important information from an image and store its
contextual relationship to other image elements [106]. The main layers of a CNN are
the convolutional layer, pooling layer, and neural network layer. First, the convolutional
layer applies several filters to input images to extract features (produce feature maps) and
decrease their size [93]. The convolutional layer’s final output is obtained by merging
these feature maps [109]. Decreasing the number of network parameters and computations
requires that the feature map size be reduced again in the pooling layer by selecting the
essential features and obtaining the maximum values. The advantages of max pooling are
that it decreases training time and controls overfitting [109]. After repeating these layers
several times, the output will enter into a neural network as flattened input values [110].
These values go through FCs that reach the final output of the CNN. The activation function
could be used in a CNN on convolutional, hidden, and output layers.

6. CNN Model Architecture, Design, and Implementation

6.1. Model Solution Architecture and Design

Microsoft Azure VM was used to develop a Python code that draws eye diagram
images and calculates SNR values via a multiprocessing technique. These images were
saved in a folder on the VM, whereas their names and SNRs were stored as reference data
in an SQL database. This study used SQLite DBMS to store information on 576 rows of eye
patterns and related SNRs. The meta dataset used to generate eye diagrams consists of
water type, channel model, pulse shape, pulse width, and the signal state (0 or 1), which is
the value of position zero on eye diagrams. Another code was developed using the OOP
paradigm to retrieve data from the database and train 13 CNN models via a training set to
make decisions for testing images using the validation set. Then, the error between actual
and predicted SNRs was calculated. The errors include the MAE and the RMSE for training
and testing data. The BER values were extracted based on the original and predicted SNRs
and the performance of the CNN models was measured. A schematic representation of the
methodology for this study is shown in Figure 8. Consequently, the ML works as a decision
unit in the optical receiver, which is the primary goal of this study.

 
Figure 8. A schematic representation of predicting SNRs with various numbers of filters.

6.2. Model Dataset

Eye diagram images were generated using a multiprocessing technique on Azure VM
with the following components: Windows 11 Pro operating system, x64-based processor,
Intel Xeon Platinum 8171M CPU @ 2.60GHz 2.10 GHz, 32 GB RAM, 127 GB Premium SSD
LRS Storage, and eight virtual CPUs. The following attributes are required to generate the
eye diagrams and conclude the SNR: water type, the channel model, optical pulse shape,
and pulse width. Table 2 shows the details of these attributes. The corresponding SNR
values were stored in an SQL database. Some examples of the created eye patterns are
shown in Figure 9.
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Table 2. The required attributes for generating eye diagram images and calculating SNR.

Metadata Values

Water types Harbour and coastal waters
Channel models DGF, WDGF, CEAPF, and BP

Pulse shapes Gaussian and Rectangular

Pulse widths 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55,
0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95

Centre positions on the eye diagrams 0/1

Figure 9. Examples of eye diagram images.

6.3. CNN Algorithm

CNNs are widely used in optical communications and networking. Regarding UWOC,
ref [111] proposed a constellation diagram recognition and evaluation method using deep
learning (DL). ML is applied in networking systems to address tasks in the physical
layers. These tasks include monitoring systems, assessing signal degradation effects,
optimising launch power, controlling gain in optical amplifiers, and adapting modulation
formats. It is also used in nonlinearity mitigation [15]. The optical receiver can serve
as an OPM in addition to its primary function of receiving data. A signal waveform
is graphically represented in an eye diagram to locate optical signal impairments. The
amplitude distribution over one or more-bit periods is depicted by overlapping the symbols.
Eye diagrams are employed to evaluate the strength of high-speed digital signals [53]. A
data waveform is typically applied to the sampling oscilloscope’s input to create them.
Then, all conceivable one-zero combinations are overlapped on the instrument’s display
to cover three intervals [54]. Pulses are spread out beyond the period of a single symbol
because of the ISI, which results from temporal variations between light beams arriving
at the receiver from multiple pathways. At data rates greater than 10 Mbps, ISI seriously
impairs the system’s performance. A clustering algorithm is used to identify anomaly
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attacks without being aware of the attacks beforehand. In ref. [112], a groundbreaking
application of ML in optical network security has been reported. The findings showed that
ANNs have a significant potential for detecting out-of-band jamming signals of various
intensities with an average accuracy of 93%. Using TensorFlow and Keras 2.12.0, were used.

The CNN algorithm is used on eye diagram images to predict the values of SNR in
different cases based on UWOC. To organise the inputs in a particular way or convert the
relationship to a function that might predict an output, a CNN learns associations between
the properties of the input data it receives. In this study, eye diagrams represent signals,
and the result for SNR prediction and its magnitude is the type of impairment. This study’s
total number of samples is 576 eye diagram images, split into 404 and 172 for training and
testing data, respectively.

The structure and implementation of the CNN in this study are as follows:

1. The dimensions of the input eye diagram images are 2366 × 3125 pixels, with a
resolution of 600 dpi.

2. The network includes convolutional layers with a filter size of 10 and a stride of 1.
The filters range from 16 to 64, increasing by four at each step. There is no activation
function applied.

3. There are three non-overlapping max-pooling layers with a size and stride 3.
4. Flattened values refer to the input values that will be fed into the NN.
5. This study refers to the hidden layer as FC and uses the ReLU activation function to

reduce the CNN calculations by setting negative values to zero.
6. The ultimate output of the CNN is the prediction of the signal-to-noise ratio (SNR)

using a linear activation function, which is appropriate for regression tasks.

The Functional API model was used with the Adam optimiser, and the learning rate is
equal to 1 × 10−5. Figure 10 shows the model structure; each circle represents convolutional
and max pooling layers. The architecture contains five convolutional and max pooling
layers. Each output of these layers comes with an input of the next layer; notice that the
connection path between the flattened, hidden, and output layer is the weights (small
random numbers at the beginning), and the weights affect the layer’s output as seen in
Equations (15) and (16). Figure 11 shows the CNN structure and its implementations.

Figure 10. The CNN architecture.
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Figure 11. The CNN architecture and implementation.

6.4. SNR Prediction

This study constructed the CNN layers using the Keras library with the Functional
API model. The loss error for the training sample, or the difference between the predicted
and actual values, was also calculated. The cost function, or the cost error function, is the
cumulative total of all errors for the training set. The cost function, which measures the
model’s accuracy, essentially refers to how far the predicted value is from the real data. The
cost function’s minimum value is determined throughout the CNN model learning phase.
The task is to identify the model weights resulting in the cost function having a minimum
value. Gradient descent optimisation (GD), a fundamental approach for CNN model
optimisation, is employed to achieve this [113–115]. The equation of GD is as follows:

θj := θj − α
∂

∂θj
J(θ0, θi) (21)

By substituting the partial derivative of J(θ0, θi) we obtain the following:

θj := θj − α
1
m

m

∑
i=1

(
hθ

(
x(i)

)
− y(i)

)
.x(i)j (22)

where j = 0, 1, 2, . . ., n and m is the number of samples.
This study used MAE as a loss function, while the RMSE was used as a metric function

to measure the model’s performance. MAE is the mean of absolute differences between
predictions and real results where all individual deviations are even more critical, and
the RMSE is measured as the average of the square root of the sum of squared differences
between predictions and actual output. The mathematical formulas of them are as follows:

MAE
(

ytrue, ypred

)
=

1
nimages

nimages

∑
i=1

∣∣∣ytrue − ypred

∣∣∣ (23)

RMSE
(

ytrue, ypred

)
=

√√√√ 1
nimages

nimages

∑
i=1

(
ytrue − ypred

)2
(24)

where nimages is the variable that represents the number of eye diagram images in the
testing sample.

This CNN programme retrieves the SNR (True) from the database and computes the
predicted SNR value by processing the run-time-generated eye diagram images. The MAE

249



Mathematics 2024, 12, 2805

is calculated by comparing SNR (True) and SNR (Predict). Moreover, the BER values are
extracted from SNR, as shown in Figure 12.

 
Figure 12. Scheme of calculating the MAE of True and Predicted data.

7. Results and Discussion

The proposed CNN models have successfully predicted SNR with high performance.
Figures 13–15 depict the learning curves, which show the training and validation results
for both loss and RMSE and their ratio in relation to the validation values. We discarded
the scatter plot because it created point-overlapping distortion. The graphs in this study,
referred to as “standard hyperparameters,” display the dropout rate, learning rate, and
number of epochs. The quantity of filters utilised in this study was modified, as indicated
in Tables 3 and 4. The training and validation curves show a gradual decrease in loss and
RMSE as the number of epochs increases, eventually converging to a similar value. The
loss and RMSE in training and validation curves gradually decrease with epochs, and
they become close to each other. When the number of filters (16, 20,24, and 28) in the
CNN architecture increases, the training and validation loss and RMSE decrease, as seen
in Figure 13. The crucial metrics are the loss and RMSE ratios, approximately equal to 1.
This indicates that the models are highly accurate and efficient in predicting the actual SNR
values. Figures 14 and 15 demonstrate a decrease in both the loss and RMSE. However, a
slight divergence was observed between the training and validation curves, indicating a
minimal gap between the loss and RMSE values for the training and validation datasets.

Table 5 provides a comprehensive summary of the models’ performance via train/validation
loss and train/validation RMSE at the last epoch, as well as the number of trainable
parameters and the loss and RMSE ratios. The equation for each one is as follows:

Loss Ratio =
Loss

Validation Loss
(25)

RMSE Ratio =
RMSE

Validation RMSE
(26)

The nearer to 1 the ratio is, the more fitting the model is so that the model can make a
correct decision, and the more likely the predicted SNR will approach the actual value.

The statistical analysis includes the results’ minimum, maximum, and mean informa-
tion. For example, the training time ranges between 8.33 and 10.99, whereas the range of
predicting time ranges from 0.1732 to 0.2098. We observed no significant fluctuation in
time, although the number of filters changed. The maximum difference between 1 and
loss or RMSE ratios are 0.3381 and 0.4153, respectively, using 48 and 56 filters in CNN
implementation. In contrast, the minimum difference between 1 and loss or RMSE ratios
are 0.0297 and 0.0183, respectively, when using 20 filters. In addition, the average of the
|1 − Loss Ratio| is 0.2107, and for |1 − RMSE Ratio| it is 0.2551, which is very close to zero,
as shown in Table 3.
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Figure 13. Learning curves of CNN regression models using (a) 16, (b) 20, (c) 24, and (d) 28 filters,
measured via loss and RMSE.
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d 

Figure 14. Learning curves of CNN regression models using (a) 32, (b) 36, (c) 40, and (d) 44 filters,
measured via loss and RMSE.
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Table 3. Statistical analysis of results information.

Min Max Mean

Training Time (h) 8.33 10.99 9.6915
Predicting Time (s) 0.1732 0.2098 0.1855

Loss 0.2911 0.5190 0.3739
Validation Loss 0.3605 0.6113 0.4730

RMSE 0.3869 0.7253 0.5070
Validation RMSE 0.5178 0.8686 0.6779

Loss Ratio 0.0297 0.3381 0.2107
RMSE Ratio 0.0183 0.4153 0.2551

Number of Filters 16 64 40
Number of Parameters 516,881 2,267,201 1,369,161

Table 4 displays the constant hyperparameters and their corresponding values used in
this study, including the colour mode of the eye diagram images, the optimisation of the
model, and other hyperparameters as shown in this table. The primary implementation
motivation for the set of hyperparameters in Table 4 is to ensure that the CNN engine
achieves its optimum model accuracy fitting and safely operates within a region away from
the over-fitting and under-fitting boundaries. Moreover, this stable fitting region is broad
enough for optimum processing time.

The Pearson correlation coefficients between the number of parameters and other
results’ information are displayed in Table 6. Loss, validation loss, RMSE, and validation
RMSE have strong correlations, indicating that the cost function decreases while the CNN
size increases. Therefore, the performance of the CNN model is enhanced by increasing
its size.

a 

b 

Figure 15. Cont.
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Figure 15. Learning curves of CNN regression models using (a) 48, (b) 52, (c) 56, (d) 60 and (e) 64 fil-
ters, measured via loss and RMSE.

Table 7 represents the Pearson correlation coefficient between the number of filters
and other results’ information, like training and predicting times, loss, and RMSE, and
the validation for both interpretations of these correlations. On the other hand, the graphs
below, Figures 16–19 show the relationship between the number of filters used in the CNN
models and their information. Figure 16 shows the weak correlation between the number of
filters and training and predicting times, which indicates that the curve is almost constant.
While it is expected that increasing the number of filters in a CNN would result in increased
computations and, therefore, more time to complete them, using a highly capable VM
mitigates the impact of increased computations on time, making it negligible.
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Table 4. Standard hyperparameters for CNN model platform structure.

Standard Hyperparameters Values

Colour mode Grayscale
Eye diagram image size (height × width) 2366 × 3125

Model Functional API
Optimizer Adam

Loss function MAE
Metric RMSE

Batch size 15
No. of convolutional layers 5
No. of max pooling layers 5

Filters size 10
Filters stride 1
Pooling size 3

Pooling stride 3
No. of hidden layers 1

Activation function in the hidden layer ReLU
Activation function in the output layer linear

Learning rate 10−5

Epochs 250
Dropout rate 0.45

Table 5. Performance summary of the dataset’s model regarding training and validation for loss
and RMSE.

Training
Time (h)

Predicting
Time (s)

Loss
Validation

Loss
RMSE

Validation
RMSE

Loss
Ratio

RMSE
Ratio

No. of
Filters

No. of
Parameters

9.82 0.18551209 0.519 0.6113 0.7253 0.8686 0.8490 0.8350 16 516,881
10.12 0.18702742 0.481 0.4956 0.673 0.6605 0.9703 1.0183 20 651,301
8.84 0.18525898 0.446 0.4907 0.592 0.7047 0.9097 0.8404 24 787,801
9.86 0.18294497 0.443 0.5089 0.575 0.7332 0.8701 0.7848 28 926,381
8.96 0.18577732 0.363 0.475 0.502 0.6566 0.7634 0.7638 32 1,067,041

10.19 0.18203078 0.326 0.4659 0.434 0.6689 0.7004 0.6493 36 1,209,781
9.97 0.18092463 0.355 0.4582 0.495 0.6766 0.7737 0.7317 40 1,354,601

10.62 0.18176481 0.361 0.5051 0.486 0.7251 0.7137 0.6707 44 1,501,501
10.09 0.19424853 0.339 0.5122 0.462 0.7133 0.6619 0.6476 48 1,650,481
10.99 0.18315452 0.314 0.4202 0.412 0.6336 0.7475 0.6509 52 1,801,541
9.08 0.18004519 0.291 0.4383 0.387 0.6617 0.6642 0.5847 56 1,954,681
9.12 0.17316376 0.331 0.3605 0.458 0.5178 0.9190 0.8839 60 2,109,901
8.33 0.20982659 0.293 0.4075 0.39 0.5916 0.7183 0.6589 64 2,267,201

Table 6. Pearson correlation coefficients between a number of parameters and results’ information
and their interpretation.

No. of Parameters Interpretation

Loss −0.8977 Strong linear inverse correlation
Val. loss −0.7891 Strong linear inverse correlation
RMSE −0.8863 Strong linear inverse correlation

Val. RMSE −0.7029 Strong linear inverse correlation
No. of filters 0.9997 Very strong linear direct correlation

Their correlation coefficients range from medium to very strong concerning loss,
validation loss, RMSE, and validation RMSE. When the number of filters increases, the
capacity of the model (trainable parameters) also increases, which allows it to fit the training
data better and improve its effectiveness (see Figure 17). In contrast, the loss and RMSE
ratios are close to 1, as seen in Figure 18, which means the model makes good decisions.
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Table 7. Pearson correlation coefficients between a number of filters and results’ information and
their interpretation.

No. of Filters Interpretation

Training Time −0.1923 Very weak linear inverse correlation
Predicting Time 0.1793 Very weak linear direct correlation

Loss −0.9053 Very strong linear inverse correlation
Validation Loss −0.7897 Strong linear inverse correlation

RMSE −0.8429 Strong linear inverse correlation
Validation RMSE −0.6416 Moderate linear inverse correlation

Figure 16. Number of filters vs. training and predicting time for all CNN models.

Figure 17. Number of filters vs. training and validation for both loss and RMSE for all CNN models.

On the other hand, the positive upward curve displays a very strong linear direct
correlation between the number of filters and the number of parameters; it forms a perfectly
straight line (see Figure 19). The reason is that the total number of values inside all filters
increases when the filters are increased. These are considered parameters, so the number of
trainable parameters increases.

To assess the performance of the CNN models that work on the optical receiver, which
can handle the ISI noise in UWOC, the relationship between the actual and predicted values
of SNR and BER is drawn in Figure 20. This result illustrates the models’ outcomes using a
0.45 dropout rate and a learning rate of 10-5 with 28 filters, as shown in the figure below.
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CNN models can predict correct results for harbour and coastal waters using Gaussian
and Rectangular optical pulse shapes, with different pulse width ranges from 0.1 to 0.95,
using DGF, WDGF, CEAPF, and BP channel models. The trend in the curves is similar to
the identity function, represented by the red line (y=x), which means the actual values are
close to the predicted ones in both SNR on the left and BER on the right. This shows that
the CNN model can decide correctly in various situations involving various types of water,
ISI noise, and water environment variations.

Figure 18. Number of filters vs. loss and RMSE ratios for all CNN models.

Figure 19. Number of filters vs. number of trainable parameters for all CNN models.

 

Figure 20. Performance of the CNN models, the true versus the predicted SNR (left) and BER
(right) values. Various channel models are employed to simulate the behaviour of water in harbours
(represented by the colour blue) and coastal areas (represented by the colour green) for different
pulse widths.

The relation between SNR and BER, which represents the performance of the optical
receiver, is drawn, as represented in Figure 21, using a 0.45 dropout rate and a 10−5 learning
rate with 28 filters. From the graphs, we can conclude that the suggested CNN models
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perform well in making accurate decisions for various instances involving various types of
waters, ISI noise, and underwater environment variations.

Figure 21. SNR vs. BER for harbour water (left) and coastal water (right). The true (red) and
predicted (blue) values are for different pulse widths using different channel models.

Regarding the high BER values, it means small SNRs are included in our models.
This is due to this study’s significant noise and channel fluctuations. Although the SNRs
are caused by received pulses that pass through noisy channels, the models can predict
SNRs accurately.

8. Conclusions

This study successfully demonstrated the implementation of a novel CNN-based
decision unit strategy in an optical receiver of UWOC systems. The proposed CNN models
are found to predict SNR effectively with high performance, with the train and validation
losses and RMSE demonstrating convergence towards smaller values. The results show an
inverse strong correlation between the number of parameters in the model and the cost
function, suggesting that increasing the CNN model’s size enhances its performance. Even
in diverse water types with fluctuating noise levels and environment variability, employing
a CNN model as a decision unit in an optical receiver enables efficient decision-making
with a low-cost function.

Our innovative CNN tool’s architecture and supporting mathematical formulations
made it agnostic to the UWOC model and transmission modulation format. Hence, if any
or all channel models in Table 1 are proven not to partially or fully satisfy the linear time-
invariant system (LTIS) condition requirements, replacing any or all of these models with
ones that comply will not impact the CNN tool computational software algorithm. Still, it
might require altering the hyperparameters of the CNN model platform structure shown
in Table 4 to ensure optimum model accuracy fitting, but from a hardware perspective, we
do not expect any necessary change to the hosting math processor of the DU. It is worth
mentioning that LTIS requirements are translated in terms of channel path loss, mean delay,
Root Mean-Square delay spread, and the constancy of the frequency bandwidth with the
model temporal profile broadening with linkspans.

9. Future Studies

In future studies, we plan to elevate the effectiveness of our ML model for the UWOC
system through a two-pronged strategy: dataset expansion and CNN refinement. The first
cornerstone of our approach is the extension of our dataset. We aim to generate more eye di-
agram images, diversifying and enriching the data available for the ML model. This broader
dataset will fortify the model’s learning capabilities and enhance its predictive precision.
Simultaneously, we propose a strategic refinement of our CNN’s hyperparameters. We
contemplate introducing two or three hidden layers into the network’s architecture, which
could amplify the model’s ability to detect intricate features and, in turn, boost its accuracy.
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We are also considering altering activation functions in both the convolutional and hidden
layers (e.g., Tanh, Leaky ReLU, ELU, and SELU), aiming to introduce varying degrees of
nonlinearity that could potentially enhance the model’s learning and generalisation from
the data.

Additionally, we will explore the employment of non-overlapping filters in our con-
volutional operations. This adjustment could help retain original input data information,
minimising information loss during the convolution process and potentially leading to
more robust predictions. Aside from these strategies, we also plan to incorporate the capa-
bilities of large language models, like GPT-4. We envision utilising these models for tasks
such as automated hyperparameter tuning and predictive modelling based on text mining
of recent research trends. Furthermore, they could aid in automatic feature extraction from
eye diagram images and augment our dataset by generating synthetic images based on
textual descriptions of various UWOC scenarios. These models can also help interpret the
CNN model’s results and enhance our understanding of the network’s decisions. Lastly,
we could facilitate knowledge transfer by identifying parallels between UWOC and other
fields and refining our CNN techniques and approaches. Through this holistic strategy,
integrating both traditional methods and advanced AI techniques, we aim to significantly
elevate the accuracy and efficiency of our CNN model in UWOC.
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Table A2. CNN algorithm structure and implementations that utilise eye diagram images for SNR pre-
diction.

Ref. [24,60] [61] Our Work

ML technique CNN CNN CNN

Input data Eye diagrams Eye-opening, height, width,
closure. Eye diagrams

Images format jpg No jpg
Approach Classification classification Regression

No. of convolutional and
pooling layers 2 3 5

No. of filters C1 = 6
C2 = 12

C1 = 60
C2 = 80

C3 = 180

Unified for all
convolutional layers, and it

ranges from
16 to 64

Filter size 5 3 10
Pooling size 2 2 3

activation functions Sigmoid in the whole CNN
ReLU for each convolutional

layer
and soft-max

ReLU for hidden layer
Linear for output layer

No. of hidden layers 0 2 1
No. of elements of the fully

connected feature map 192 FC1=360
FC2 =120

Range from 80 to 320
According to no. of filters

Dropout No yes 45%
Backpropagation Yes Yes Yes

No. of output nodes 20 No 1

Output 4 modulation formats
16 SNR

modulation formats, OSNR,
ROF, and IQ skew SNR

No. of epochs 35 No 250

Modulation format RZ-OOK, NRZ-OOK,
RZ-DPSK, and 4PAM QAM and QPSK NRZ-OOK

Data rate 25Gbaud 32 Gbaud 2 Gb/s

Collecting eye diagrams way
Simulating signals and

displaying eye diagrams
using the oscilloscope

Experimental Simulating everything using
Python

Colour mode Coloured converted into
grayscale Coloured Black and white in RGB

convert to grayscale
Original image size 900 × 1200 224 × 224 2366 × 3125

Resized image 28 × 28 No No
Resolution Low Low High (600 dpi)

No. of models 1 2 13
Prediction time 0.46 s No Range from 0.17 to 0.20 s

SNR range (10–25) dB (15 to 40) dB (−2.42–9.11) dB
BER range No No 0.0022–0.2247

Total no. of images 6400 1170 576

Performance 100% accuracy 99.57% accuracy MAE = 0.29–0.52
RMSE = 0.39–0.73

Learning curves existence No No Yes
UWOC/ Fibre Fibre Fibre UWOC

Year 2017 2019 2024
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