
Edited by

Recent Topics in 
Economic Research 
Feature Papers for Cerebrating the 
10th Anniversary of Economies 

Ralf Fendel, Robert Czudaj and Sajid Anwar
Printed Edition of the Special Issue Published in Economies

www.mdpi.com/journal/economies



Recent Topics in Economic Research –
Feature Papers for Cerebrating the
10th Anniversary of Economies





Recent Topics in Economic Research –
Feature Papers for Cerebrating the
10th Anniversary of Economies

Editors

Ralf Fendel

Robert Czudaj

Sajid Anwar

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Ralf Fendel

WHU - Otto Beisheim School

of Management

Germany

Robert Czudaj

Technical University of

Freiberg

Germany

Sajid Anwar

University of the Sunshine

Coast

Australia

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Economies

(ISSN 2227-7099) (available at: https://www.mdpi.com/journal/economies/special issues/10th

Anniversary Economies).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-6892-8 (Hbk)

ISBN 978-3-0365-6893-5 (PDF)

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

https://www.mdpi.com/journal/economies/special_issues/10th_Anniversary_Economies


Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Adithya Kiran Kolloju and Michele Meoli

Efficiencies of Faith and Secular Microfinance Institutions in Regions of Asia, Africa, and Latin
America: A Two-Stage Dual Efficiency Bootstrap DEA Approach
Reprinted from: Economies 2022, 10, 66, doi:10.3390/economies10030066 . . . . . . . . . . . . . . 1

Joachim Wagner

Firm Survival and Gender of Firm Owner in Times of COVID-19: Evidence from 10 European
Countries
Reprinted from: Economies 2022, 10, 98, doi:10.3390/economies10050098 . . . . . . . . . . . . . . 13

Lourenço S. Paz

The China Shock Impact on Labor Informality: The Effects on Brazilian Manufacturing Workers
Reprinted from: Economies 2022, 10, 109, doi:10.3390/economies10050109 . . . . . . . . . . . . . 21

Thomas M. Fullerton, Jr. and Steven L. Fullerton

Aggregate Online Brand Name Pharmacy Price Dynamics for the United States and Mexico
Reprinted from: Economies 2022, 10, 112, doi:10.3390/economies10050112 . . . . . . . . . . . . . 41

Matheus Koengkan and José Alberto Fuinhas
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Article

Efficiencies of Faith and Secular Microfinance Institutions in
Regions of Asia, Africa, and Latin America: A Two-Stage Dual
Efficiency Bootstrap DEA Approach

Adithya Kiran Kolloju 1,* and Michele Meoli 2

1 Department of Management, Information and Production Engineering, University of Bergamo,
24100 Bergamo, Italy

2 Department of Management, Information and Production Engineering, CCSE-Cisalpino Institute for
Comparative Studies in Europe, University of Bergamo, 24100 Bergamo, Italy; michele.meoli@unibg.it

* Correspondence: adithya.kolloju@unibg.it; Tel.: +39-339-240-6828

Abstract: Purpose: the objective is to measure the financial and social performance of 127 microfi-
nance institutions (MFIs) and observe the effects with explanatory factors such as “type”, “geography
region”, and “secular and faith” variables. Design/methodology/approach: The time-series perfor-
mance analysis of microfinance institutions is determined in two stages. In the first stage, both the
social and financial efficiencies are measured with Data Envelopment Analysis (DEA) approach. The
two explanatory factors along with faith and secular variables show the effect on these determined
efficiencies by the second stage of the Tobit regression Random effect Model. Findings: Financial
performance is greater than the social performance from the first stage analysis. When considering
the explanatory variables, the social performances are not significant with religious factors. When
the regression is performed in a group, the financial score is more significant with religious and
other explanatory variables. Faith-based and secular-based microfinance institutions are strongly
significant if the performances (efficiencies) are highly maintained. Originality/Value: faith and
secular variables are identified based on the background/history information of each microfinance
institution (MFI).

Keywords: DEA-approach; non-parametric; Tobit; random-effect; religion; conventional; time-series;
efficiency performance; microfinance; region

1. Introduction

Financial services for an individual ameliorate inclusion and performing business
activities for obtaining a smooth economy (Li et al. 2019). Organizational performance
promotes good outcomes irrespective of size, type, or faith, but is achieved by good loan
repayment rates. The self-employed destitute have strong capabilities and commitments
to structure their living and the microfinance institutions (MFIs) extend the frontiers with
small credits and other financial services such as insurance, policies, mutual funds, etc.
(Alimukhamedova 2013), while the access to traditional banks for the same destitute has
been difficult for financial advancement activities. MFI finances with low-security risks
and has a critical role in the progress of the economic system in emerging countries by
showing their significant financial services (such as group lending, self-monitoring, short-
repayment methods, etc.) to millions of poor households globally (Daley-Harris 2009;
Hadi and Kamaluddin 2015) in addition with the digitalized services (Agrawal and Sen
2017). It is observed that MFIs emerged from traditional banks to calculate and function
their administration based on the profit efficiency, operating costs, and returning capital
constraints which leads to economical profit being more important than social outreach (Kar
2012). Although one or group of efficiency (financial, social, and technological) is important
in the functioning of a financial organizations to sustain bankruptcy or shutting down. At a

Economies 2022, 10, 66. https://doi.org/10.3390/economies10030066 https://www.mdpi.com/journal/economies1
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certain point, the financial, social, and technological efficiencies are interconnected. Few
dimensions of MFIs (NBFC1, credit unions, micro-credits, rural banks, NGOs2) were taken
into consideration for the influence of their services and functionalities. Few operate with
the spirit of capitalism (private ownership) but always abide by the reserve bank guidelines.

The capital structuring for an MFI (faith or secular) is obtained from sources such as
government subsidiaries, public-private investments (shareholders), debt capital, profits,
and third-party donations (Tchuigoua 2015). Apart from the public and the commercial
funders, both provide funds as a charity for certain types of microfinance organizations
for global development (Cobb et al. 2016). The level of profits, revenues, ROA3, and ROE4

ratios from operating costs, loan size, cost per borrower, etc., describes the performance of
an MFIs. For better sustainability of MFI, it is important to maintain the average returns
from the clients on timely basis agreements. It is also important to merge the economic
and social gaps for proper and smooth functionality (Liñares-Zegarra and Wilson 2018).
The profit-based institutions extend links with capital markets to ensure maintaining
profitability and high-rate efficiency. The traditional MFIs are profit-based because the
drawn-out monetary usefulness is a higher priority than the social effort (Leite et al. 2019;
Liñares-Zegarra and Wilson 2018; Schwarz et al. 2015).

We drew the financial data from the World Bank catalog with the Mix-market collabo-
ration and the data were extracted from 25 countries with 127 microfinance institutions and
similar data were used in several studies (Aggarwal et al. 2015; Leite et al. 2019; Navajas
and Tejerina 2006; Sainz-Fernandez et al. 2018; Wijesiri et al. 2015, 2017). The dual efficiency
is a technique to understand the organization’s performances and may estimate by diverse
variables while we considered financial and social variables that reflect the performance
factors of each microfinance institution. The data envelopment analysis (DEA) (Charnes
et al. 1978), is a non-parametric approach bootstrap method that analyses the sensitivity of
measured efficiency score by decision-making units (DMUs) (Simar and Wilson 2007). The
DMUs have non-specified measurable properties and are neither classified in categories
nor groups of faith and secular but the assumption is made for all MFIs in the analysis.

It is necessary to explore the marginal changes and impact of environmental indicators
on the dual efficiencies. Several studies (Lebovic 2004; Wijesiri et al. 2015) used a censored
model to investigate the determinants of efficiency estimates. The Tobit regression truncated
random effect method is preferred as the correlation exists with an error term for both
input and output variables (Amemiya 1984), the censored regression is used to analyze
the impact of indicators such as type, religion, and region on efficiency performances.
It is believed that an indirect relationship exists between the social/economical factors
with the organizational principles (type, region, and religion). The religion and region
indicators are organized by faith, secular institutions by the life cycle of MFIs, and they
were identified and represented by three regions (Asia, Africa, and Latin America). The
straightforward time-series Tobit censored linear regression model is assumed with a
minimum of two autonomous variables/indicators individually for dual efficiencies. The
second stage regression exhibits the indicators over efficiencies, and it is significantly seen
that faith-adopted MFIs show better social outreach than traditional institutions.

The study is organized in sections and the following literature (Section 2) describes
the important classification that is concentrated to determine the efficiencies, the effect of
efficiencies over the observatory variable on women in microfinance, religious performance,
effectiveness. Section 3 has empirical literature followed with the data and Section 4 has
the methodology, Section 5 has the results of the performances and impaction with the
regression model. Section 6 has the discussion and conclusions.

2. Literature Review

Microfinance institutions serve the development of society assisting the poor with
turning out to be little business visionaries by micro-credits/grants without accepting
interest rates (faith-operated) or little interest rates (traditionally operated). The clustered
faith-based institutions are differentiated with the functionalities. To strike the difference
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between outreach and poverty alleviation, the institutional performance varies on the
technical operations, attractiveness, strategies, methodologies, etc., and these categories
have importance depending on the secular-based microfinance institutions (SB-MFIs) or
the faith-based microfinance institutions (FB-MFIs). The cross-country MFIs are some
laid out privately but are regulated under government policies with suitable regulatory
acts, credit information companies, Reserve/Central bank, and Microfinance Regulatory
Authority. Loan portfolios, recovering activities, are managed by financial managers and
legal teams, apart from tradition/religion, MFIs raise funds with savings mobilizations
(Wijesiri et al. 2015), donations (with the risk of liquidity management, this is considered as
the minimal investment), deposits, and other cumulative surpluses. Partially, few MFIs are
controlled and managed by women with profiting terms and policies, this is considered as
a business activity or entrepreneurial establishment. We further discuss the role of gender
(women) in microfinance.

2.1. Microfinance and Women

Business with opportunity-driven strategies in low-income countries satisfies basic
needs and enhance the welfare of the poor (Schwarz et al. 2015). Gender orientation
contrasts in microfinance are particularly critical because women have a crucial impact on
money-related progressions, especially in the turn of advancements. Women are granted
lower importance than men because of their educational levels, discrimination, etc. Women
in microfinance promote and strengthen the International Labor Organizations (ILOs)
which has a decent work agenda. MFIs are established in urban/rural areas, where the
women borrowing rate is increasing in annual periods (from the cross-country data). In
the rural areas, the increase in small enterprises by women allows to mitigate patriarchal
practices and make women empowerment grow in significant proportions. Trust is the
main concern that the financial institution believes, and MFIs assist with entrepreneurial
training skills to women in some regions and provide confidence in the establishment
of small-scale industries in rural areas with low-interest rates (Hadi and Kamaluddin
2015). There is a 54.6% increase in active women borrowers since 2009, which increased
the financial inclusion in microfinance. The combination of microfinance and social assert,
brings norms, trust, and networks to connect people and coordinate with their actions. The
average borrowing rate of female borrowers and only 16 countries have at least 50% and
9 countries have 70% access in rural areas, the average rate is much increased from the year
2008. MFIs grant capital with low-interest rates for entrepreneurial enterprises, especially
female borrowers are better with loan repayment, and analytically the financial outreach is
significantly high (Aggarwal et al. 2015; Belwal et al. 2012; Ul-Hameed et al. 2018). Indeed,
we chose “women borrower” as a significant indicator for determining the social efficiency
for regions in Asia, Africa, Latin America, and the Caribbean, where women’s participation
plays a decisive role in the analysis. From the religious point of view women are playing a
more valuable role than in traditional institutions.

2.2. Religion Performance and Effectiveness

Religion rehearses impact and changes the human mind despite literacy (Barro and
Mccleary 2003). Non-profit and regional MFIs primarily focus on developments in poverty
alleviation. On the other hand, faith MFIs follow the community and religiously imple-
mented principles and the results are more explored from the conviction-based institutions.
In Islamic law, there is a prohibition to apply interest rates on loans (Imam and Kpodar
2016) and there are more potential in attaining social performance with counterparts with
conventional organizations, and fundings are made with profits (Fersi and Boujelbéne 2016).
Catholic microfinance institutions are better with financial performance in developing ef-
forts (Mersland et al. 2013). It is empirically analyzed that women are more concerned with
religious practices and ethics (Gyapong et al. 2021). The religious institutions are risk aver-
sion and have low stock returns. In an Islamic country such as Bangladesh, social efficiency
is 22% more than financial efficiency (Khan and Sulaiman 2015; Mia and Govindaraju 2016).

3
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We took the religion factor (irrespective of belief) as a dependent variable to differentiate
the efficiencies socially and financially with profit/non-profit microfinance organizations.

The faith-based institutions follow the principles imposed by their religion and run
administration to reach social and financial objectives. In countries such as Pakistan,
Afghanistan, Bangladesh, and Middle Eastern countries, religion (Islam) is very important
and treated in almost every activity. Mansori et al. (2020) collected questionaries from each
Muslim and the gender classification (majority men have favor towards religion) showed
importance. Spotted the difference in the risks between FB-MFIs and conventional Islamic
MFIs cross-sectionally from the period 1998–2014 from the MIX database, the results show
financial stability with SB-MFIs with low risk, evidence from OSS regression. The DEA-
CRS5 analysis on 72 MFIs (NGOs and NBFIs) in MENA regions where MFI performances in
Islamic nations are significant socially and financially, and these efficiencies are concerning
to age (Mature, Young, and New) (Ben Abdelkader and Mansouri 2019). It is feasible to
identify institutions and Table 1 shows the institution type with the religious status of
each country. The background and historical analysis are perfectly performed to explore
the religious status of the microfinance institution itself, it is observed many MFIs are
integrated with Vision fund in Latin American regions (Catholic), and East Asian countries.

Table 1. Microfinance country, type, and religious status.

Country Institution Type Religion Status

Afghanistan NGOs Secular
Azerbaijan Credit corporative, Bank, and NBFC Secular, Faith

Bolivia Bank, and Credit corporative Secular, Faith
Brazil Bank, and Credit corporative Secular, Faith

Bangladesh NGO, Bank Secular, Faith
Costa Rica NGO, Bank, and Credit corporative Secular, Faith
Colombia Microcredit Secular
Cambodia NGO, and Bank Secular, Faith
El Salvador NGO Secular, Faith

Egypt NGO Secular, Faith
Ecuador Bank, Credit corporative, Microcredit, and NGO Secular

Guatemala Bank, NGO, Credit, NBFI corporative, and Microcredit Secular, Faith
Ghana Bank Secular
India NGO, Credit corporative, NBFI, and Bank Secular, Faith

Kosovo NGO Secular
Kazakhstan Credit corporative Secular

Jordon Bank Secular, Faith
Mexico NBFI, and Bank Secular, Faith

Morocco Bank, and Credit corporative Secular, Faith
Nicaragua NBFI, and Credit corporative Secular, Faith

Peru Bank, Credit corporative, NGO, and NBFI Secular, Faith
Pakistan NBFI, and Bank Secular, Faith
Palestine Credit corporative Faith
Tanzania Bank Secular
Tajikistan Bank, and NGOs Secular

Source: Mix Market, Background Historical status of MFIs.

3. Research Design

3.1. Research Questions

The research questions are developed in two parts:

1. To determine the social and financial efficiency of 129 cluster MFIs (faith and secular)
with a frontier non-parametric methodology (Simar and Wilson 2007; Seiford and Zhu
2014; Wijesiri et al. 2015). This helps to identify the microfinance status in established
countries;

4
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2. To determine the effect of external variables on these efficiency variables through both
cluster6 and two-model7 groups, the time series as the Tobit regression model (Wijesiri
et al. 2015). This helps to explore which variable can affect the MFI performance.

3.2. Data Selection

The performance and the selection of variables were inspired by the contributions in
the microfinance industry (Gutiérrez-Nieto et al. 2009; Gyapong et al. 2021; Mersland et al.
2013; Schwarz et al. 2015; Wijesiri et al. 2015; Wijesiri and Meoli 2015), etc. The sample of
127 MFIs was selected from the World Bank financial database (Mix market) with annual
periods 2008–2018. The specific variable “Female borrowers” is inspiring with the increase
in clients annually in many countries. Table 2 discusses the MFIs list and the percentage of
borrowers, investments, and equity in each type of MFIs.

Table 2. Financial funding of different microfinance institutions.

NBFI NGO Bank Credit Union Rural Bank

Borrowings 36 30 21 8 10
Deposits/investments 43 28 58 79 69

Equity 21 42 20 13 21
Source: Mix market 2019, World Bank’s data catalog (%).

3.3. Variable Selection

Table 3 describes the explanation of dependent and independent variables for efficiency
measurement with definitions. The selection of indicators is influenced by the previous
works published in the articles where cross-country data have importance. The analysis
is not based on specific country performance instead, it is cross-country productivity
impaction.

Table 3. Selection and description of input/output variables for the first stage of analysis.

Variables Indicators Term Definitions Data Explanation

Input variables

Loan Officers
Dealing with authorizing loans to the clients,
monitoring interest and security, responsible
for outgoing credits and outstanding loans. The database consists of

127 well-performing microfinance
institutions. A total of 30 MFIs are identified
as faith-based organizations and 97 MFIs are
secularly operating microfinance institutions.

The 30 Faith institutions are related to
Catholic- and Islamic-based MFIs. These are

identified by the establishment and
collaborations and merging with

dominating microfinance institutions.
All the data are drawn from Mix.org merged

with World Bank Data in the year 2019.

Total Assets

The absolute estimation of assets is
constrained by the financial organization
because of past occasions and from which

future monetary advantages are relied upon to
stream to the MFI.

Cost per borrower It is the cost imposed on a borrower from loan
application to the total loan repayment.

Output variables

Financial Revenue
(Financial efficiency)

Revenues generated from loans, assets, other
financial accumulations.

Female borrowers
(Social efficiency)

The percentage of women borrowers is
consistently increasing periodically. The social

outreach is well enough.

The financial revenue is an output variable to determine the financial performance
of MFIs. The financial performance tends to raise if there are more dependents and
good repayment rates irrespective in rural or urban regions, for this purpose the variable
borrowers are used to determine the social outreach performance of MFI. (Microfinance-
Barometer-2019_web-1, n.d.) report specifies there is an incremental increase with women
entrepreneurs annually for a decade so, women/female borrowers help to determine the
social efficiency. The following Table 4 has numerical statistics of input and output variables
along with the correlations between the variables are in Table 5.

5
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Table 4. Mean and standard deviation of input/output variables.

Variable Mean Std. Dev.

Total Assets (USD MM *) 19.71 270.50
Personal (Count) 208 2190

Cost per Borrower (USD) 137 1065
Financial Revenue (USD MM *) 4.60 51.2

Female borrowers (Count) 15.709 681,944
* USD MM represents value Million USD.

Table 5. Correlations of input/output variables.

Correlations Assets
Financial
Revenue

Personal
(s)

Female
Borrower(s)

Cost per
Borrower(s)

Assets 1.00
Financial revenue 0.73 1.00

Personal(s) 0.27 0.49 1.00
Female borrower(s) 0.22 0.39 0.64 1.00

Cost per borrower(s) 0.023 0.024 −0.02 0.64 1.00

3.4. Borrowing Rate

Women workers in developing countries all through the world contribute their devel-
opment in financial turn and microfinance helps to empower them and helps with making
their commitment (Somavia 2007). According to the data, women clients are up to 73%
on average. The average female borrowing rate is classified in Table 6, from the countries
which are considered in the analysis. Ghana and Pakistan which have faith-based MFIs are
dominating in the second position and Azerbaijan, Tanzania takes the last position in the
female borrowing rate.

Table 6. Percentage of female borrowers in 25 countries.

Country Avg Female Borrower (%)

Afganisthan 52
Azerbaijan 29

Bolivia 40
Brazil 46

Bangladesh 96
Costa Rica 43
Colombia 58
Combodia 68
El Salvador 70

Egypt 100
Ecuador 46

Guatemale 75
Ghana 75
India 100

Kosovo 22
Kazaksthan 64

Jordon 84
Mexico 93

Morocco 57
Nicaragua 59

Peru 43
Pakistan 95
Palestine 100
Tanzania 32
Tajikistan 34

Source: Mix Market 2019.
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4. Methodology

Data envelopment analysis (DEA) is a non-parametric bootstrap approach that requires
simple time-series data (with no financial gaps) to analyze the competence scores without
any complex assumptions in any industry. Charnes et al. 1978 first developed the efficiency
measuring model, later applied to identify the organizational performances in the banking
sector (Wijesiri et al. 2015, 2017). Bootstrapping has the simple notion of repeated data
generating process (DGP) and applying the original simulant to each outcome model
(Wijesiri et al. 2015). The selection of appropriate input and output variables depends on
the input-oriented and output-oriented methods. In this analysis, we restricted the non-
parametric, output-orientated, and constant return to scale DEA approach to determine
the production performances. The MFI identities are disclosed and are represented by
the normal series from 1, 2, 3 . . . ., 127 which act as the decision-making units to produce
efficiency scores (Simar and Wilson 2010). We assume for the development of efficiencies
from the decision-making units “p” (DMUs), it is necessary to select “m” different inputs
and “n” output/s from the available dataset. Each DMU (“p”) has one positive input and
one positive output.

We assume:
xij ≥ 0 f or i input (1)

ykj ≥ 0 f or k output (2)

The virtual output to the virtual input to maximize the efficiency of each DMU (p) is
formulated and should be less than or equal to zero.

i.e., maxho(u, v) =
Σruryro

Σivixio
≤ 1 (3)

where j = 1, . . . , n; urvi ≥ 0 for all i and r.
The censored Tobit truncated random effect regression (as we have time-series data)

was discussed to exhibit the relation between the measured dual efficiency scores (act as
dependent variables) in the first stage of DEA analysis on the explanatory factors. Tobit
model aids in determining the marginal changes on dependent variables by concerning
lower and upper impediments. It represents the effect of an independent variable over
the conditional variable. The regression provides the validation by considering the dual
efficiencies and the overall empirical performance of the microfinance industry is obtained
and controls different parameters. The linear regression is followed:

θ(i,j,p)∗ = β0 + β1var1 + β2var2 + ε; i, j = 1, . . . . . . , p (4)

θ(i,j,p)∗ = β0 + β1var1 + ε; i, j = 1, . . . . . . , p (5)

θ(i,j,p)∗ = β0 + β1var2 + ε; i, j = 1, . . . . . . , p (6)

where i represents the social efficiency score, j represents the financial efficiency score,
the β0, β1, β2 are the coefficients for the explanatory variables and ε is the statistical error
term, where p represents the DMSs/MFIs (127). Equation (3) represents the social efficiency
depending on all the three explanatory indicators. Whereas Equations (4)–(6) represent two
explanatory indicators. The indicators imply the religious status, geographic region, and
type of financial organization. The religious status, geographic position, and type of the
institutions are imported as dummy variables and represent binary numbers. For instance,
if religion is a faith, I considered it as 1 otherwise 0. The same with the location and type.
We tabulate the results from the analysis in Table 6.
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5. Results

5.1. First Stage Non-Parametric Constant Rail Scale DEA Approach

Table 7 reports the efficiency scores of 127 MFIs globally. The aggregate efficiency
score of MFI in 10 years and the individual scores are calculated separately. It is observed
that financial outreach is dominating with social outreach.

Table 7. The DEA social and financial efficiencies.

MFI (p) Social Financial MFI Social Financial

θ θa θ θa θ θa θ θa

1 0.45 0.43 0.86 0.83 65 0.72 0.71 0.90 0.57
2 0.92 0.67 0.22 0.62 66 0.56 0.50 0.65 0.32
3 0.93 0.73 0.36 0.45 67 0.38 0.43 0.69 0.54
4 0.13 0.14 0.21 0.30 68 0.02 0.02 0.96 0.86
5 0.01 0.39 0.19 0.64 69 0.02 0.52 0.34 0.34
6 0.01 0.47 0.73 0.57 70 0.22 0.51 0.59 0.33
7 0.00 0.49 1.00 0.58 71 0.36 0.50 0.43 0.57
8 1.00 0.45 0.48 0.44 72 0.37 0.73 0.06 0.45
9 0.80 0.60 0.51 0.51 73 0.89 0.59 0.67 0.48

10 0.61 0.44 0.90 0.37 74 1.00 0.61 1.00 0.44
11 0.31 0.52 0.22 0.42 75 0.98 0.64 0.56 0.72
12 0.48 0.33 0.76 0.75 76 0.52 0.53 0.37 0.67
13 0.48 0.57 0.67 0.43 77 0.08 0.46 0.79 0.65
14 0.88 0.21 0.00 0.37 78 0.17 0.54 0.86 0.41
15 0.02 0.57 0.05 0.46 79 0.88 0.59 0.17 0.41
16 0.19 0.27 0.12 0.14 80 0.11 0.62 0.42 0.41
17 0.00 0.62 0.00 0.30 81 0.87 0.94 0.19 0.27
18 0.28 0.61 0.00 0.60 82 0.59 0.42 0.23 0.50
19 0.58 0.51 0.94 0.31 83 0.76 0.57 0.07 0.36
20 1.00 0.86 0.94 0.43 84 0.02 0.59 0.81 0.49
21 0.83 0.56 0.75 0.64 85 0.54 0.51 0.63 0.59
22 0.00 0.45 0.19 0.59 86 0.30 0.51 0.09 0.55
23 0.94 0.57 0.20 0.38 87 0.00 0.52 0.89 0.59
24 1.00 0.84 0.90 0.71 88 0.11 0.43 1.00 0.55
25 0.01 0.19 0.21 0.29 89 0.46 0.45 0.56 0.46
26 0.14 0.07 0.70 0.53 90 0.44 0.58 0.49 0.47
27 0.62 0.22 1.00 0.52 91 0.29 0.65 0.83 0.51
28 1.00 0.21 1.00 0.62 92 0.94 0.64 0.41 0.27
29 0.01 0.01 0.26 0.33 93 0.70 0.90 0.10 0.75
30 0.43 0.14 0.89 0.61 94 0.00 0.18 0.35 0.57
31 0.77 0.61 0.42 0.37 95 0.00 0.41 0.50 0.61
32 0.31 0.48 0.59 0.50 96 0.00 0.41 0.00 0.37
33 0.49 0.47 0.08 0.32 97 0.79 0.73 0.99 0.68
34 0.01 0.29 0.00 0.16 98 1.00 0.87 1.00 0.87
35 0.00 0.27 0.31 0.36 99 0.93 0.63 0.69 0.55
36 0.35 0.51 0.03 0.50 100 0.98 0.63 0.20 0.47
37 0.22 0.18 0.55 0.46 101 0.85 0.43 0.71 0.59
38 0.57 0.62 0.71 0.61 102 0.07 0.49 0.63 0.57
39 0.69 0.59 0.93 0.71 103 0.62 0.46 3.63 0.90
40 0.19 0.11 0.39 0.31 104 0.11 0.57 0.21 0.44
41 0.41 0.50 0.87 0.70 105 1.00 0.67 0.04 0.32
42 0.57 0.53 1.00 0.58 106 0.12 0.20 0.50 0.44
43 0.27 0.61 0.69 0.51 107 0.26 0.46 0.63 0.47
44 0.38 0.40 0.42 0.52 108 0.22 0.17 0.83 0.68
45 0.80 0.47 0.99 0.79 109 0.73 0.65 0.36 0.40
46 0.02 0.49 0.03 0.30 110 0.81 0.44 0.43 0.56
47 0.33 0.52 0.01 0.40 111 0.38 0.58 0.45 0.47
48 0.49 0.63 0.32 0.53 112 0.10 0.49 0.74 0.46
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Table 7. Cont.

MFI (p) Social Financial MFI Social Financial

θ θa θ θa θ θa θ θa

49 0.13 0.61 0.47 0.27 113 0.28 0.56 0.68 0.35
50 0.26 0.36 0.98 0.56 114 0.84 0.48 0.92 0.48
51 0.59 0.51 0.98 0.62 115 0.62 0.39 0.76 0.56
52 0.13 0.53 0.54 0.54 116 0.06 0.36 0.89 0.60
53 0.61 0.51 0.50 0.53 117 0.21 0.05 0.70 0.38
54 0.16 0.46 0.33 0.46 118 0.00 1.00 0.00 1.00
55 0.05 0.47 0.38 0.38 119 0.91 0.64 0.3 0.21
56 0.69 0.23 0.64 0.44 120 0.50 0.40 0.68 0.64
57 0.14 0.39 0.88 0.67 121 0.00 0.57 0.00 0.41
58 0.15 0.59 0.97 0.43 122 0.58 0.61 0.00 0.19
59 0.10 0.07 0.33 0.76 123 0.80 0.95 0.73 0.57
60 0.02 0.29 0.28 0.57 124 0.04 0.11 0.13 0.34
61 0.32 0.47 0.57 0.45 125 0.55 0.61 0.80 0.56
62 0.43 0.25 0.79 0.31 126 0.00 0.36 0.62 0.70
63 1.00 0.51 0.89 0.51 127 0.01 0.22 0.10 0.50
64 0.61 0.54 0.40 0.56

The efficiency scores, aggregate efficiency (θa), determined efficiency (θ) are bounded
between 0 and 1. The MFIs with the efficiency scores of 1 are assumed developed or highly
productive with high outreaches either socially or financially or both. Hence, we had
clustered data with both religious and non-religious institutions, it is a bit challenging to
spot the differences. The graphical representation of dual efficiency scores of faith and
traditional institutions is exhibited in Figure 1.

Average Financial Efficiency Average Social Efficiency 

Figure 1. Faith and secular MFIs efficiency scores representation.

5.2. Second Stage Tobit Random Effect Model Regression

The Tobit regression model is an alternative to ordinary least squares regression and
is employed when the dependent variable is bounded from below or above or both with
positive probability pileup at the interval ends, either by being censored or by being corner
solution. The regression with random effect model (unobservable effects are uncorrelated
with the observed exploratory variables) shows strong/weak significance levels, the same
effect on financial efficiency is vice versa and shows negative relation. The dependent
variable aggregate social efficiency (SE) shows an effect with the independent indicators
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to test the significance of the type of institution and region. The type of order is followed
by NBFC, Bank, Microcredit, Credit corporation, and NGOs which are the five types of
microfinance institutions located in three different regions, Asia, Africa, Latin America, and
the Caribbean. Table 8 represents the censored regression values, how the religious status
depends on the explanatory factors.

Table 8. Censored regression to test social efficiency as a response variable.

Social Efficiency
(θa)

(127 MFIs)
Coefficient

Social
Efficiency

(θa)
Coefficient

Social Efficiency
(θa)

Coefficient

Religion (faith) 0.04 Religion (faith) −0.07 ** Religion (faith) −0.05 *

Region
0.16 *** Type −0.01 Region 0.12 ***
0.2 *** −0.00 0.15 **
−0.09 ** 0.02 −0.06

Type

−0.02 −0.04
0.03 −0.05
−0.06
−0.09 **
−0.17 **

Cons 0.63 *** 0.51 *** 0.57 ***
Legend: * p < 0.05; ** p < 0.01; *** p < 0.001.

6. Discussion and Conclusions

This study examines the cross-country efficiency analysis of 127 MFIs followed by the
religious beliefs and principles from 25 countries. In the literature section, we discussed the
importance of women in microfinance and the religiosity effects from the published studies.
The DEA is a meta-frontier approach that gained attention in determining the efficiencies
with technological gaps in time series with the decision-making units (DMUs). The DMUs
are the identities of organizations (financial institutions in our case) with heterogeneous
financial properties from various groups and types of institutions (Walheer 2018), here
the methodology is applied for the European data in different sectors. The cross-country
dual efficiency scores from the first stage results show that social performance is weaker
in traditional institutions and financial performance is greater and vice versa. It is also
observed that the change in selecting variables does not lead to a change in the efficiency
score. This observation leads to the general suggestion that management is inefficient to
maintain the outreaches accurately. The conclusion also reaches the management is well
established to collect the revenues (loans, interest, profits, etc.) or the clients are more
responsible with their repayment to main the health of the economy. The Tobit random
effect model uses the efficiency scores (social efficiency, in Table 7) to check the effectiveness
of the explanatory indicators. The religion, type of the MFI, and location are artificially
created dummy variables chosen in groups to establish a relation between the explanatory
factors and the efficiencies (SE). The observation is made with the change in the group,
there is a change in the significance level. The main intention is to determine the faith
and secular performances, and it is observed with the cross-sectional efficiency scores the
financial efficiencies show positive significance level at 0.95 and 0.90 but there is no strong
significance level at 0.99. If the microfinance institution is healthily maintained with both
social and financial outreaches, there is a high significance to determine the religious status
will have stronger significance either financially or socially.

The religious factors have positive aspects to certain limits in accessing the loans,
indeed the household poor can gain in their business establishments (women). It is well-
known from the literature studies that women are more in accessing loans and good in
their repayments. When it comes to traditional organizations, there are several formalities
for loan assessment and therefore social outreach can damage in the rural areas where there
is an absence of absolute empowerment. The financial organization has strategic moves
but if there is no sufficient repayment rate in both secular/faith-based MFIs it leads to
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negative financial health. Therefore, the efficiency determination should be explored by
consideration of the repayment rate in MFIs in future studies.

Microfinance organizations are vanishing the barriers with digital approaches. Al-
though we analyzed with other variables (input and output factors), the results lead to the
same conclusions with efficiencies. There should be a combination of dual efficiencies along
with technical efficiency which would conclude better results in minimizing the resources
in religious and secular microfinance institutions.

The efficiency analysis and regression dealt with the religious, locality, and type of
institution factors. There are only a few studies concentrated purely on religious institutions
because the count (of religious MFIs) is small in some countries. There is a scope to analyze
the performances by considering and concentrating on religious institutions irrespective of
religiosity, along with the technical performance.
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Notes

1 NBFC—Non-bank Financial corporation.
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3 ROA—Return on Assets.
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5 Data envelopment analysis—constant return to scale.
6 All three external variables.
7 Two external variables individually.
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Abstract: This paper uses firm level data from World Bank Enterprise surveys conducted in 2019,
and COVID-19 follow-up surveys conducted in 2020, in ten European countries to investigate the link
between the gender of the firm’s owner and the firm’s survival until 2020. The empirical investigation
uses econometric models that control for the firm’s characteristics that are known to be related to
firm survival. The estimated effect of female ownership is positive ceteris paribus. Furthermore, the
size of this estimated effect can be considered to be large on average. Having a female owner helped
firms to survive.
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1. Motivation

When the coronavirus and COVID-19 reached Europe in the first quarter of 2020,
firms were hit by negative demand shocks due to quarantine and lockdown measures.
Furthermore, supply chains were damaged and this led to negative supply shocks. These
shocks had a negative impact on many dimensions of firm performance. Waldkirch (2021)
reports evidence on the impact of the COVID-19 pandemic on firms around the world
based on the so-called COVID-19 follow-up surveys to the World Bank’s Enterprise Surveys
conducted in 2020.

Some firms were hit so hard by these negative exogenous shocks that they decided to
close down permanently. Waldkirch (2021, p. 6) reports that in samples of firms, collected
in 21 countries in Europe, Latin America, Africa, and Asia in 2019/2020, 4.1 percent of the
businesses had permanently closed. In the sample of firms used here in this study, the
share of exits is 4.59 percent (see Table 1).

An important question is which characteristics of firms help many of them to survive
the pandemic. In addition to the usual suspects, which have been discussed at length in the
literature over recent decades, and include firm demographics such as firm age, firm size,
exports, productivity, and innovation (and that will be looked at in more detail in Section 2
of this paper), one firm characteristic that has, to the best of my knowledge, not been
considered yet in the context of the COVID-19 pandemic, is the gender of the firm’s owner.
In their comprehensive survey of the literature, Jennings and Brush (2013, p. 671) argue
that many empirical studies find that with respect to many standard economic indicators,
female-led firms tend to exhibit inferior performance; however, Jennings and Brush (2013,
p. 672) point out that a small yet growing number of studies challenge whether firms that
are female-owned invariably underperform relative to male-owned firms. There are studies
that reveal mixed results, no significant differences, or even an advantage to female-led
firms. “In terms of survival, for instance, the evidence is mixed.” (Jennings and Brush 2013,
p. 672).
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Table 1. Descriptive evidence on share of exits by gender of owner in 10 European countries, 2019/2020.

Country No. of
Firms

Share of Exits
(Percent)

Share of Female Owned
Firms (Percent)

Share of Exits among Female
Owned Firms (Percent)

Share of Exits among Male
Owned Firms (Percent)

All countries 6013 4.59 36.37 3.98 4.94
Bulgaria 552 6.70 37.86 5.74 7.29
Croatia 349 2.58 32.09 0.89 3.38

Czech Rep. 398 1.76 32.91 1.53 1.87
Hungary 623 1.77 49.12 0.98 2.52

Italy 439 7.74 20.96 3.26 8.93
Poland 887 2.93 39.80 3.68 2.43

Portugal 795 9.69 43.65 7.49 11.38
Romania 518 3.47 36.68 5.26 2.44

Russia 1116 3.94 29.66 4.83 3.57
Slovak Rep. 336 3.87 34.52 0.86 5.45

Source: Own calculations based on the World Bank Enterprise surveys; for details, see text.

Although we have (to the best of my knowledge) no empirical evidence on the differ-
ence of firm survival by gender of firm owner during the COVID-19 pandemic, one may
hypothesize that female owned firms have a lower rate of closure because women tend to
be more risk adverse than men, and therefore, firms lead by men might be engaged in more
risky businesses and have a higher risk of failure, especially in times of negative demand
and supply shocks.

This paper contributes to the literature by using firm level data from ten European
countries collected in the World Bank’s Enterprise Surveys in 2019, and from the COVID-19
follow-up surveys conducted in 2020, to investigate the link between gender of the firm’s
owner and firm survival, controlling for other determinants of firm exit.

The rest of the paper is organized as follows: Section 2 introduces the data used and
discusses the variables that are included in the empirical model to test for the role of the
gender of the firm’s owner in firm survival. Section 3 reports descriptive evidence and
results from the econometric investigation. Section 4 concludes.

2. Data and Discussion of Variables

The firm level data used in this study are taken from the World Bank’s Enterprise
Surveys in 2019 and from the COVID-19 follow-up surveys conducted in 2020.1 These
surveys were conducted in a large number of countries all over the world. In this study we
focus on countries from Europe. All countries with complete data for at least five firms,
that took part in the 2019 survey, and reported in the 2020 follow-up survey that they
had permanently closed down, are included in the study. This leaves us with data for ten
countries: Bulgaria, Croatia, Czech Republic, Hungary, Italy, Poland, Portugal, Romania,
Russia, and the Slovak Republic.2

The classification of firms as survivors or exits is based on question B.03 in the follow-
up survey from 2020. Firms that participated both in the regular 2019 survey and in
the follow-up survey were asked “[c]urrently is this establishment open, temporarily
closed (suspended services or production), or permanently closed?” Firms that answered
“permanently closed” are classified as exits, the other firms are considered to be survivors.

The classification of firms into female-owned firms and male-owned firms is based on
the answer to question B4 in the regular survey of 2019. When there are females amongst
the owners of the firm, a firm is considered to be a female-owned firm (and a male-owned
firm otherwise).

Descriptive evidence on the share of firm exits by gender of the firms’ owners in the
total sample and by country is reported in in Table 1. Although the overall share of exits
among female owned firms is 3.98 percent, it is about one percentage point higher among
male-owned firms (4.94 percentage points). This raw difference in favor of female-owned
firms can be considered large. Results differ by country, but in seven out of ten countries,
the exit rate is smaller among female-owned firms.

In the empirical investigation of the link between the gender of the firm’s owner and
firm survival, a number of firm characteristics that are known to be correlated with firm
exit (and that might be related to the gender of the firm’s owner as well) are controlled for.
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Their link to firm survival, and the way they are measured here, is discussed below (see
Wagner 2021).

Firm size: Audretsch (1995, p. 149) mentions as a stylized fact from many empirical
studies on exits that the likelihood of a firm exit apparently declines with firm size (usually
measured by the number of employees in a firm). This is theoretically linked to the
hypothesis of “liability of smallness” from organizational ecology. A small size can be
interpreted as a proxy variable for a number of unobserved firm characteristics, including
disadvantages of scale, higher restrictions on the capital market leading to a higher risk
of insolvency and illiquidity, disadvantages of small firms in the competition for highly
qualified employees, and lower talent of management (Strotmann 2007). For Germany,
Fackler et al. (2013) show that the mortality risk falls with establishment size, which
confirms the liability of smallness.

Firm size is measured as the number of permanent, full-time individuals that worked
in the establishment at the end of the last complete fiscal year at the time of the regular
2019 enterprise survey (see question I.1).

Firm age: Audretsch (1995, p. 149) mentions as another stylized fact from many
empirical studies on exits that the likelihood of a firm exit apparently declines with firm
age, too. This positive link between firm age and probability of survival is labelled “liability
of newness” and it is related to the fact that older firms are “better” because they spent a
longer time in the market, during which they learned how to solve the range of problems
facing them in day-to-day business. For Germany, Fackler et al. (2013) find that the
probability of exit is substantially higher for young establishments which are not more than
five years old, thus confirming the liability of newness.

Firm age is measured as follows. In question B.5 of the regular survey in 2019, firms
were asked “[i]n what year did this establishment begin operation?”. Firm age is the
difference between 2019 and the founding year.

Exports: Exporting can be considered as a form of risk diversification through spread
of sales over different markets with different business cycle conditions or in a different
phase of the product cycle; therefore, exports might provide a chance to substitute sales at
home by sales abroad when a negative demand shock hits the home market and would
force a firm to close down otherwise (see Wagner 2013). Furthermore, Baldwin and Yan
(2011, p. 135) argue that non-exporters are, in general, less efficient than exporters (younger,
smaller, and less productive) and that, as a result, one expects that non-exporters are more
likely to fail than exporters.

A number of recent empirical studies look at the role of international trade activities
in shaping the chances for survival of firms; Wagner (2012, p. 256ff.) summarizes this
literature. As a rule, the estimated chance of survival is higher for exporters, and this holds
after controlling for firm characteristics that are positively associated with both exports
and survival (such as firm size and firm age). This might point to a direct positive effect of
exporting on survival.

The firm is considered to be an exporter if it reports any direct exports in question D.3
of the regular enterprise survey in 2019.

Productivity: In theoretical models for the dynamics of industries with heterogeneous
firms, productivity differentials play a central role for entry, growth, and exit of firms.
In terms of the equilibrium growing and shrinking, exiting and entering firms that have
different productivities are found in an industry. These models lead to hypotheses that can
be tested empirically. Hopenhayn (1992) considers a long-run equilibrium in an industry
with many price-taking firms producing a homogeneous good. Output is a function of
inputs, and a random variable that models a firm specific productivity shock. These shocks
are independent between firms and are the reason for the heterogeneity of firms. There are
sunk costs to be paid at entry, and entrants do not know their specific shock in advance.
Incumbents can choose between exiting or staying in the market. When firms realize their
productivity shock, they decide the profit maximizing volume of production. The model
assumes that a higher shock in t + 1 has a higher probability the higher the shock is in t. In
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equilibrium, firms will exit if, for given prices of output and input, the productivity shock
is smaller than a critical value, and production is no longer profitable.

Farinas and Ruano (2005, p. 507f.) argue that this model leads to the following testable
hypothesis: firms that exit in year t were t − 1 less productive than firms that continue to
produce in t. They test this hypothesis using panel data for Spanish firms. The hypothesis
is supported by the data. Wagner (2009) replicates the study by Farinas and Ruano (2005)
with panel data for West and East German firms from manufacturing industries. For the
cohorts of exit from 1997 to 2002, the results are in line with the results for Spain.

Unfortunately, however, there is no suitable measure of productivity in the World
Bank Enterprise survey, so productivity cannot be controlled for in the empirical models
that test for a link between the gender of the firm’s owner and firm survival; however,
productivity is controlled for indirectly by including the information on the exporter status
of the firm, because it is a stylized fact that has been found in hundreds of empirical studies
from countries all over the world that exporters tend to be much more productive than
non-exporters from the same narrowly defined industry (see Wagner 2007 for a survey).

Foreign ownership: Baldwin and Yan (2011) argue that from a theoretical point of view,
the relationship that should be expected between foreign ownership and firm exit is not
clear. On the one hand, foreign owned firms may have access to superior technologies
belonging to their foreign owners that might increase their efficiency and lower the risk of
exit. Their greater propensity to invest in R&D might lead to more innovations, improve
their competitiveness at home and in foreign markets, and might therefore increase the
chance of survival. On the other hand, Baldwin and Yan (2011) point out that foreign owned
firms are less rooted in the host country economy, and they can shift their activities to
another country when the local economy deteriorates. This should increase the probability
of shutdown compared with nationally owned firms.

With a view on the COVID-19 pandemic, Waldkirch (2021, p. 4) argues that “on the
one hand, multinational companies may be better able to weather the storm, as they are
more financially stable or have access to multiple sources of inputs, thereby minimizing
disruptions to the supply chain. On the other hand, these firms may also be exposed to the
pandemic’s impacts on a larger scale, in multiple countries, and at different times given
the differential timing of the virus’s spread and mandated quarantines and shutdowns in
different countries”.

A number of recent micro-econometric studies use firm level data for foreign owned
firms and domestically controlled firms to investigate the (ceteris paribus) relationship
between foreign ownership and firm survival. The Wagner and Weche Gelübcke (2012)
survey of 26, mainly country specific studies, uses data from 17 developed and developing
countries, two of which use data on affiliates worldwide. The big picture emerging from
the findings of these studies can be summarized as follows. Results are highly country
dependent. Foreign affiliates were found to be more likely to exit as compared with their
domestic counterparts in Ireland, Belgium, Spain, and Indonesia, but less likely to exit in
Canada, Italy, Taiwan, and the US. No significant differences in closure rates due to foreign
ownership could be revealed for Japan, Turkey, and the UK.

In the regular survey in 2019, firms were asked what percentage of this firm is owned
by private foreign individuals, companies, or organizations (see question B2). Firms that
reported a positive amount here are considered as (partly) foreign owned firms.

Innovation: Josef Schumpeter (1942, p. 84) argued some 80 years ago that innovation
plays a key role for the survival of firms, because it “strikes not at the margins of the profits
and the outputs of the existing firms but at their foundations and their very lives”. Baumol
(2002, p. 1) called innovative activity “a life-and-death matter for the firm”. This positive
link between innovation and firm survival is found in a number of empirical studies. For
example, Cefis and Marsili (2005) show that firms benefit from an innovation premium in
that ceteris paribus extends their life expectancy; process innovation in particular seems to
have a positive effect on firm survival.
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In the regular survey in 2019, firms were asked whether during the last three years, this
establishment has introduced new of improved products and services (see question H1).
Firms that answered in the affirmative are considered to be product innovators. Similarly,
firms were asked whether during the last three years, this establishment introduced any new
or improved process, including methods of manufacturing products or offering services;
logistics, delivery, or distribution methods for inputs, products, or services; or supporting
activities for processes (see question H5). Firms that answered in the affirmative are
considered as process innovators.

Web presence, i.e., having a website where potential customers can learn about, and
order, goods or services, when personal contacts are not possible due to quarantine, and
lockdown is often mentioned in the business press as a factor that might help firms to
survive in the pandemic. Wagner (2021) uses the same data used here to test this hypothesis.
He finds that the estimated effect of web presence on firm survival is positive, statistically
significant, and large.

In the regular 2019 survey, firms were asked in question C22b, “[a]t present time, does
this establishment have its own website or social media page?” Firms that answered “yes”
are classified as a firm with web presence.

Furthermore, firms are divided by broad sectors of activity (manufacturing, retail/
wholesale, construction, hotel/restaurant, and services) based on their answer to the ques-
tion for the establishment’s main activity and product, measured by the largest proportion
of annual sales (see question D1a1).

Descriptive information on the difference between female and male owned firms in
the sample are reported in Table 2. Compared with male owned firms, female owned firms
have a slightly lower web presence, are smaller, are product innovators more often, are
foreign owned firms less often, and are exporters less often. Furthermore, they are more
often in the retail/wholesale and hotel/restaurant industry, and less often in construction
and services.

Table 2. Difference between female and male owned firms in the sample table.

Variable Female Owned Firms Male Owned Firms

Web-presence
(Dummy; 1 = yes)

0.6936
(0.46)

0.7357
(0.44)

Firm age
(Years)

21.84
(16.53)

20.60
(14.50)

Firm size
(Number of employees)

62.75
(135.69)

92.43
(432.36)

Product innovator
(Dummy; 1 = yes)

0.2437
(0.42)

0.2062
(0.40)

Process innovator
(Dummy; 1 = yes)

0.1280
(0.33)

0.1270
(0.33)

Foreign owned firm
(Dummy; 1 = yes)

0.0453
(0.21)

0.0844
(0.28)

Exporter
(Dummy; 1 = yes)

0.2515
(0.43)

0.2882
(0.44)

Manufacturing
(Dummy; 1 = yes)

0.6255
(0.48)

0.6349
(0.48)

Retail/Wholesale
(Dummy; 1 = yes)

0.2318
(0.42)

0.1832
(0.39)

Construction
(Dummy; 1 = yes)

0.0366
(0.19)

0.0659
(0.25)

Hotel/Restaurant
(Dummy; 1 = yes)

0.0425
(0.20)

0.0311
(0.17)

Services
(Dummy; 1 = yes)

0.0636
(0.24)

0.0849
(0.28)

Number of firms 2187 3826
The table reports the mean values of the variables used in the estimation by gender of firm owner (standard
deviations in brackets).
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Descriptive statistics for all variables used in the empirical investigation are reported
for the whole sample in the Appendix A Table A1.

3. Testing for the Role of Gender of the Firm’s Owner in Firm Survival

To test for the role of the gender of the firm’s owner in firm survival, empirical
models are estimated with an indicator variable for firm survival, or not, until 2000 as the
endogenous variable, an indicator variable for female-owned firms, or not, in 2019 as the
exogenous variable, and various sets of control variables. All models are estimated by
Probit, and average marginal effects with prob-values to indicate their statistical significance
are reported.

Four different variants of empirical models are estimated. Model 1 has only the
indicator variable for female-owned firms as an exogenous variable; Model 2 adds a set
of country dummy variables, Model 3 adds a set of sector dummy variables, and Model 4
includes all control variables detailed in Section 2, too. Results are reported in Table 3.

Table 3. Gender of firm owner and firm exit in 10 European countries, 2019/2020: results from
econometric models. Method: Probit (Average Marginal Effects); Dependent variable: Firm exit
(1 = yes).

Model Variable 1 2 3 4

Female-owned firm Average marginal effect −0.00962 −0.00885 −0.00873 −0.00928

(Dummy; 1 = yes) p-value 0.078 0.106 0.112 0.088

Web-presence Average marginal effect −0.0252

(Dummy; 1 = yes) p-value 0.000

Firm age Average marginal effect −0.00067

(Years) p-value 0.003

Firm size Average marginal effect −0.01163

(Log Number of employees) p-value 0.000

Exporter Average marginal effect −0.0139

(Dummy; 1 = yes) p-value 0.042

Foreign owned firm Average marginal effect 0.0163

(Dummy; 1 = yes) p-value 0.286

Product innovator Average marginal effect −0.0114

(Dummy; 1 = yes) p-value 0.090

Process innovator Average marginal effect −0.0210

(Dummy; 1 = yes) p-value 0.006

Country dummy variables no yes yes yes

Sector dummy variables no no yes yes

Number of observations 6013 6013 6013 6013

Source: Own calculations with data from World Bank Enterprise surveys; for details see text.

The most important result is that the estimated average marginal effect of being a
female-owned firm, on firm exit, is negative and statistically significant at a ten percent
level in all four empirical models. Irrespective of the control variables included, the model
of female ownership in 2019 reduces the probability of firm exit until 2020.

With regard to the control variables included in Model 4, all of the estimated average
marginal effects have the theoretically expected sign (as discussed in Section 2 above),
and are statistically different from zero at an error level of 8 percent or much better, the
only exception being the indicator for a foreign owned firm (where no clear theoretical
hypothesis is found in the literature according to the discussion in Section 2 above).
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Note that the estimated average marginal effect of female ownership on the chance
to survive is about constant over all four models, so adding control variables does not
change the results much. Furthermore, the size of this estimated effect can be considered
as being large on average—the estimated average reduction in the probability of exit is
slightly less than one percentage point, and this is really large compared with the overall
exit probability of 4.59 percent in the sample reported in Table 1. Having a female owmer
helped firms to survive the negative shocks during the pandemic.

4. Concluding Remarks

This paper demonstrates that having a female owner is positively related to the proba-
bility of survival for firms facing negative demand and supply shocks during the COVID-19
pandemic. The estimated effect is statistically significant at a reasonable level ceteris paribus
after controlling for various firm characteristics that are known to be positively related to
survival. Furthermore, the size of this estimated effect can be considered as being large on
average. Female owners helped firms to survive.

This finding might be explained by different degrees of risk aversion by gender. If
women tend to be more risk averse than men, and firms led by men are engaged in more
risky businesses, it follows that they will have a higher risk of failure, especially in times
of negative demand and supply shocks; however, the data at hand are not rich enough to
investigate whether this is the case. The empirical findings presented here are nevertheless
interesting on its own.
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Appendix A

Table A1. Descriptive statistics for sample used in estimations.

Variable Mean Std. Dev.

Female-owned firm 0.363 0.481
(Dummy; 1 = yes)

Firm exit 0.046 0.209
(Dummy; 1 = yes)

Web-presence 0.720 0.449
(Dummy; 1 = yes)

Firm age 21.05 15.28
(Years)

Firm size 81.64 354.73
(Number of employees)

Product innovator 0.220 0.414
(Dummy; 1 = yes)

Process innovator 0.127 0.333
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Table A1. Cont.

Variable Mean Std. Dev.

(Dummy; 1 = yes)

Foreign owned firm 0.070 0.255
(Dummy; 1 = yes)

Exporter 0.256 0.436
(Dummy; 1 = yes)

Manufacturing 0.631 0.482
(Dummy; 1 = yes)

Retail/Wholesale 0.201 0.401
(Dummy; 1 = yes)

Construction 0.055 0.228
(Dummy; 1 = yes)

Hotel/Restaurant 0.035 0.184
(Dummy; 1 = yes)

Services 0.077 0.267
(Dummy; 1 = yes)

Notes

1 The data from the World Bank Enterprise surveys are available free of charge after registration from the website https://www.
enterprisesurveys.org/portal/login.aspx, accessed on 20 February 2022.

2 Not included are Albania, Cyprus, Estonia, Greece, Latvia, Lithuania, Malta, and Slovenia.
3 The questionnaires of the regular 2019 survey and the follow-up survey conducted in 2020 are available from the World Bank’s

Enterprise Survey web site referred to above.
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Abstract: The vigorous growth of the Chinese economy together with its increasingly successful role
in international trade may have profoundly impacted developing countries. This study examines
the large increase in the international trade exposure of the Brazilian economy during 2000–2012 to
assess the impacts of import competition on its manufacturing formal and informal labor markets.
In this period, import penetration grew by more than 20 percent in Brazil, and the share of the
import penetration originating in China increased from 3 to 20 percent. At the same time, the share
of informal workers in manufacturing declined from 27 to approximately 15 percent. Employing
a switching regression model and Brazilian household survey data, this study finds that a greater
industry-level Chinese and ‘rest of the world’ import penetration increases the likelihood of jobs
becoming informal at different intensities, and these effects are smaller in unskilled-labor intensive
industries and manufacturing states. Additionally, both types of import penetration positively impact
the average informal wage. In contrast, the estimates suggest that a larger Chinese import penetration
reduces average formal wages, while imports from elsewhere have the opposite effect. The results
also indicate that the magnitude of the effects on wages are moderated by the unskilled labor intensity
of the industry and whether the worker is located in a manufacturing state.

Keywords: Brazil; China; import penetration; informal labor markets; wages

1. Introduction

China has experienced an impressive economic transformation in terms of fast eco-
nomic growth and of increasing participation in international trade since the late 1970s.
Indeed, China’s share of world trade increased from four percent in 2000 to ten percent
in 2012, while the world trade flows expanded by 75 percent (United Nations 2003). This
unprecedented expansion in China’s exports both in absolute and in relative terms be-
came known as the China shock. This rapid ascension of China as a major manufacturing
powerhouse—about 90 percent of its exports are made of manufactured goods (Paz 2018)—
raised fears of deindustrialization in Latin American and other developing countries. Such
concerns are grounded on the fact that China has a huge labor endowment that makes it
a labor-abundant country relative to those in the developing world. Moreover, its large
domestic market leads to economies of scale that are important in several manufacturing
industries (Moreira 2006). These features provide China with a strong competitive edge in
world markets.

According to many observers, manufacturing not only generally pays higher wages
than agriculture or services, but is also a key contributor to economy-wide productivity
growth. Additionally, developing countries typically display a large share of informal
workers in manufacturing. These informal workers are usually less productive, paid lower
wages, and account for at least a quarter of the manufacturing labor force in countries
like Brazil, Colombia, and Mexico (Paz 2014; Dávalos 2019). Since the manufacturing
sector is the most exposed sector to import competition, it is paramount to study the
effects of globalization on developing countries’ manufacturing, separately for formal and
informal workers.
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In this vein, the case of Brazil is interesting because it is Latin America’s largest
economy with a sizable manufacturing industry (Araújo and Paz 2014). Moreover, Brazil
exhibited during 2000–2012 an increase in its manufacturing import penetration, in excess
of 20 percent. At the same time, China’s accession to the WTO granted Chinese products
better access to foreign markets (Chandra 2014). In fact, the Chinese share of Brazilian
imports increased six-fold, from 3 to 20 percent, which made China the largest exporter
to Brazil. Interestingly, Facchini et al. (2010) point out that Chinese manufacturing goods
seem to be close substitutes of those produced in Brazil. In the 2000–2012 period, the
share of informal workers in manufacturing declined from 27 percent to approximately
15 percent in 2012. This is in stark contrast to the increase in informality of 8 percentage
points that took place between 1989 and 2000 during the 1990s trade liberalization in Brazil
(Paz 2014). In view of these disparate responses to increased import competition, the China
shock seems to be a good candidate to explain the distinct response of informality to trade
liberalization in the 2000s.

Unfortunately, there are few studies focusing on the impacts of the China shock on
formal and informal workers in manufacturing, especially for Latin America. This study
represents a step towards, filling this gap by studying how imports from China and from
the rest of the world (ROW) affected Brazil’s manufacturing labor market in the 2000–2012
period. It combines two strands of the literature. The first strand investigates the effects
of international trade on informality and uncovers mixed results, e.g., the cross-country
studies by Dávalos (2019) for Latin American countries, Aleman-Castilla (2020) for Mexico,
Paz (2014) and Almeida et al. (2022) for Brazil. The other strand of the literature looks
at the heterogeneous effect of trade according to the source of the imports. Pierola and
Sanchez-Navarro (2019) for Peru and Paz (2018, 2019b) for Brazil find that Chinese imports
did impact differently in labor markets in Latin America when compared with imports
from elsewhere.

This study conducts a rigorous empirical analysis to examine how the informality
of manufacturing employment in Brazil was affected by the changes in the industry-
level import penetration of goods sourced in China and in the ROW. This analysis utilizes
household-level data from the Brazilian demographic census and the Pesquisa Nacional por
Amostra de Domicilios (PNAD), which comprise detailed employment and demographic
information about both formal and informal workers. The methodology employed here
follows Paz (2014) by estimating the effects of Chinese and ROW import penetrations on
the likelihood of holding an informal job via an IV Probit model, and then employing a
switching regression model for estimation of the effects of these types of import penetration
on both average formal and informal wages. This specification has the merit of addressing
both worker self-selection into formal and informal jobs, and the potential endogeneity of
trade policy.

The empirical results indicate that greater industry-level Chinese and ROW import
penetrations increase informal job likelihood, albeit at different intensities. Furthermore,
these effects are modulated by the unskilled labor intensity of the industry and by the
degree of industrialization of the specific Brazilian state. Indeed, in unskilled-labor inten-
sive industries, ROW import penetration has a negative effect on informality likelihood
and the Chinese import penetration has no effect, while both types of import penetra-
tion have positive impact on the remaining industries. An increase in Chinese import
penetration reduces informality whereas ROW import penetration increases it in manufac-
turing states. In contrast, both types of import penetration positively affect informality in
non-manufacturing states.

The effects of import competition on average formal and informal wages are more com-
plex. A larger ROW import penetration decreases the average formal wage, except for in
manufacturing states or in non-unskilled-labor intensive industries. In contrast, an increase
in Chinese import penetration raises the average formal wage, except in manufacturing
states. Both Chinese and the ROW import penetration have positive effects on the average
informal wage, but of different magnitudes. Additionally, both have negative effects on
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the informal wages of workers located in non-manufacturing states. Taken together, these
results suggest that Chinese and ROW import effects on Brazilian manufacturing workers
are different, and such heterogeneity depends on the location and unskilled labor intensity
of the industry.

The remainder of this paper is organized as follows. The next section provides
an overview of trade related policies in Brazil since the 1990s, and describes the data
used and their descriptive statistics. The theoretical framework and its corresponding
empirical methodology are discussed in Section 3. The empirical estimates are displayed
and analyzed in Section 4. Finally, Section 5 presents the conclusions.

2. Policy Background, Data, and Theoretical Framework

This section provides a brief overview of the changes in trade-related policies that have
taken place in Brazil since the 1990s. This is followed by a description of the original sources
of each component of the dataset employed here and the respective cleaning and assembly
procedure used. Next, descriptive statistics on the evolution of the import competition
in the Brazilian economy and its labor market outcomes during the 2000–2012 period are
presented. Finally, the theoretical framework that motivates the analysis is laid out and its
testable hypotheses are discussed.

2.1. Policy Background

Inaugurated in 1990, the Collor de Mello administration implemented a series of
economic reforms aiming to reintegrate Brazil into world markets. Such reforms eliminated
hurdles in the foreign currency market and implemented changes in the trade policy
to reduce protection levels (Baumann 2001). In fact, the new president suddenly and
drastically reduced the non-tariff measures of protection (NTMs) and also scheduled
nominal tariff cuts that were heterogeneous across industries, to be implemented between
1990 and 1994 (Kume et al. 2003, 2008). The protection of the manufacturing sector declined
substantially from a 40 percent average tariff in 1989 to a 17 percent average tariff in 2000.
Accordingly, manufacturing imports grew by more than 200 percent between 1990 and
2000, and the import penetration in manufacturing almost tripled, growing from its initial
level of 5.7 percent in 1990 to 14 percent in 2000.

The trade protection reforms implemented in the 2000s by the da Silva and the Roussef
administrations were considerably different than the reforms of the 1990s (Paz 2018). In
2004, the da Silva administration granted market economy status to China in November of
2004. This decision came in the aftermath of China’s accession to the WTO in 2001 (Chandra
2014). It conceded most favored nation tariffs to Chinese imports and reduced the ability of
the Brazilian government to impose safeguards countervailing duties and anti-dumping
against Chinese exporters. These reforms resulted in a greater openness of the Brazilian
economy that is illustrated by an increase in the overall manufacturing import penetration
from 14% in 2000 to 18% in 2012.

2.2. Data Description

The database assembled for this study comprises information on international trade
flows, on Brazilian national accounts, and on household surveys. The bilateral international
trade data are downloaded from the Comtrade system (United Nations 2003) for the period
between 2000 and 2012 using the six-digit 1996 version of the harmonized system. These
are used to build industry-level Brazilian imports from China and from the remaining
countries of the world (hereafter called ROW) series, and also the excluded instruments, as
discussed in the next section.

The Brazilian national accounts data (IBGE 2015, 2016) provide information on total
output level, on employment level, imports and exports at IBGE’s level 56 industry classifi-
cation. The worker-level data come from the PNAD-Pesquisa Nacional por Amostra de
Domicilios (Brazilian household survey) and from the Brazilian demographic censuses of
2000 and 2010, as the PNAD household surveys do not take place in census years. These
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surveys ask similar questions about workers’ observable characteristics such as earnings,
hours worked in a week, job formality status, industry affiliation, education, gender, age,
marital status, race, and Brazilian state of residence. The period under analysis ends in 2012
because in 2013 a major change in the social security contribution incidence was enacted by
Federal Law 12546. PNAD’s methodology substantially also changed in the 2015.

This study only considers employed workers. Employers, self-employed, and unem-
ployed people are excluded from the analysis. Moreover, an informal job is defined as the
employment relationship in which the employer does not comply with the social security
contributions, as in Paz (2014). The different industry classifications used in the original
data were harmonized by means of correspondence tables from the CONCLA-IBGE website
(https://concla.ibge.gov.br/, accessed on 19 April 2021). The classification used by the
National Accounts data is the most cursory in this study. Hence, it dictated the industry
classification used here, which consists of a modified version of the Nível 56 classification
with 26 manufacturing industries.

2.3. Raw Data Patterns

This subsection starts with an overview of the trade relationship between China and
Brazil and of the import competition experienced by the Brazilian manufacturing sector.
In 2000, Chinese imports made up 2.7 percent of Brazilian imports, which ranked it as the
tenth largest exporter to Brazil. Yet, these figures were radically different in 2012, when
Chinese imports amounted to approximately 20 percent of Brazilian imports, of which
more than 90 percent are manufactured goods. Moreover, other labor abundant countries
like India, Indonesia, and Vietnam accounted for less than one percent of Brazilian imports
in this period (Paz 2019a). Figure 1 shows that imports from China and from high-income
countries account for most Brazilian imports. Thus, ROW imports are mainly driven by
imports from high income countries. Figure 1 also displays a growing Chinese share
of Brazilian imports and a shrinkage of the high-income countries’ share. Indeed, both
the Chinese and the ROW volume of imports grew over time, albeit at a different pace.
Hence, the Brazilian experience in the 2000s cannot be summarized merely into a case of
substitution of suppliers.

Figure 1. Brazilian manufacturing imports by source. Notes: L. America–Latin America. Other
LDC–developing countries other than China and those in Latin America.

The import competition measure of Brazilian firms used in this study is the industry-
level import penetration. This is the ratio between imports and the apparent consumption
(production plus imports minus exports). In contrast with tariffs, the import penetration
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also captures the effects of NTMs, such as import licenses, quotas, and anti-dumping duties.
Moreover, the import tariff between 2000 and 2012 shows little variability across industries
and over time, despite the large variations in import volumes and in import penetration
(Paz 2018). As a result, import tariffs are not recommended for the analysis carried out in
this study.

Turning to the descriptive statistics at the industry level, Table 1 reports the 2000-
and the 2012-level, the average, and the standard deviation of ROW and Chinese import
penetrations. We can see that 19 out of 26 industries exhibited an increase in import
penetration, and in most of these cases the increase was in excess of 20 percent. Most
importantly, these industries employ more than half of the workers in manufacturing.
Additionally, the Chinese import penetration grew in 24 out of 26 industries. Although the
average Chinese import penetration is smaller than the ROW import penetration, the former
has a significantly larger coefficient of variation due to the increase in Chinese participation
in the Brazilian imports in this period. Together with Figure 1, these statistics indicate that
this growth in Chinese import penetration was not simply a case of substitution of ROW
imports. Table 1 also displays descriptive statistics for industry-level informality share.
They show shares below 5 percent in industries such as automobiles, steel, and biofuels,
while industries such as apparel and wood products exhibited an informality share close to
30 percent.

Table 1. Industry-level trade exposure and labor market characteristics of manufacturing industries
in Brazil during 2000–2012.

Industry/Year
ROW Import Penetration (%) Chinese Import Penetration (%) Informal Share (%)

2000 2012 Mean S. dv. 2000 2012 Mean S. dv. 2000 2012 Mean S. dv.

Food and Beverages 4.33 3.53 3.87 0.42 0.05 0.65 0.21 0.17 20.40 21.05 19.45 39.58
Tobacco 27.61 27.38 26.90 1.49 0.22 2.19 1.48 1.15 6.96 11.51 10.69 30.91
Textiles 9.45 9.20 8.88 0.81 0.23 6.44 2.38 2.26 17.78 46.67 25.16 43.39
Apparel 2.90 6.31 3.98 1.00 0.17 5.45 2.20 1.78 22.28 53.31 29.26 45.50

Footwear and leather products 5.67 5.67 5.08 0.48 0.56 2.66 1.49 0.78 20.16 19.59 17.12 37.67
Wood products 2.54 1.34 2.00 0.63 0.07 0.47 0.18 0.12 25.00 51.95 28.20 45.00
Paper products 10.59 7.45 8.97 1.58 0.01 0.85 0.21 0.23 11.25 10.34 9.51 29.33

Printing and Publishing 0.62 1.50 0.97 1.01 0.00 0.15 0.04 0.05 25.81 24.86 25.64 43.66
Petroleum refining 0.00 4.33 9.65 1.84 0.00 0.00 0.18 0.12 6.79 12.86 7.21 25.87

Biofuel 20.64 26.63 0.59 1.09 0.43 1.65 0.00 0.00 7.36 1.17 3.31 17.89
Pharmaceutical products 19.62 26.01 23.17 2.66 0.00 0.97 0.93 0.47 8.90 6.08 8.05 27.21

Cleaning products 7.02 6.60 20.98 1.84 0.01 0.21 0.28 0.29 15.63 8.63 15.41 36.11
Paint and varnish 9.56 10.79 6.10 1.04 0.14 2.55 0.06 0.05 9.13 5.83 9.00 28.63

Rubber and plastic products 6.83 9.64 9.77 0.43 0.10 2.88 0.88 0.78 11.52 12.75 9.91 29.88
Steel 22.54 24.80 8.07 1.61 0.27 1.58 1.59 1.45 6.18 5.47 4.83 21.43

Non-ferrous metals 7.61 8.20 22.78 1.97 0.30 3.05 0.73 0.48 12.28 5.78 10.29 30.39
Metal products 26.11 21.63 7.42 0.28 0.26 4.63 1.25 0.84 17.42 31.57 16.95 37.52

Machinery and equipment 1.36 0.91 22.68 3.14 0.24 2.43 1.97 1.66 13.76 12.42 12.60 33.18
Appliances 24.71 22.11 0.99 0.32 0.02 1.30 0.99 0.77 6.57 5.06 6.06 23.87
Auto Parts 55.64 32.86 21.02 3.97 0.26 3.61 0.34 0.34 11.01 6.53 8.49 27.88

Other transp. Equipment 4.90 4.60 39.86 12.09 0.12 2.38 0.96 0.71 21.33 14.60 14.78 35.49
Non-metallic min. and products 45.08 32.43 4.47 0.56 2.07 18.22 0.87 0.77 30.31 24.00 29.79 45.73

Office, electrical, electronic, optical,
precision, and communication

equipment
13.73 15.37 39.94 5.83 0.00 0.39 8.36 6.72 13.97 13.89 12.95 33.58

Automobiles, trucks, and buses 26.69 30.16 12.93 1.55 0.59 3.45 0.18 0.19 5.20 3.60 4.18 20.02
Other chemical products 4.84 4.03 26.75 1.38 1.27 5.31 1.45 0.96 13.44 11.02 14.91 35.62

Furniture and other products 4.33 3.53 4.04 0.58 0.05 0.65 3.28 1.54 28.04 44.86 24.41 42.96

Notes: Informal workers are those without social security coverage. Number of observations is 312. Household
survey weights used for informal share.

Table 2 presents industry-level average characteristics of manufacturing workers
according to their formality status. The hourly wage consists of the monthly wage divided
by 4.3 times the number of hours worked in a week. The inflation adjustment is conducted
according to Corseuil and Foguel (2002) using inflating factors from IPEADATA (2017).
The natural logarithm of the real hourly wage also exhibits heterogeneity across industries,
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being larger in skilled-labor intensive industries. These figures also indicate that formal
workers earn substantially higher hourly wages and are more likely to be male. Formal
workers are slightly older than informal workers. The industry-level average education
level shows substantial cross-industry variation, which tend to be higher in skilled-labor-
intensive industries such as pharmaceutical products. Even though formal workers are
more educated on average, the difference in the average of years of schooling range from
half year in footwear to three years in other chemical products. This study now turns to the
presentation of the theoretical framework that motivates the description of the empirical
methodology used here.

Table 2. Formal and Informal workers’ average characteristics at industry level.

Industry/Year
Log (Hourly Wage) Age Female Share (%) Years of Schooling

Formal Informal Formal Informal Formal Informal Formal Informal

Food and Beverages 1.468 0.917 33.085 32.326 0.266 0.370 7.062 5.737
Tobacco 1.611 0.933 36.011 33.143 0.393 0.525 7.638 6.226
Textiles 1.338 0.573 33.154 33.985 0.499 0.717 7.309 6.139
Apparel 1.289 1.017 36.285 35.975 0.837 0.843 7.094 6.840

Footwear and leather products 1.332 1.076 30.934 30.661 0.477 0.514 7.260 6.766
Wood products 1.340 1.042 34.910 31.956 0.168 0.129 5.687 5.077
Paper products 1.796 1.312 32.940 30.561 0.201 0.317 8.548 7.594

Printing and Publishing 1.866 1.467 32.534 30.062 0.277 0.297 9.361 8.914
Petroleum refining 2.446 2.204 36.709 35.769 0.134 0.193 10.287 10.262

Biofuel 1.625 1.270 33.767 33.830 0.109 0.085 6.776 5.702
Pharmaceutical products 2.131 1.743 32.530 31.317 0.437 0.437 10.864 10.066

Cleaning products 1.750 1.375 32.278 31.475 0.409 0.475 9.129 8.016
Paint, varnish, and laqueur 1.957 1.591 32.758 31.393 0.178 0.202 9.203 8.645
Rubber and plastic products 1.722 1.346 32.162 30.531 0.249 0.292 8.302 7.498

Steel 2.080 1.616 34.845 32.308 0.079 0.162 9.202 8.198
Non-ferrous metals 1.892 1.368 33.914 31.185 0.124 0.147 8.856 7.558

Metal products 1.816 1.302 34.089 31.526 0.105 0.085 7.799 6.902
Machinery and equipment 1.920 1.544 34.092 32.706 0.108 0.127 8.668 7.687

Appliances 1.832 1.396 31.336 29.532 0.276 0.276 9.642 8.454
Auto Parts 1.895 1.463 32.339 30.278 0.170 0.177 8.938 7.919

Other transportation equipment 1.995 1.496 34.004 33.641 0.111 0.108 9.038 7.167
Non-metallic minerals and products 1.476 0.941 33.044 29.233 0.112 0.102 6.454 5.105

Office, electrical, electronic, optical, precision,
and communication equipment 1.860 1.538 31.589 30.646 0.315 0.255 9.629 8.894

Automobiles, trucks, and buses 2.298 1.773 33.389 30.367 0.128 0.225 10.015 8.932
Other chemical products 1.991 1.064 34.097 32.576 0.207 0.217 9.285 5.809

Furniture and other products 1.601 1.087 33.541 31.521 0.258 0.239 7.615 6.811

Notes: Number of observations is 669,966. Informal workers are those without social security coverage. Household
survey weights used.

2.4. Theoretical Framework

The analysis of the effects of the changes in the trade openness of the Brazilian economy
on the formal and informal labor market outcomes is guided by the theoretical model and
empirical framework developed by Paz (2014)1. This is a heterogeneous firm model based
on Melitz (2003), in which there is monopolistic competition and firms are heterogeneous in
two dimensions: productivity and wages. Firms decide whether to enter the market or not
considering their intrinsic characteristics and the current level of market competitiveness.
If they decide to do so, what type of labor do firms offer to workers: formal or informal?
By hiring formal workers, firms are subject to a fixed cost per worker to comply with
labor regulations and a variable cost related to social security contributions. An informal
labor contract has no such costs, but firms incur the risk of being audited (with positive
probability) and fined if they are caught employing informal workers. In equilibrium,
larger (more productive and higher wage) firms will hire only formal workers. In contrast,
smaller (less productive and lower wage) firms will hire informal workers.

An increase in import penetration fosters competitiveness in domestic markets. This
makes the smallest firms—who typically employ informal workers and pay lower wages—
experience negative profits and exit the market. This leads to a reduction in the employment
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of informal workers and an increase in the average informal average wage. Yet the firms
that were previously indifferent about hiring either formal or informal workers switch from
formal to informal employment in response to this increased competitiveness. This raises
the level of informal employment. Such a change may increase or decrease average formal
and informal wages depending on the specific firm’s joint distribution of productivity and
wages. In sum, an increase in import penetration leads to ex ante ambiguous effects of
import penetration on informality and on average formal and informal wages.

An emerging literature has uncovered evidence of more nuanced effects of import
competition depending on the source country of the imports and on the impacted industry
characteristics. Facchini et al. (2010) found that the elasticity of substitution between
Chinese and Brazilian manufacturing products was higher than that between Brazilian
and high-income country products. This finding implies that imports from China are
closer substitutes for Brazilian made goods. As a result, Chinese imports exert a stronger
competitive pressure on Brazilian producers than imports from the rest of the world
(especially those from high-income countries). This leads to the first testable prediction:

Hypothesis 1. The effect of Chinese import penetration has a greater magnitude than that of ROW
import penetration.

Moreira (2006) points out that China’s accession to the WTO exposed its trade partners
to an unparalleled trade shock due to the uniqueness of the labor abundance of the Chinese
economy relative to almost all countries in the world (Brazil included). Hence, according to
the Heckscher-Ohlin model, unskilled-labor intensive imports from China apply a stronger
competitive pressure than other imports. This is supported by Ashournia et al. (2014), who
found that low-skill intensive firms in Denmark were heavily impacted by Chinese imports.
Conversely, the competitiveness of ROW imports is milder in unskilled-labor intensive
industries relative to that in other industries. This leads to the second testable prediction.

Hypothesis 2. Increased Chinese import penetration has a larger effect on unskilled-labor intensive
industries relative to its impact on other industries. Conversely, increased ROW import penetration
affects other industries more than unskilled-labor intensive industries.

Another factor that can modulate the effects of import competition on labor market
outcomes is the location of manufacturing activity. Indeed, this exhibits a significant
spatial heterogeneity in Brazil, as 7 out of 26 states account for approximately 80 percent
of all manufacturing activity (Paz 2019b). These seven states are those that make up the
Southeastern and Southern regions of Brazil. According to Kapri and Paz (2019), such a
spatial concentration makes manufacturing workers experience a different exposure to
trade-induced shocks depending on their location. Thus, the effects of import penetration
are expected to be different on workers in states with a large manufacturing sector. This
leads to the third and last testable hypothesis:

Hypothesis 3. Increased industry-level import penetration has a distinct impact on workers in
manufacturing states relative to those in non-manufacturing states.

3. Empirical Methodology

The empirical methodology used to assess the testable hypotheses exploits the industry-
level variation in competition induced by imports from China and from the ROW on the
worker-level informality likelihood and on average formal and informal wages. Paz (2014)
points out that decisions about the type of labor contract used (formal or informal) and
the wage paid are made simultaneously. Hence, overlooking this simultaneity leads to
biased estimates of the effects of import competition on wages. This was found to be the
case in Brazil during the 1990s by Paz (2014) and in Peru during the 2000s by Pierola and
Sanchez-Navarro (2019). Paz (2014) proposes addressing this simultaneity by means of
the two-step switching regression framework from Maddala (1983). The first step in this
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framework is the regime selection equation that models the choice of the employment type
using a Probit discrete choice specification, as depicted by Equation (1).

in f ormalijst = α + β1 IPChina
j, t−1 + β2 IPROW

j, t−1 + ΨXijst + other f ormalijst + γj

+θs + δt + uijst
(1)

in f ormal∗ijst = 1 i f in f ormalijst > 0, in f ormal∗ijst = 0 otherwise.

where in f ormal∗ijst is an indicator dependent variable that is “1” if worker i in industry j
in state s and year t holds an informal job, and is “0” if worker holds a formal job; and
in f ormalijst is the respective latent variable. IPChina

j, t−1 is the Chinese import penetration.

IPROW
j, t−1 is the ROW import penetration. Xijst is a vector of worker i’s observable characteris-

tics, namely age, age squared, number of years of education, and indicators for gender, race,
marital status, high school degree, and college degree. γj are industry fixed effects that
control for the industry-specific and time-invariant characteristics. θs are state fixed effects
which capture state specific and time-invariant characteristics, such as being landlocked. δt
are year effects that account for time-varying factors that affect industries equally, such as
business cycles. ujt is the error term.

For identification purposes, the switching-regression framework requires the selection
equation to contain at least one relevant variable that does not affect the wage earned by
the worker. Following Paz (2014), the variable fulfilling this role is otherformalijst. This is a
dummy variable that is “1” if another person in the household has a formal job, and “0”
otherwise. The idea is that the tradeoff between a formal and an informal job experienced
by a worker is affected by another household member having a formal job, since informal
labor contracts are used by both firms and workers to evade taxation. In this vein, having
another household with a formal job may increase the likelihood of detection of income
tax evasion, and this reduces the incentives for choosing an informal job. This suggests a
negative coefficient for this indicator variable in the selection equation.

The second step of the switching regression framework is to model the average wage
through a Mincer-type wage (yijst) equation for each type of job using the inverse Mills
ratio to control for the worker self-selection into that regime. The inverse Mills ratio (Λ(z))
is defined as Λ(z) ≡ φ(z)/Φ(z), where φ(z) is the standard normal distribution function
and Φ(z) is the standard normal cumulative distribution function. It is calculated using
the predicted values of the informality likelihood ( ̂in f ormalijst). These wage equations are
depicted by Equation (2) for the formal worker and by Equation (3) for the informal worker.

y f or
ijst = α f or + β

f or
1 IPChina

j, t−1 + β
f or
2 IPROW

j, t−1 + Ψ f orXijst + γ
f or
j + θ

f or
s + δ

f or
t

+σ f orΛ
(
− ̂in f ormalijst

)
+ v f or

ijst

(2)

yin f
ijst = αin f + β

in f
1 IPChina

j, t−1 + β
in f
2 IPROW

j, t−1 + Ψin f Xijst + γ
in f
j + θ

in f
s + δ

in f
t

+σin f Λ
(

̂in f ormalijst

)
+ vin f

ijst

(3)

The selection into an informal or a formal labor contract takes place as a non-zero
correlation among the error terms uijst, v f or

ijst , and vin f
ijst . Should this be the case, the estimated

coefficients of the inverse Mills ratios will be statistically significant. Accordingly, the
omission of these terms will then lead to biased estimates of the effects of the import
penetrations on wages. Note that the standard errors for Equations (2) and (3) are estimated
by means of a 500-repetition bootstrap using household survey weights because the inverse
Mills ratio is a generated regressor.

The calculation of the marginal effects of the import penetrations on wages ought
to consider the effects of the import penetrations on the regime selection. This means
that the effects of the import penetrations on wages will, in a non-trivial way, depend
on the workers characteristics via the selection equation. The marginal effect of Chinese
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import penetration on the formal and the informal wages are given by Equations (4) and
(5), respectively. The marginal effects for ROW import penetration are calculated in a
similar fashion.

∂wage f or
ijst

∂IPChina
j, t−1

= β̂
f or
1 + σ̂ f orΛ

(
− ̂in f ormalijst

)
β̂1

[
̂in f ormalijst − Λ

(
− ̂in f ormalijst

)]
(4)

∂wagein f
ijst

∂IPChina
j, t−1

= β̂
in f
1 − σ̂in f Λ

(
̂in f ormalijst

)
β̂1

[
̂in f ormalijst + Λ

(
̂in f ormalijst

)]
(5)

To assess the predictions of Hypothesis 2, Equations (1)–(3) are augmented to include
new regressors that are interactions between the import penetration measures and LIj,
which is an indicator variable that is “1” for unskilled-labor intensive industries, and “0”
otherwise. As in Paz and Ssozi (2021), the unskilled-labor intensive industries are the seven
industries with the lowest average of year of schooling in 2000, namely food and beverages,
textiles, apparel, footwear and leather products, wood products, non-metallic minerals and
products, and furniture and other products. Similarly, Hypothesis 3 is evaluated through
the addition to Equations (1)–(3) of interaction terms between the import penetrations and
an indicator variable (Manufacturing states) that is “1” if state s is in the South or Southeast
of Brazil, and “0” otherwise.

There are some concerns about the empirical methodology that deserve careful discus-
sion. First, Brazilian producers may react slowly to changes in market conditions. This can
be addressed by employing lagged import penetrations. The second concern is that both
the import penetration measures and wages are simultaneously determined because the
latter is part of the value added that is used in the calculation of the import penetration.
This concern can also be alleviated by using the first lag of the import penetration measures.

The third concern is the omitted variable bias. More precisely, this could be the case
of omitted time variant industry-specific shocks that affect both import penetrations and
outcomes, and this biases the estimates. Examples of such omitted variables are demand or
supply shocks in the Brazilian economy. For instance, suppose that a larger than expected
import penetration increase leads the Brazilian government to impose higher import
tariffs, safeguards, or countervailing duties. This behavior can be seen in the number of
antidumping procedures initiated in Brazil that reached almost 100 cases in the 2000s, of
which a quarter were against Chinese producers (cf. WTO Antidumping Gateway 2016).
These product-level non-tariff protection measures cannot be accounted for in the empirical
specification, and thus can bias the estimates. The use of an instrumental variable (IV)
approach can address this concern, as explained next.

The excluded instruments used in the IV strategy are based upon Iacovone et al.’s
(2013) idea of using supply-driven shocks as an instrument for import penetration.2 Thus,
the excluded instrument for Chinese import penetration is the Chinese share of imports
in third countries. The third countries considered have very small trade ties with Brazil
and are located in Latin America, namely Mexico, Colombia, Costa Rica, Ecuador, El
Salvador, Guatemala, Guyana, Jamaica, Nicaragua, Panama, and Peru. The correlation
between the Chinese import penetration and Chinese share of imports in third countries is
0.574. The same endogeneity concern applies to the ROW import penetration; therefore, an
additional excluded instrument is required. In a similar fashion, this is the high-income
countries’ share in the imports of the above mentioned third countries. These high-income
countries are Australia, Austria, Belgium, Bulgaria, Canada, Croatia, Czechia, Denmark,
Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Luxembourg,
Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden,
Switzerland, USA, and United Kingdom. The simple correlation between the ROW import
penetration and the high-income share of imports is 0.316. In the specifications that include
interaction terms between the import penetrations and indicator variables, the additional
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excluded instruments are built by interacting the excluded instruments mentioned above
with the respective indicator variable.

Table 3 reports the estimated coefficients of the regressions of the endogenous explana-
tory variables (Chinese and ROW import penetrations) on the excluded instruments and
other control variables used in the selection Equation (1). We can see that the Chinese share
of imports in Latin America is statistically significant when the Chinese import penetration
is the dependent variable, column (1), while the other excluded instrument is not significant.
Similarly, the high-income countries’ share of imports in Latin America is significant in the
specification for the ROW import penetration in column (2), whereas the Chinese share of
imports in Latin America is not significant in this regression. None of the workers’ charac-
teristics are statistically significant. These estimates show that the excluded instruments
have predictive power over the endogenous regressors. The F-statistic of these regressions
in Table 3 is above 200, which suggests that a weak instrument is not the problem.

Table 3. First-stage OLS regressions of the endogenous regressors.

Regressors/Dependent Variable

(1) (2) (3) (4)

Chinese Import
Penetrationt−1

ROW Import
Penetrationt−1

Chinese Import
Penetrationt−1

ROW Import
Penetrationt−1

Chinese share of imports in LAt−1 9.831 ** −8.861 9.780 ** −8.794
(4.452) (6.576) (4.356) (6.376)

High Income countries share of imports in LAt−1 −4.108 −10.112 ** −4.238 −9.743 **
(2.466) (5.027) (2.523) (4.495)

Age −0.001 0.006 * −0.001 0.005
(0.002) (0.003) (0.002) (0.003)

Age2 0.000 −0.000 * 0.000 −0.000
(0.000) (0.000) (0.000) (0.000)

Female −0.009 −0.008 −0.010 −0.003
(0.011) (0.014) (0.009) (0.011)

Married −0.005 −0.056 * −0.005 −0.055 *
(0.019) (0.032) (0.018) (0.031)

Black 0.000 0.009 0.004 0.002
(0.005) (0.013) (0.008) (0.014)

Asian −0.008 −0.013 −0.012 0.005
(0.018) (0.086) (0.015) (0.074)

Years of schooling −0.003 0.007 −0.002 0.004
(0.003) (0.006) (0.002) (0.004)

High school 0.004 −0.023 −0.001 −0.005
(0.005) (0.019) (0.006) (0.015)

College 0.020 −0.040 0.017 −0.033
(0.019) (0.040) (0.016) (0.035)

Other household has a formal jobijst 0.009 −0.008 0.007 −0.004
(0.007) (0.011) (0.007) (0.010)

Industry, state, and year fixed effects Yes Yes No No
Industry and state-year fixed effects No No Yes Yes

F-statistic 392.14 570.5 201.36 335.88

Number of observations is 671,134. **, and * indicate statistical significance at the 5%, and 10% levels, respectively.
Standard errors clustered at industry level are reported in parenthesis. Household survey weights used.

4. Results and Discussion

This section begins with the estimates of the selection specification based on equation
(1), which is the first step of the switching regression framework. Table 4 displays the
estimated coefficients obtained using Probit in columns (1)–(3) and those obtained using
IVProbit in columns (4)–(6). The worker’s characteristics’ estimated coefficients do not
vary across specifications. They indicate that older, female, married, and Asian workers
are more likely to hold an informal job, while black workers are less likely. The likelihood
of having an informal job is smaller for those with a high school degree and with a larger
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number of years of schooling. Interestingly, the college degree indicator is not statistically
significant at the 5 percent level in any specification. The other household member has a
formal job indicator estimated coefficient which is negative and statistically significant in
all specifications of Table 4, with a similar magnitude across specifications.

Table 4. Worker-level Probit (1–3) and IVProbit (4–6) estimates of the effects of industry-level import
penetration on the informal status indicator, using Equation (1).

Regressors (1) (2) (3) (4) (5) (6)

Chinese import penetrationt−1 −0.010 −0.003 0.000 0.002 0.085 ** 0.031 ***
(0.014) (0.010) (0.015) (0.007) (0.034) (0.008)

ROW import penetrationt−1 −0.006 −0.002 −0.007 0.017 0.069 *** 0.045 ***
(0.005) (0.004) (0.005) (0.013) (0.026) (0.014)

Chinese imp. penet.t−1 × L. int.j −0.015 −0.083 ***
(0.017) (0.030)

ROW imp. penet.t−1 × L. int.j −0.004 −0.113 *
(0.024) (0.065)

Chinese imp. penet.t−1 × Manuf.s −0.014 −0.039 ***
(0.010) (0.006)

ROW imp. penet.t−1 × Manuf.s 0.001 −0.035 ***
(0.004) (0.003)

Age −0.120 *** −0.120 *** −0.120 *** −0.120 *** −0.119 *** −0.119 ***
(0.008) (0.008) (0.008) (0.002) (0.002) (0.002)

Age2 0.002 *** 0.002 *** 0.002 *** 0.002 *** 0.002 *** 0.002 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Female 0.463 *** 0.463 *** 0.463 *** 0.463 *** 0.459 *** 0.456 ***
(0.091) (0.091) (0.091) (0.008) (0.008) (0.008)

Married 0.133 *** 0.132 *** 0.133 *** 0.135 *** 0.131 *** 0.135 ***
(0.035) (0.036) (0.035) (0.008) (0.008) (0.008)

Black −0.079 *** −0.079 *** −0.079 *** −0.079 *** −0.079 *** −0.080 ***
(0.023) (0.023) (0.023) (0.013) (0.013) (0.013)

Asian 0.196 *** 0.196 *** 0.197 *** 0.197 *** 0.196 *** 0.211 ***
(0.049) (0.049) (0.049) (0.054) (0.053) (0.054)

Years of schooling −0.028 *** −0.028 *** −0.028 *** −0.028 *** −0.028 *** −0.028 ***
(0.006) (0.006) (0.006) (0.001) (0.001) (0.001)

High school −0.176 *** −0.175 *** −0.175 *** −0.175 *** −0.173 *** −0.172 ***
(0.018) (0.018) (0.018) (0.011) (0.011) (0.011)

College 0.018 0.017 0.019 0.018 0.018 0.036 *
(0.033) (0.033) (0.034) (0.020) (0.020) (0.020)

Other household has a formal jobijst −0.345 *** −0.345 *** −0.345 *** −0.345 *** −0.343 *** −0.344 ***
(0.020) (0.020) (0.020) (0.007) (0.007) (0.007)

Exogeneity test 7.724 ** 36.47 *** 126.6 ***
(0.021) (0.000) (0.000)

Notes: Number of observations is 671,134. ***, **, and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively. Standard errors clustered at the industry level. Sample weights from PNAD/Census used.
State, industry, and year fixed effects included in the estimated model. The excluded instruments are the Latin
American countries’ Chinese share of imports, the Latin American countries’ high-income countries share of
imports, and their interactions.

The Probit specifications do not display statistically significant coefficients for either
the import penetrations or for their interactions. Additionally, notice that the null hypoth-
esis of exogeneity of the endogenous regressors is rejected at the 5 percent level in all
IVProbit specifications. This suggests that the focus of the analysis should be on the IV
Probit specifications since they account for the endogeneity of the import penetrations and
their interactions.

The IVProbit specification of column (4) displays no statistically significant coefficient
of the Chinese and the ROW import penetration, therefore this result renders no support for
Hypothesis 1. The specification in column (5) is designed to assess Hypothesis 2. It presents
the Chinese and the ROW import penetrations with positive and statistically significant
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coefficients. The interaction terms of the import penetrations with the unskilled-labor
intensive indicator are negative for both import penetrations, and statistically significant
at the 5 percent level for the Chinese and at the 10 percent level for the ROW import
penetration. These coefficients imply that an increase in any import penetration raises
informality in non-unskilled-labor intensive industries. For unskilled-labor intensive
industries, Chinese import penetration has no effect on informality, while ROW import
penetration reduces informality in unskilled-labor intensive industries. These results do
support that the Chinese and the ROW import penetrations have different impacts on
informality (Hypothesis 1), and such impacts also depend on the unskilled-labor intensity
of the industry. These results are not in line with Hypothesis 2. The estimates to assess
Hypothesis 3 are in column (6), where both import penetrations are positive and significant
as before. This means that increased import penetration leads to more informality in
non-manufacturing states. The interaction terms with manufacturing state indicators are
negative and significant. Accordingly, for manufacturing states Chinese import penetration
reduces (albeit with a smaller magnitude) informality, whereas ROW import penetration
has a positive effect. These results do support Hypothesis 3.

The results for ROW imports are somewhat distinct from those obtained by Paz (2014)
using Brazilian data for the 1990s. His results indicate that greater imports—most from
high income countries—increased the manufacturing informality share. On the one hand,
Pierola and Sanchez-Navarro (2019) had IVProbit results of no effect regarding Chinese
imports on informality for Peru in the 2000s, in line with this study findings. On the other
hand, their findings that Chinese imports do increase informality among unskilled workers
are at odds with the results of Table 4.

Table 5 reports the OLS and IV estimates employing equation (2) for the formal
workers’ average wage in columns (1)–(3) and (4)–(6), respectively. The selection terms
(the inverse Mills ratios) were computed using the IVProbit estimates of the specification
that contained the same explanatory variables (except for the other formal indicator). The
estimated coefficients of the selection terms are statistically significant in all columns.
These coefficients are positive except in column (5). This is evidence that selection effects
are taking place and should not be overlooked. The estimated coefficients for workers’
characteristics are stable across specifications. Formal workers’ wages are increasing with
age and number of years of schooling, with considerable premium for high school and
college degrees. Females and blacks earn a lower wage on average. Additionally, married
and Asian workers have higher average wages. Notice that the OLS and the IV estimates
for some variables are substantially different. In fact, the null of exogeneity of the import
penetrations (and their interaction terms) is rejected at the 5 percent level in every column.
Hence, the discussion will focus on the IV specifications results.

In column (4), the estimated coefficients of the Chinese import penetration are positive
and statistically significant at the 5 percent level of confidence and the coefficient for the
ROW import penetration is zero. As discussed in the previous section, the estimated coeffi-
cients of the import penetrations and their interactions are different from their marginal
effects on the average wage due to the selection effect. The marginal effect is calculated for
the average formal and informal worker, i.e., the estimated selection equation fitted at the
average value of its regressors, as shown in Equation (4). The effects on the average formal
wage of a percentage point increase in the Chinese import penetration is a 1.09 percent
increase and for the ROW import penetration a 0.06 percent increase, respectively. These
figures suggest that the Chinese and ROW import penetrations had a distinct impact on
formal workers’ average wage, which supports Hypothesis 1.

The specification in column (5) shows that both the Chinese and the ROW import
penetrations are positive and significant. The estimated coefficients of the interaction terms
with the unskilled-labor intensive indicators were negative, though only the interaction
with the ROW import penetration is significant. This means that the total effect of Chinese
import penetration on the formal workers’ average wage for unskilled-labor intensive
industries is positive, while the effect for the ROW import penetration in negative. For
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non-unskilled-labor intensive industries, the marginal effect on the average formal wage of
a percentage point increase in the Chinese import penetration is a 3.47 percent increase,
and for the ROW import penetration a 3.04 percent increase. For unskilled-labor intensive
industries, these marginal effects are a 2.01 percent increase and a 4.28 percent decrease,
respectively. These results are at odds with the predictions of Hypothesis 2. These results
for average informal wages are at variance with the findings of Paz (2014) and Pierola and
Sanchez-Navarro (2019). The former found a negative effect of ROW imports, and the
latter found no effect of Chinese imports for the average worker, though their results for
unskilled workers show a negative impact.

Table 5. Worker-level IV estimates of the effects of industry-level import penetration on the wages of
formal workers using Equation (2).

Regressors (1) (2) (3) (4) (5) (6)

Chinese import penetrationt−1 −0.003 ** −0.009 *** 0.002 0.011 *** 0.028 ** 0.009 ***
(0.002) (0.002) (0.002) (0.003) (0.012) (0.003)

ROW import penetrationt−1 0.001 −0.003 ** −0.002 ** −0.000 0.025 ** −0.012 **
(0.001) (0.001) (0.001) (0.005) (0.012) (0.005)

Chinese imp. penet.t−1 × L. int.j 0.028 *** −0.008
(0.003) (0.020)

ROW imp. penet.t−1 × L. int.j −0.013 *** −0.066 **
(0.003) (0.028)

Chinese imp. penet.t−1 × Manuf.s −0.006 *** 0.015 ***
(0.001) (0.004)

ROW imp. penet.t−1 × Manuf.s 0.004 *** 0.021 ***
(0.000) (0.002)

Age 0.053 *** 0.055 *** 0.053 *** 0.055 *** 0.043 *** 0.015 ***
(0.001) (0.001) (0.001) (0.001) (0.001) (0.004)

Age2 −0.000 *** −0.001 *** −0.000 *** −0.001 *** −0.000 *** 0.021 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.002)

Female −0.285 *** −0.292 *** −0.282 *** −0.290 *** −0.247 *** 0.078 ***
(0.003) (0.003) (0.003) (0.003) (0.006) (0.002)

Married 0.028 *** 0.027 *** 0.028 *** 0.027 *** 0.035 *** −0.001 ***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.000)

Black −0.080 *** −0.078 *** −0.081 *** −0.079 *** −0.088 *** −0.375 ***
(0.004) (0.004) (0.004) (0.004) (0.004) (0.008)

Asian 0.151 *** 0.148 *** 0.151 *** 0.151 *** 0.166 *** 0.011 ***
(0.015) (0.015) (0.015) (0.015) (0.015) (0.003)

Years of schooling 0.047 *** 0.047 *** 0.047 *** 0.047 *** 0.044 *** −0.061 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.004)

High school 0.107 *** 0.109 *** 0.106 *** 0.108 *** 0.093 *** 0.110 ***
(0.004) (0.004) (0.004) (0.004) (0.005) (0.015)

College 0.700 *** 0.699 *** 0.700 *** 0.699 *** 0.707 *** 0.054 ***
(0.009) (0.009) (0.009) (0.009) (0.009) (0.001)

Inverse Mills ratio 0.080 *** 0.118 *** 0.065 *** 0.104 *** −0.124 *** 0.573 ***
(0.013) (0.013) (0.013) (0.014) (0.033) (0.050)

Endogeneity test 39.24 *** 22.32 *** 115.62 ***
(0.000) (0.000) (0.000)

Technique OLS OLS OLS IV IV IV

Notes: Number of observations is 533,584. *** and ** indicate statistical significance at the 1% and 5% levels,
respectively. Standard errors are bootstrapped with 500 repetitions. Sample weights from PNAD/Census used.
State, industry, and year fixed effects included in the estimated model.

The estimates in column (6) display a positive coefficient for the Chinese import
penetration and a negative for ROW import penetration. Both coefficients are statistically
significant. The estimated coefficients of the interaction terms between the manufacturing
state indicator and import penetrations are positive and significant. This means that, for
manufacturing states, the total effects of both import penetrations are positive. For a formal
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worker located in a non-manufacturing state, the marginal effect on the average formal
wage of a percentage point increase in the Chinese import penetration is a 0.1 percent
decrease and for the ROW import penetration a 2.66 percent decrease. In manufacturing
states, in contrast, these marginal effects are a 2.6 percent increase and a 0.64 percent
increase, respectively. These estimates corroborate Hypothesis 3.

Table 6 reports the estimates for the average informal wage based on Equation (3). The
OLS estimates are displayed in columns (1)–(3), and the IV estimates in columns (4)–(6).
As in the previous table, the selection term estimated coefficients indicate the presence of
selection effects. They are statistically significant in every specification, except in column
(5). The estimated coefficients of the workers’ observable characteristics are stable across
specifications. They present signs that are comparable to those in Table 5; however, the
coefficients for female and years of schooling have a larger magnitude, while the coefficients
for Asian, high school, and college indicators exhibit a smaller magnitude. As before, the
null of exogeneity of the import penetrations is rejected at the 5 percent level in the IV
specifications.

Table 6. Worker-level IV estimates of the effects of industry-level import penetration on the wages of
informal workers using Equation (3).

Regressors (1) (2) (3) (4) (5) (6)

Chinese import penetrationt−1 0.012 *** −0.002 0.015 *** 0.005 0.046 * −0.019
(0.004) (0.006) (0.005) (0.008) (0.025) (0.019)

ROW import penetrationt−1 0.010 *** −0.001 −0.001 0.032 *** 0.046 * −0.025
(0.002) (0.004) (0.003) (0.009) (0.025) (0.018)

Chinese imp. penet.t−1 × L. int.j 0.021 *** −0.045
(0.007) (0.028)

ROW imp. penet.t−1 × L. int.j 0.006 −0.018
(0.007) (0.030)

Chinese imp. penet.t−1 × Manuf.s −0.007 ** 0.010
(0.003) (0.014)

ROW imp. penet.t−1 × Manuf.s 0.009 *** 0.058 ***
(0.001) (0.014)

Age 0.054 *** 0.067 *** 0.070 *** 0.051 *** 0.052 *** 0.138 ***
(0.002) (0.003) (0.003) (0.002) (0.006) (0.020)

Age2 −0.001 *** −0.001 *** −0.001 *** −0.000 *** −0.000 *** −0.002 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Female −0.374 *** −0.436 *** −0.450 *** −0.363 *** −0.363 *** −0.766 ***
(0.010) (0.012) (0.013) (0.011) (0.030) (0.093)

Married 0.026 *** 0.015 ** 0.013 ** 0.029 *** 0.027 *** −0.033 **
(0.006) (0.006) (0.006) (0.006) (0.007) (0.015)

Black −0.076 *** −0.064 *** −0.061 *** −0.078 *** −0.077 *** 0.004
(0.011) (0.011) (0.011) (0.011) (0.013) (0.022)

Asian 0.089 ** 0.060 0.050 0.097 ** 0.092 ** −0.118 *
(0.039) (0.039) (0.039) (0.039) (0.041) (0.063)

Years of schooling 0.060 *** 0.063 *** 0.064 *** 0.059 *** 0.059 *** 0.083 ***
(0.001) (0.001) (0.001) (0.001) (0.002) (0.007)

High school 0.019 ** 0.048 *** 0.055 *** 0.015 0.014 0.203 ***
(0.009) (0.010) (0.010) (0.009) (0.014) (0.033)

College 0.376 *** 0.374 *** 0.370 *** 0.378 *** 0.375 *** 0.333 ***
(0.026) (0.026) (0.026) (0.026) (0.026) (0.032)

Inverse Mills ratio −0.110 *** 0.113 *** 0.166 *** −0.153 *** −0.149 1.309 ***
(0.020) (0.034) (0.035) (0.024) (0.095) (0.304)

Endogeneity Test 7.31 ** 14.14 *** 19.12 ***
[0.026] [0.001] [0.000]

Technique OLS OLS OLS IV IV IV

Notes: Number of observations is 136,382. ***, **, and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively. Standard errors are bootstrapped with 500 repetitions. Sample weights from PNAD/Census
used. State, industry, and year fixed effects included in the estimated model.
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We can see in column (4) that the only statistically significant import penetration
coefficient is for the ROW, which is positive. The marginal effect on the average informal
wage of a percentage point increase in the Chinese import penetration is a 0.52 percent
increase and for the ROW import penetration is a 3.39 percent increase. These figures
support Hypothesis 1. The estimates in column (5) for both the Chinese and the ROW
import penetrations are positive and significant at the 10 percent level. The coefficients
of the interaction terms with the unskilled-labor intensive indicator are negative and not
significant. Focusing on non-unskilled-labor intensive industries, the marginal effect on the
average informal wage of a percentage point increase in the Chinese import penetration
is a 5.4 percent increase and for the ROW import penetration a 5.3 percent increase. For
the unskilled-labor intensive industries, these figures are a 0.12 percent increase and a
2.26 percent increase, respectively. These effects are at variance with the predictions of
Hypothesis 2. These results for average formal wages are comparable to those of Paz (2014),
who found a positive effect of ROW imports. Yet, Pierola and Sanchez-Navarro (2019)
found no effect of Chinese imports on the average informal worker, and a negative effect
for the unskilled informal worker.

The estimates in column (6) reveal that both import penetrations are negative, albeit
not statistically significant. Their interactions with the manufacturing state indicator are
positive, but only the interaction with the ROW import penetration is statistically significant.
The marginal effect on the average informal wage of a percentage point increase in the
Chinese import penetration is a 4.72 percent decrease, and for the ROW import penetration
a 6.61 percent decrease for non-manufacturing states. The effects for manufacturing states
are a 0.14 percent decline and a 2.23 percent increase, respectively. These different impacts
on the average informal wage support Hypothesis 3.

Robustness Checks

The robustness check conducted here employs state-by-year fixed effects in lieu of
state and year effects. This new specification is used to account for state specific policies
such as changes in state-level educational systems, state-level minimum wages, and labor
regulations enforcement (Almeida et al. 2022). Moreover, since commodity (iron ore or
soybeans, for instance) production in Brazil is geographically concentrated in a few states,
these state-by-year effects can also pick-up the effects of the increased Chinese demand
for these primary commodities. Table 7 reports the Probit and IV Probit estimates of
the selection equation using this new set of fixed effects. We can see that the results are
very similar to those in Table 3. Table 8 reports the IV estimates for the average wage
of informal workers in columns (1)–(3) and for the average wage of formal workers in
columns (4)–(6). The estimates in columns (1)–(3) are very similar to those in columns
(4)–(6) in Table 6. Moreover, these new estimates are more statistically significant in
many cases. The specifications for the average wage of formal workers present estimated
coefficients that are very similar in magnitude to those in columns (4)–(6) in Table 5.
Nevertheless, their statistical significance has slightly declined. In sum, these estimates
obtained using a different specification of fixed effects corroborates the results obtained
with the main specifications.

Table 7. Worker-level IVProbit estimates of the effects of industry-level import penetration on the
informal status indicator using Equation (1) and state, year and industry fixed effects.

Regressors (1) (2) (3) (4) (5) (6)

Chinese import penetrationt−1 −0.009 −0.003 −0.003 0.004 0.069 * 0.029 ***
(0.012) (0.009) (0.016) (0.007) (0.038) (0.009)

ROW import penetrationt−1 −0.007 −0.003 −0.007 0.016 0.055 * 0.046 ***
(0.004) (0.004) (0.005) (0.014) (0.030) (0.014)

Chinese imp. penet.t−1 × L. int.j −0.017 −0.069 **
(0.016) (0.034)
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Table 7. Cont.

Regressors (1) (2) (3) (4) (5) (6)

ROW imp. penet.t−1 × L. int.j −0.001 −0.083
(0.022) (0.070)

Chinese imp. penet.t−1 × Manuf.s −0.009 −0.032 ***
(0.013) (0.007)

ROW imp. penet.t−1 × Manuf.s 0.000 −0.037 ***
(0.004) (0.003)

Age −0.120 *** −0.120 *** −0.120 *** −0.120 *** −0.120 *** −0.119 ***
(0.008) (0.008) (0.008) (0.002) (0.002) (0.002)

Age2 0.002 *** 0.002 *** 0.002 *** 0.002 *** 0.002 *** 0.002 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Female 0.464 *** 0.464 *** 0.463 *** 0.464 *** 0.461 *** 0.456 ***
(0.092) (0.092) (0.092) (0.008) (0.008) (0.008)

Married 0.134 *** 0.133 *** 0.134 *** 0.136 *** 0.132 *** 0.135 ***
(0.036) (0.036) (0.036) (0.008) (0.008) (0.008)

Black −0.079 *** −0.079 *** −0.079 *** −0.079 *** −0.079 *** −0.080 ***
(0.023) (0.023) (0.023) (0.013) (0.013) (0.013)

Asian 0.201 *** 0.201 *** 0.201 *** 0.201 *** 0.199 *** 0.215 ***
(0.048) (0.048) (0.048) (0.054) (0.054) (0.054)

Years of schooling −0.028 *** −0.028 *** −0.028 *** −0.028 *** −0.028 *** −0.028 ***
(0.006) (0.006) (0.006) (0.001) (0.001) (0.001)

High school −0.175 *** −0.175 *** −0.175 *** −0.175 *** −0.174 *** −0.172 ***
(0.018) (0.018) (0.018) (0.011) (0.011) (0.011)

College 0.019 0.019 0.019 0.019 0.019 0.036 *
(0.033) (0.033) (0.033) (0.020) (0.020) (0.020)

Other household has a formal jobijst −0.344 *** −0.344 *** −0.344 *** −0.344 *** −0.343 *** −0.343 ***
(0.020) (0.020) (0.020) (0.007) (0.007) (0.007)

Exogeneity test 7.552 ** 29.22 *** 142.1 ***
[0.023] [0.000] [0.000]

Notes: Number of observations is 671,134. ***, **, and * indicate statistical significance at the 1%, 5%, and 10%
levels, respectively. Standard errors clustered at the industry level. Sample weights from PNAD/Census used.
The excluded instruments used in all IV estimates are the Latin American countries’ Chinese share of imports, the
Latin American countries’ high-income countries share of imports, and their interactions.

Table 8. Worker-level IV estimates of the effects of industry-level import penetration on the wages of
informal and formal workers using Equations (2) and (3), respectively.

Regressors (1) (2) (3) (4) (5) (6)

Chinese import penetrationt−1 −0.004 0.053 ** 0.001 0.011 *** 0.010 0.000
(0.008) (0.022) (0.008) (0.003) (0.012) (0.003)

ROW import penetrationt−1 0.035 *** 0.055 ** 0.015 * −0.001 0.007 −0.009 **
(0.009) (0.022) (0.009) (0.005) (0.013) (0.004)

Chinese imp. penet.t−1 × L. int.j −0.063 ** 0.012
(0.026) (0.019)

ROW imp. penet.t−1 × L. int.j −0.024 −0.026
(0.025) (0.027)

Chinese imp. penet.t−1 × Manuf.s −0.016 ** 0.018 ***
(0.007) (0.003)

ROW imp. penet.t−1 × Manuf.s 0.023 *** 0.012 ***
(0.006) (0.002)

Age 0.051 *** 0.048 *** 0.070 *** 0.053 *** 0.051 *** 0.062 ***
(0.002) (0.002) (0.005) (0.001) (0.001) (0.001)

Age2 −0.000 *** −0.000 *** −0.001 *** −0.000 *** −0.000 *** −0.001 ***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Female −0.361 *** −0.348 *** −0.448 *** −0.284 *** −0.279 *** −0.316 ***
(0.011) (0.013) (0.024) (0.003) (0.004) (0.005)
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Table 8. Cont.

Regressors (1) (2) (3) (4) (5) (6)

Married 0.030 *** 0.031 *** 0.015 ** 0.028 *** 0.029 *** 0.023 ***
(0.006) (0.006) (0.006) (0.002) (0.002) (0.002)

Black −0.077 *** −0.079 *** −0.058 *** −0.081 *** −0.082 *** −0.074 ***
(0.011) (0.011) (0.009) (0.004) (0.004) (0.003)

Asian 0.100 *** 0.101 *** 0.050 0.153 *** 0.154 *** 0.136 ***
(0.038) (0.039) (0.032) (0.015) (0.015) (0.012)

Years of schooling 0.059 *** 0.058 *** 0.064 *** 0.046 *** 0.046 *** 0.049 ***
(0.001) (0.001) (0.002) (0.000) (0.000) (0.000)

High school 0.016 0.010 0.053 *** 0.110 *** 0.107 *** 0.122 ***
(0.010) (0.010) (0.010) (0.004) (0.004) (0.003)

College 0.377 *** 0.376 *** 0.363 *** 0.701 *** 0.702 *** 0.691 ***
(0.026) (0.026) (0.022) (0.009) (0.009) (0.008)

Inverse Mills ratio −0.160 *** −0.208 *** 0.158 ** 0.078 *** 0.050 ** 0.262 ***
(0.024) (0.033) (0.074) (0.013) (0.022) (0.027)

Endogeneity test 13.45 *** 26.27 *** 16.21 *** 39.37 *** 4.15 92.07 ***
[0.001] [0.000] [0.000] [0.000] [0.125] [0.000]

Job type Informal Informal Informal Formal Formal Formal

Notes: ***, **, and * indicate statistical significance at the 1%, 5%, and 10% levels, respectively. Standard errors are
bootstrapped with 500 repetitions. Sample weights from PNAD/Census used.

5. Conclusions

China is one of the most populous countries in the world, and it entered the 21st cen-
tury not only as one of the largest and fast-growing economies but also as a major player in
world trade. This rather swift ascension together with its cost advantage in manufacturing
production prompted several concerns in developing countries as to whether they would
still be able to sustain a dynamic manufacturing sector in view of this Chinese competitive
edge. Such concern is built on the fact that many observers perceive a strong manufacturing
sector as a key driver of economic growth and as a provider of higher wage jobs relative to
those available in agriculture and services.

A good case study to assess such concerns is the increase in import competition
experienced by the Brazilian manufacturing sector in 2000–2012. In this period, the import
penetration increased by more than 20 percent and the Chinese share of such imports
increased from 3 to 20 percent. Brazil is also the largest economy of Latin America and has
a large and diverse manufacturing sector with ubiquitous informal employment.

This study employed Brazilian household data to examine the impacts of the increasing
Chinese and rest of the world import penetrations on the likelihood of informal employment
and on the average wage of formal and informal workers in the manufacturing sector for
2000–2012. The empirical methodology employs a switching regressions model as in Paz
(2014), which accounts for worker self-selection into formal and informal jobs and for the
potential endogeneity of trade policy.

The empirical results indicate that greater industry-level Chinese and ROW import
penetrations increase the informal job likelihood at different intensities. Furthermore, these
effects are heterogeneous and modulated by the unskilled labor intensity of the industry
and by the degree of industrialization of the Brazilian states. Indeed, the ROW import
penetration has a negative effect, and the Chinese import penetration has no effect on the
informality likelihood in unskilled-labor intensive industries. In contrast, both import
penetrations have positive impact on informality likelihood in the remaining industries.
An increase in the Chinese import penetration reduces informality while ROW import
penetration increases it in manufacturing states. Nevertheless, both forms of import
penetration positively affect informality in non-manufacturing states.

The effects on the average formal and informal wages are more nuanced. An increase in
Chinese import penetration raises the average formal wage, except in manufacturing states.
Greater ROW import penetration decreases the average formal wage, except for in manu-
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facturing states or in non-unskilled-labor intensive industries. For the average informal
wage, both the Chinese and the ROW import penetration have positive effects of different
magnitudes, and negative effects for informal workers located in non-manufacturing states.

The evidence amassed in this study suggests that the effects of international trade
on labor market outcomes are moderated by the country of origin of imports and, at the
same time, by the unskilled labor intensity of industries and by regional characteristics.
The important nuances uncovered by this study should not be overlooked in the design
of public policies to address potential harmful effects of increased import competition,
especially because the most vulnerable workers seem to experience a negative impact from
this trade.

Moreover, this study’s estimates are at variance with those of the extant literature
for different countries and periods of time. This strongly suggests that such trade effects
are highly heterogeneous. Unfortunately, data scarcity that plagues the entire literature—
such as the lack of employee–employer matched data covering informal jobs—is a major
limitation of this study because it precludes an investigation of the role of either the
unobservable characteristics of workers or firm characteristics. Given the available data, a
promising avenue for future research is the use of cross-country data to investigate whether
country-specific institutions are behind these disparate results.

Funding: This research received no external funding.

Data Availability Statement: The data used in this article can be found at www.ibge.gov.br and
ipeadata.gov.br.

Conflicts of Interest: The author declares no conflict of interest.

Notes

1 This type of ambiguity is also present in other models of informal labor like Goldberg and Pavcnik (2003) and Aleman-
Castilla (2006).

2 This type of excluded instrument is also used by Paz (2021).
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Abstract: Virtual cross-border medical tourism allows many residents in the United States to purchase
brand name medicines from companies in Mexico without travelling there. Monthly economic reports
indicate that the online brand name pharmaceutical product prices in Mexico are noticeably lower
than the corresponding internet prices in the United States. There have been very few econometric
studies on how these prices are linked and the dynamic nature of those relationships. Results in this
study indicate that online medicine prices in Mexico respond very rapidly to online prices changes in
the high-price market.

Keywords: online pharmacies; brand name medicines; price dynamics; applied econometrics

JEL Classification: I11 Health Markets; L81 E-Commerce; M21 Business Economics

1. Introduction

In 2018, prescription drug expenditures in the United States exceeded USD 335 billion
(CDC 2021). Due to high prices, consumers from the United States often purchase brand
name pharmaceutical products in Mexico (Dalstrom et al. 2020). Those purchases are
transacted both in-person and online (Fullerton and Miranda 2011; Fullerton et al. 2014).
Most research related to this form of cross-border medical tourism employs point-in-time
cross-sectional data sets (Dalstrom et al. 2021).

This study examines an overlooked aspect of the online brand name medicine trade.
Rather than examine price differences for a single point-in-time, this effort examines
whether there is a dynamic relationship between online medicine prices in the two countries.
It achieves this using a data set that monitors monthly prices for the top 50 online brand
name medicines sold in Mexico and the United States (Fullerton and Fullerton 2022).

2. Literature Review

Medication price studies tend to rely on cross sectional data (Daalen et al. 2021). Some
studies have documented links between market structures and competitive effect pricing
patterns (Barigozzi and Jelovac 2020; Granlund 2022). Potential time series linkages among
cross-country industry aggregate prices have not received as much attention. While regula-
tory and other international boundary barriers may limit the strength of those pricing links,
very little empirical evidence regarding that possibility has been previously conducted.

Lower priced medicines are sought by consumers due to budget constraints. As
shown by the “generics paradox”, there is no guarantee that the availability of lower priced
drugs will cause prices to decline (Vandoros and Kanavos 2013). However, cross-sectional
price data indicate that United States consumers can save more than USD 1000 annually
by purchasing prescription medicines online in Mexico (Fullerton et al. 2014). There
is substantial evidence that consistently confirms that brand name pharmaceuticals are
substantially more expensive in the United States than in Mexico and most other countries
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(Mulcahy et al. 2021), but no study of how those prices evolve over time or if cross-country
movements in those prices are correlated.

Brand name medicines tend to be more expensive in lower- and middle-income
countries once income and cost of living differences are taken into account, but not in dollar
terms based on currency market exchange rates (Moye-Holz and Vogler 2022). Patients in
the United States are able to take advantage of the latter with respect to pharmaceutical
products purchased in Mexico either in-person (Fullerton and Miranda 2011) or online
(Fullerton et al. 2014). This study examines whether the online prices for medicines sold to
customers from both countries are correlated over time.

3. Data and Methodology

The University of Texas at El Paso Border Region Modeling Project collects prices every
month for brand name medicines that can be purchased online in Mexico and the United
States. These prices do not include value-added taxes in Mexico, sales taxes in the United
States, or shipping and handling costs, nor do they include the cost of doctor appointments.
International medicines can be legally imported by individual consumers in the United
States as long as the amounts purchased do not exceed 90-day supplies. Furthermore, those
purchases can only be for personal use (CBP 2011; Fullerton et al. 2014).

The sample period is from January 2007 through December 2021. Prices for the 50 top
selling medicines are for equal dosages on a per unit basis, exclusive of shipping fees,
handling charges, and taxes. Websites in both countries advertise their services in English
and quote product prices in dollars. The internet sites that sell the medicines do not always
offer all 50 brand name products, so multiple sites have to be sampled. Unweighted
averages for both sets of prices are calculated from the data collected for each month.

Table 1 reports summary statistics for both average price variables. In line with
conventional wisdom, the average price in Mexico is noticeably lower than that of the
United States. However, the north-of-the-border price index is somewhat more variable
than that observed for Mexico. The standard deviation of the United States online price
index is double the magnitude of the southern online price index. While that is impressive,
it should be noted that the difference in the magnitudes of the coefficients of variation is
much more moderate. The data for both indices are slightly left-skewed, but fairly close to
being symmetric. Both sets of price data are notably platykurtic.

Table 1. Summary Statistics.

Variable Name AVG_$_MEX AVG_$_USA

Mean 11.28 18.85

Median 13.09 23.17

Std. Dev. 5.28 10.89

Maximum 18.71 30.51

Minimum 3.85 3.76

Skewness −0.341 −0.361

Kurtosis 1.510 1.370

CV 0.468 0.578
Notes: Sample Period: January 2007—December 2021. Unit of Measure: United States Dollars. AVG_$_MX—
Average Brand Name Medicines Price in Dollars for Mexico Internet Sites. AVG_$_USA—Average Brand Name
Medicines Price in Dollars for USA Internet Sites. Std. Dev.—Standard Deviation. CV—Coefficient of Variation.
Data Web Sites—goodrx.com accessed on 15 December 2021, healthwarehouse.com accessed on 15 December 2021,
medicinesmexico.com accessed on 15 January 2020, medsmex.com accessed on 15 December 2018, mexmedsforyou.
com accessed on 15 December 2021.

A linear transfer function autoregressive moving average (LTF ARIMA) methodology
is employed to examine the dynamic relation between the two indices. For monthly
time series data, the LTF ARIMA approach has proven useful in other contexts involving
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international economic data for the United States and Mexico (Fullerton and Solis 2020).
Due to the magnitude of the United States market for pharmaceutical products, causality
between the two price indices is expected to run north-to-south. If that were not the case,
then an alternative method such as vector autoregression would be required (Diebold 2007).

4. Empirical Results

A series of F-tests at various lags indicate weak north-to-south unidirectional causality.
Given all of the regulatory barriers separating the two markets, that is not surprising. The
data indicate that changes in United States brand name online drug prices are accompanied
by similar changes in Mexico internet prices, but not vice versa. That implies that medicine
prices in Mexico are responsive to price fluctuations in the higher income market.

A cross-correlation function is used to determine the potential lag structure governing
the linkages between the two series, (Diebold 2007). The outcome indicates that the reaction
of online prices in Mexico is contemporaneous with no subsequent, statistically reliable
lagged responses. Parameter estimation outcomes are summarized in Table 2.

Table 2. Generalized Least Squares Estimation Results.

Variable Name Coefficient Std. Error t-Statistic Probability

Constant −0.0195 0.0358 −0.5460 0.5857

d(AVG_$_USA) 0.4610 0.0492 9.3618 0.0000

MA(4) −0.1082 0.0763 −1.4191 0.1576

R-squared 0.3276 Dependent Variable Mean 0.0475

Adj. R-squared 0.3200 Dep. Var. Std. Deviation 0.6341

Pseudo R-sq. 0.9951 Std. Error of Regression 0.5229

Sum Sq. Residuals 48.1226 Log Likelihood −136.4433

F-statistic 42.8730 Prob. (F-statistic) 0.0000

Adjusted Sample: 2007M02–2021M12 Included Observations: 179

Convergence achieved after 3 iterations.

Coefficient covariance computed using outer product of gradients.

Inverted MA Roots 0.57 0.00–0.57i 0.00–0.57i −0.57

The constant term in Table 2 indicates that Mexico online medicine prices tend to lose
ground at a rate of roughly USD 0.02 per month. The standard error for that coefficient is
fairly large, so the reliability of that estimate is not very strong. Most of the sample period
corresponds to a period of relative currency market weakness for the peso, especially after
2015. That may account for some of the steady erosion of the south-of-the-border prices
that occur in Table 2.

The slope coefficient indicates that every USD 1 increase (decrease) in United States
online prices is accompanied by a USD 0.46 increase (decrease) in Mexico online prices
for brand name pharmaceuticals. In the sample means, the magnitude of the coefficient
indicates that the elasticity of online prices in Mexico with respect to those of the United
States is 0.770. That estimate implies a fairly high degree of cross-border price sensitivity for
brand name medicines sold online in Mexico. The computed t-statistic for this parameter
estimate is 9.362 with a 0.000 p-value.

The overall diagnostics in Table 2 are relatively favorable. The pseudo coefficient
of determination is 0.995. Given that, it is not surprising that the computed F-statistic of
42.873 has a p-value of 0.000. The specification does not, however, account for all systematic
variation in the dependent variable. Residual serial correlation necessitates the inclusion of
moving average term at lag 4. That coefficient has a somewhat large standard error, but
higher log-likelihood statistic results for the equation when it is included.

As a robustness check, the sample period was shortened by seven years to cover only
January 2007 through December 2014. That period is selected because it pre-dates the 2016
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US presidential campaign that began in 2015, wherein several major candidates criticized
trade with Mexico. Those results also indicate that the internet pharmacy prices charged
in Mexico react very quickly to any north-of-the-border price variations and the slope
coefficient is almost identical to that reported in Table 2. The coefficients of determination
for the shorter period are larger than those reported in Table 2, potentially due to a less
friendly trade environment between the two countries and due to the advent of the global
pandemic in 2020 (Komkova 2019; Ceylan et al. 2020).

5. Conclusions

Empirical research on global pharmaceutical prices has uncovered numerous inter-
esting commonalities and differences across international markets. This study examines
dynamic aggregate price movements for brand name medicines sold over the internet in the
United States and Mexico. Although brand name medicine distribution is tightly regulated
in both countries, it is legal for consumers to import limited quantities for personal usage.

Over the course of the 15-year sample period, internet medicine prices in Mexico are,
on average, 40 percent below the online prices charged in the United States. The prices in
Mexico react very quickly to any variation in the prices in the higher-income market. Every
USD 1 change in the United States average price index is matched by a USD 0.46 change in
the Mexico average price index.

Based on the results reported in this exploratory effort, it seems clear that more
research on this topic is warranted. This study employs simple average price measures for
both economies. A logical next step would be to examine dynamic patterns among prices
for these brand name medicines within a panel setting. The outcomes noted above indicate
that cross-border linkages between individual online brand name pharmaceutical prices
may be fairly strong.
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Abstract: The macroeconomic effect of the obesity epidemic on environmental degradation was
examined for panel data from thirty-one European countries from 1991 to 2016. The quantile via
moments model (QVM) was used to realize our empirical investigation. The empirical results indicate
that the obesity epidemic, electricity consumption, and urbanisation encourage environmental
degradation by increasing CO2 emissions, while economic growth decreases them. Moreover, we
identify that the obesity epidemic raises the environmental degradation problem in three ways. First,
the obesity epidemic is caused by the increased consumption of processed foods from multinational
food corporations. The increase in food production will positively impact energy consumption from
non-renewable energy sources. Second, obesity reduces physical and outdoor activities, increasing
the intensive use of home appliances and motorized transportation and screen-viewing leisure
activities, consequently increasing energy consumption from non-renewable energy sources. A third
possible way can be related indirectly to economic growth, globalization, and urbanisation. This
empirical investigation will contribute to the literature and for policymakers and governments.
Therefore, this investigation will encourage the development of initiatives to mitigate the obesity
problem in European countries and accelerate the energy transition process. Finally, this investigation
will open a new topic in the literature regarding the correlation between the obesity epidemic and
environmental degradation.

Keywords: CO2 emissions; energy consumption; environmental degradation; European region; food
production; health problem; macroeconomics; obesity

1. Introduction

Climate change caused by the increase in carbon dioxide emissions (CO2) is one of
the biggest concerns in the European region (Bianco et al. 2019). CO2 emissions are the
most significant contributor to increased greenhouse gas emissions (GHGs), contributing
77% of GHGs. In contrast, other gases such as methane (CH4), nitrous oxide (N2O), and
ozone (O3) contribute with 14%, 8%, and 1%, respectively (e.g., Koengkan and Fuinhas
2021a, 2021b; Khan et al. 2014).

Several initiatives have emerged to mitigate climate change (e.g., the United Nations
Framework Convention on Climate Change (UNFCCC), the Earth Summit (1992), the Kyoto
Protocol (1997), the 21st Conference of the Parties (COP 21) (2015), and the 26th Conference
of the Parties (COP 26) (2021)). These initiatives aim to substantially limit the increase in
temperature levels during this century to lower than 2 ◦C and limit that increase to 1.5 ◦C.
These initiatives will take temperatures to pre-industrial levels. In addition, all countries
that align with this agreement will move towards a low-carbon economy. Indeed, as has
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long been known, global GHGs, mainly CO2 emissions, have been increasing since the
1970s (e.g., World Bank Open Data 2022; Koengkan and Alberto Fuinhas 2021b).

However, from 1990 to 2016, these emissions grew dramatically, and in 1990, CO2
emissions were 3.0991 (metric tons per capita) and reached 4.6807 (metric tons per capita)
in 2016. During this period, these emissions grew from 33 megatons of CO2 equivalent
(MtCO2eq) in 1990 to 47 MtCO2eq in 2016, an annual increase of 1.5% during this period
(Bárcena et al. 2019). The energy, industry, transport, and building sector have increased
emissions since the 2000s. In 2010 the energy sector contributed 25%, AFOLU (agriculture,
forestry and other land use) 24%, industry 21%, transport 14%, other energy sources 10%,
and the building sector contributed 6% to this growth (Koengkan et al. 2020).

Most of these emissions are caused by the production of electricity and heat, which
emanate from the industrial and residential sectors. GHGs come about through direct
emissions from fossil fuel combustion for providing power, cooling, heating, and cooking
(Khan et al. 2014). As stated above, in 2010, energy consumption was responsible for
25% of global GHGs. The growth in global energy use is accountable for increasing CO2
emissions. Energy use has been rising since the 1970s when energy use was 1337.00 (kg of
oil equivalent per capita) in 1971 and reached 1897.25 in 2016 (e.g., World Bank Open Data
2022; Koengkan and Fuinhas 2021a).

Indeed, 94% of this energy use in 1970 came from fossil fuels worldwide, and only
6.45% came from renewable energy. However, in 2016, the contribution of fossil fuels
decreased slightly, reaching 85% of the total energy use. Indeed, this reduction is related to
the increase in the share of renewable energy sources, which reached 14.35% in 2016 (Our
World in Data 2022).

In the European region, CO2 emissions in 1971 were 8.0244 (metric tons per capita)
and reached a value of 6.4684 (metric tons per capita) in 2016 (World Bank Open Data
2022). Therefore, between 1990 and 2004, these emissions in the European region remained
relatively unchanged. However, due to the 10.8% decrease in primary energy consumption,
CO2 emissions dropped sharply between 2005 and 2016 (IEA 2020). For example, in 1990
the energy consumption was 1641 million tonnes of oil equivalent (Mtoe), while in 2004
it had already reached 1789 Mtoe. However, between 2005 and 2016, this consumption
decreased and fell to 1598 Mtoe in the year 2016. The energy efficiency improvements that
increased the share of renewable energy sources in the energy matrix and the changes in
climate conditions were the causes for this decrease in the primary energy consumption
between 2005 to 2016 for most European region countries (e.g., the European Environment
Agency 2019; Eurostat 2020).

In the European region, 93% of this energy use in 1970 came from fossil fuels, and
only 6.90% came from renewable energy. However, in 2016 this value decreased slightly,
reaching 75% of total energy use. Indeed, this reduction is related to the increase in the
share of renewable energy sources in energy use, where 25% was reached in 2016 (e.g., Our
World in Data 2022; Koengkan and Alberto Fuinhas 2021b).

As has long been known, various drivers have been influencing the increase of CO2
emissions. Economic growth, globalisation, trade, financial liberalisation, urbanisation,
population growth and energy prices have gained notoriety. However, the literature has
given little consideration to a possible relationship between the obesity epidemic problem
and the increase in environmental degradation. To the best of our knowledge, the first
study to address the link between obesity and climate change was made by Edwards and
Roberts (2009). However, this link is very complex and is not exempt from criticism (e.g.,
Gallar 2010).

Nevertheless, the literature remains scarce and primarily focused on the effect of obe-
sity on climate change via CO2 emissions. Their connections are associated with oxidative
metabolic demands, food production, and fossil fuels. The links between obesity and
climate change also include processed foods from fast-food and multinational supermarket
chains, multinational food corporations, food production on farms, transportation of goods,
retail processing and storage of processed food. These approaches also emphasise that the
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intensive use of motor vehicles and modern household appliances reduces physical effort
in the context of a sedentary lifestyle (e.g., Magkos et al. 2019; Furlow 2013; Viscecchia et al.
2012; Breda et al. 2011; Edwards and Roberts 2009).

Obesity is defined as abnormal or excessive fat accumulation that may impair health,
that is, individuals that have a mean body mass index (BMI) ≥ 30.0, as defined by the World
Health Organization (WHO). The organisation also defines ‘overweight’ as BMI ≥ 25.0
(Our World in Data 2022). In 2016, about 39% (2.0 billion) of adults aged 18 years and
older, 38% of men and 40% of women worldwide, were overweight or obese (Our World in
Data 2022). Indeed, this chronic disease is a significant risk factor for people with many
other diseases.

The obesity epidemic has increased significantly over the past three decades. In 2014,
over 600 million adults, or 13% of the total adult population, were classified as obese
worldwide. Of these 600 million obese adults, 11% are men, and 15% are women (Pineda
et al. 2018). It is estimated that 25.6% of the total adult population (18 and over) can be
classified as obese in the European region. This disease has almost doubled since the late
1980s. In 1985, the percentage of obese adults that are obese was 12.60%, and this value
reached 23.30% in 2016 (Our World in Data 2022). Indeed, it has hit the world’s richest
countries, regardless of individuals’ income levels.

Indeed, the obesity epidemic is caused by several factors: genetic, social, economic,
environmental, political, and physiological, which have interacted to varying degrees
over time (Wright and Aronne 2012). Moreover, other factors, such as the globalisation
process, urbanisation and technological progress, have caused an increase in the obesity
epidemic (e.g., Fox et al. 2019; Toiba et al. 2015; Popkin 1998). The weight increase caused
by the factors mentioned earlier contributes to making people physically less active (less
physical activity also contributes to increasing obesity). Consequently, it leads to using
more motorised vehicles and modern household appliances that reduce physical effort. In
addition, it contributes to weight gain due to the lower caloric expenditure of individuals, as
well as to increased consumption of processed foods, mainly produced by (i) multinational
food companies, (ii) multinational supermarkets, and (iii) fast-food chains. All of these
factors contribute to the increase in energy consumption from non-renewable energy
sources and negatively impact the environment.

In the literature, the impact of the obesity problem on environmental degradation
using a macroeconomic approach is not advanced in the literature. For this reason, this
investigation opted to use similar studies related to this topic (e.g., Koengkan and Alberto
Fuinhas 2021b; Cuschieri and Agius 2020; Magkos et al. 2019; Swinburn 2019; Webb and
Egger 2013; Viscecchia et al. 2012; Breda et al. 2011; Davis et al. 2007; Higgins 2005). These
investigations pointed out that the obesity problem increases environmental degradation.
However, none of these studies realised an analysis using a macroeconomic approach.
They used the percentage of adults that are overweight or obese as a proxy for obesity
and CO2 emissions as a proxy for environmental degradation as well as the quantile via
moments (QvM) method. Furthermore, these studies do not use the urban population and
globalisation as independent variables. Moreover, none of these studies investigated the
European countries. That is, there are gaps in the literature that need to be filled.

In order to fill the gaps that were mentioned above, this investigation will identify the
macroeconomic effect of the obesity epidemic on environmental degradation. Indeed, to
identify this effect, this empirical investigation will study a group of thirty-one countries
from the European region between 1991 to 2016 that have experienced a rapid increase in
the obesity epidemic and social, economic, and environmental transformations. Certainly,
to carry out this empirical investigation, the quantile via moments (QvM) approach, which
Machado and Silva (2019) developed, will be used.

This investigation will introduce a new analysis regarding the macroeconomic impact
of the obesity problem on environmental degradation in European countries. This topic
of research has never been approached before in the literature. Therefore, this study can
open new opportunities for studying the correlation between obesity and environmental
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degradation through a macroeconomic aspect. Furthermore, this investigation is innovative
in that it uses econometric and macroeconomic approaches to identify the possible effect
of the obesity problem on ecological degradation. It is the first time this methodology
approach has been employed in this kind of investigation.

Moreover, this investigation will contribute to the literature for several reasons: (i) it
introduces a new analysis regarding the effect of the obesity epidemic on environmental
degradation in European countries. This topic of investigation is new and can open new
issues of inquiry regarding the relationship between health and the environment using a
macroeconomic approach; (ii) this investigation will contribute to introducing the QvM
model; and (iii) the results of this study will help governments and policymakers develop
more initiatives to reduce the obesity problem in the European countries, in addition to
policies to reduce the consumption of non-renewable energy sources and environmental
degradation.

This study is ordered as follows. Section 2 presents the literature review regarding
the effect of the obesity epidemic on environmental degradation. Section 3 provides the
data and the methodology approach. Section 4 presents the results and a brief discussion.
Finally, Section 5 presents the conclusions and limitations of the study.

2. Literature Review

As mentioned before in the introduction, the literature has given little attention to a
possible connection between the obesity epidemic problem and the increase in environ-
mental degradation. Due to this, our investigation opted to use the few existing pieces of
literature that approached this topic of investigation and which are similar (e.g., Koengkan
and Alberto Fuinhas 2021b; Cuschieri and Agius 2020; Magkos et al. 2019; Swinburn
2019; Webb and Egger 2013; Viscecchia et al. 2012; Breda et al. 2011; Davis et al. 2007;
Higgins 2005).

Koengkan and Alberto Fuinhas (2021b) investigated the impact of the overweight
epidemic on energy consumption in thirty-one countries in the European region from
1990 to 2016. The authors find that being overweight increases the consumption of energy
from fossil fuels and consequently increases the emissions of CO2. Moreover, according
to the authors, the increase in energy consumption and CO2 emissions by the overweight
epidemic is related to the increased consumption of processed foods from fast-food and
multinational supermarket chains and multinational food corporations. Indeed, this process
positively affects farm production, fast-food and multinational supermarket chains, and
multinational food corporations to attend to the demand for processed foods. This increase
affects the consumption of energy from non-renewable energy sources.

Magkos et al. (2019) explored the effect of obesity on climate change. The authors point
out that this health problem can aggravate climate change with increased CO2 emissions in
three ways: (i) oxidative metabolic demands; (ii) food production; and (iii) fossil fuels use.
The increase of oxidative metabolic demands caused by the higher body mass associated
with obesity is responsible for 7% of total GHGs. Indeed, the rise in production driven by
the need to provide higher energy caloric intake is responsible for 52% of total GHGs. In
contrast, the increase in fossil fuel consumption caused by transport and food production
is responsible for 41% of these emissions. Thus, the authors estimated that the obesity
epidemic adds the equivalent of 700 megatons of extra carbon dioxide to emissions per year
or about 1.6% of the total global emissions. This idea is also shared by Swinburn (2019),
who investigated the same topic.

Other authors also share similar ideas, such as Breda et al. (2011), who studied the
relationship between climate change and obesity in four regions of Karakalpakstan in
Uzbekistan. According to the authors, there is strong evidence that being overweight
contributes more to climate change, where overweight influences food consumption and
production. Those categories contribute more to climate change by consuming processed
foods from fast-food and multinational supermarket chains, multinational food corpora-
tions, and farms. The authors add that the food sector accounts for 7% of CO2 emissions,
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43% of CH4 emissions, and 50% of N2O emissions produced across the entire economy.
Viscecchia et al. (2012) investigated the relationship between obesity and climate change
in Italy. The authors opted to use the ordinary least squares method to undertake this
investigation. The authors found that the increase in food consumption with low energy
content has a twofold effect on reducing obesity and climate change mitigation. Moreover,
the increase in food consumption with low energy caloric content reduces the obesity rate
from 9.68 to 7.04% and avoids 5,406,000 tons of CO2 emissions per year.

Cuschieri and Agius (2020) investigated the link between diabetes caused by obesity
and climate change. The increase in the demand for processed food caused by obesity also
has an adverse effect on the climate. The authors highlight that this effect is caused by the
increased transportation of goods, retail processing, and processed food storage. Webb
and Egger (2013) also studied the link between obesity and climate change and point out
that some behaviours connected with obesity also affect emissions of GHGs associated
with climate change. The authors show that consuming processed food and non-renewable
energy sources results from intensive motor vehicles and modern household appliances
that reduce physical effort.

Davis et al. (2007) investigated the interactions between cars, obesity, and climate
change in the United Kingdom from 1974 to 2004. Their results precede the idea developed
later by Webb and Egger (2013). According to the authors, the intensive use of motor vehi-
cles in the United Kingdom has reduced physical activity and increased obesity and CO2
emissions by increasing non-renewable energy sources. Higgins (2005), in an investigation
that investigated whether “exercise-based transportation reduces oil dependence, carbon
emissions and obesity”, points out that the use of the automobile as a means of transport
also contributes to a sedentary lifestyle and the obesity epidemic and poor health. The
author adds that these problems consume 27% of global oil production and produce 25%
of global carbon emissions.

The summary of the literature presented in this section has discussed some of the most
consequential investigations that directly approached the impact of obesity on environ-
mental degradation and similar investigations. However, none of these studies realised
an analysis using a macroeconomic approach. Instead, they used the percentage of adults
that are overweight or obese as a proxy for obesity and CO2 emissions as a proxy for envi-
ronmental degradation, as well as the quantile via moments (QvM) method. Furthermore,
these studies do not use the urban population and globalisation as independent variables.
Moreover, none of these studies investigated the European countries. Therefore, there are
gaps in the literature that need to be filled. The following section will show the data and
methods used in this investigation.

3. Data and Methodology

This section is organised into two parts. The data, including the variables, is presented
first, and the second part describes the methodology used in this study.

3.1. Data

As mentioned before, this section will present the data used in this empirical investi-
gation. Thirty-one countries from the European region were used, namely Austria (AT),
Belgium (BE), Bulgaria (BG), Croatia (HR), Czech Republic (CZ), Denmark (DK), Estonia
(EE), Finland (FI), France (FR), Germany (DE), Greece (GR), Hungary (HU), Iceland (IS),
Ireland (IE), Italy (IT), Latvia (LV), Lithuania (LT), Luxembourg (LU), Malta (MT), the
Netherlands (NL), Norway (NO), Poland (PL), Portugal (PT), Republic of Cyprus (CY),
Romania (RO), Slovakia (SK), Slovenia (SI), Spain (ES), Sweden (SE), Turkey (TR), and
the United Kingdom (UK). Moreover, as mentioned earlier, this group of countries was
selected because they have experienced a rapid increase in the obesity epidemic and social,
economic, and environmental transformations that have facilitated this problem in the last
three decades.
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Data for the period between 1991 and 2016 was utilised in this investigation. Please
note that data for the variable Y only begins in 1991. Moreover, the time series of this
investigation goes until 2016 due to data availability for the variable OBESE (see, Our
World in Data 2022). The variables used in this empirical investigation are shown in Table 1
below. The variables EC, Y, and CO2, were first transformed into per capita values. Per
capita values allow disparities to be controlled for population growth over time and within
countries (e.g., Fuinhas et al. 2022; Koengkan et al. 2020). After this, all variables were
transformed into natural logarithms (“Log”).

Table 1. Description of variables and summary statistics.

Description of Variables Summary Statistics

Variable Definition Source Obs Mean Std Dev Min Max

D
ep

en
de

nt
va

ri
ab

le

LogCO2

CO2 emissions (kg per
capita 2011 PPP $

of GDP).

World Bank
Open Data

(2022)
806 −1.3226 0.4362 −2.6267 0.2197

In
de

pe
nd

en
tv

ar
ia

bl
es

LogOBESE

Percentage of adults that
are obese. Obese is
defined as having a

body-mass index (BMI)
equal to or greater than

30. BMI is a person’s
weight in kilograms

divided by their height in
metres squared.

Our World in
Data (2022) 806 4.027 0.0902 3.7612 4.2535

LogEC
Electric power

consumption (kWh per
capita) from fossil fuels.

World Bank
Open Data

(2022)
806 8.6668 0.6540 6.8724 10.9433

LogY_PC
GDP per capita, PPP

(constant 2011
international $).

World Bank
Open Data

(2022)
806 10.2095 0.5013 8.5276 11.421

LogUP

Urban population (% of
the total population).

This variable is a proxy
for urbanisation.

World Bank
Open Data

(2022)
806 4.2624 0.1727 3.8809 4.5841

LogGLOBA

Globalisation index. This
index is compounded by
de facto economic, social
and political components

of globalisation and is
scaled from 1 to 100.
Thus, this variable

encompasses three main
factors of globalisation.

KOF Global-
ization Index

(2022)
802 4.9901 0.1616 4.2648 5.2038

Notes: Obs., Std.-Dev., Min. and Max denote the number of observations, the standard deviation, the minimum
and the maximum, respectively.

To capture the effect of obesity on environmental degradation, the econometric model
has to include other variables that also explain pieces of the explained variable, the so-
called control variables. Thus, the model uses variables that are in line with economic
theory. Furthermore, the variables have support from the literature. For instance, variables
Y_PC, EC, and UP have been used to justify the increase in CO2 emissions, and GLOBA
has been used as a proxy for environmental degradation (e.g., Koengkan and Fuinhas
2021a; Hdom and Fuinhas 2020; Wang et al. 2018). On the other hand, the variable OBESE,
taken from the Our World in Data (2022), has not been used in literature to capture the
rise in environmental degradation. Therefore, our study, by including this variable, is
pioneering. The panel of countries and the variables used in this investigation are presented
in this subsection. The methodology pursued in this investigation will follow the strategy
presented in Figure 1 below.
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Figure 1. Methodology strategy. The authors created this figure.

Therefore, after presenting the variables and the methodology strategy that this in-
vestigation will follow, it is also necessary to present the methodological approach for our
empirical analysis.

3.2. Methodology

As mentioned before, our empirical analysis will use the QvM model approach. This
method was developed by Machado and Silva (2019) as an alternative for quantile regres-
sion. Consistent with Kazemzadeh et al. (2022) and Koengkan et al. (2020), this method
can differentiate individual effects in panel data models. Moreover, Machado and Silva
(2019) also add that this method can explain how the regressor affects the entire conditional
distribution. Therefore, this method can be adapted to provide estimates in cross-sectional
models with endogenous variables. Koengkan et al. (2020) reveal that his method is based
on moment conditions, not on conditional means, to identify the conditional means under
exogeneity and that it allows the identification of the exact structural quantile function.
Thus, given these advantages indicated by Koengkan et al. (2020) and Machado and Silva
(2019), this empirical investigation opted to use this methodological approach.

After briefly presenting the methodological approach and its advantages, it is time to
show the equation where the QvM is constructed. For this, Equation (1) is presented:

Yit = ai + X′
itβ +

(
δi + Z′

itγ
)
Uit , (1)

where
{ (

Yit, X′
it
)′} comes from a panel of n individuals i = 1, . . . , n over T periods, with

P
{

δi + Z′
itγ > 0

}
= 1. The parameters (α1, δi), i = 1, . . . , n, catch the individual i fixed-

effects, and Z is a k-vector of known differentiable (with probability 1) transformations
of the components of X, with the element l given by Zl = Zl(X), l = 1, . . . , k. The
sequence { Xit} is i.i.d., for any fixed I, and independent across t. Uit are i.i.d., across i
and t, statistically independent of Xit, and normalised to satisfy the moment condition
E(U) = 0 ∧ E(|U|) = 1 (e.g., Koengkan et al. 2020).
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Before estimating the model regression, it is advised to assess the statistical proprieties
of variables. Therefore, a battery of preliminary tests is applied (see Table 2 below).

Table 2. Preliminary tests.

Test Objective

Variance inflation factor (VIF) (Belsley et al. 1980) This test verifies the presence of multicollinearity
between the variables of the model.

Cross-section dependence (CSD) (Pesaran 2004) This test verifies the presence of cross-sectional
dependence (CSD) in model variables.

Panel unit root test (CIPS) (Pesaran 2007) This test verifies the presence of unit roots in the
model’s variables.

Hausman test
This test verifies the presence of heterogeneity, i.e.,

whether the panel has random effects (RE) or
fixed-effects (FE) in the model regression.

Indeed, after the regression of the QvM model, it is necessary to apply the post-
estimation tests to identify if the models are adequate. Table 3 below shows the post-
estimation tests that will be used in this empirical investigation.

Table 3. Post-estimation tests for the QvM model.

Post-Estimation Tests for the QvM Model

Test Objective

Wald test (Agresti 1990) This test verifies the global significance of the estimated models.
Notes: The authors created this table.

Stata Commands

After presenting the preliminary tests, the QvM model and the post-estimation test,
we must show the Stata commands we used in this empirical investigation. Table 4 below
shows the Stata commands used.

Table 4. Stata commands.

Preliminary Tests

Test Stata Command

Descriptive statistics of variables sum
Variance inflation factor (VIF) test vif

Cross-sectional dependence (CSD) test xtcd
Panel unit root test (CIPS) multipurt

Hausman test hausman (with the option, sigmamore)

QvM model
QvM xtqreg, quantile (0.25 0.50 0.75)

Post-estimation test
Wald test testparm

Indeed, the preliminary tests, model regression, and post-estimation tests will be
accomplished using Stata 17.0. The following section will show the results and discussions.

4. Results and Discussions

As previously explained, this section will present the results and the possible explana-
tions for the macroeconomic impact of the obesity epidemic on environmental degradation.
The preliminary tests indicated that the variables used have characteristics such as (i) low-
multicollinearity among independent variables (as shown in Table A1 in Appendix A);
(ii) cross-sectional dependence in the logs of variables (as shown in Table A2 in Ap-
pendix A); (iii) variables with orders of integration borderline I(0) and I(1) (as shown
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Table A3 in Appendix A); and (iv) the presence of panel fixed-effects (as shown Table A4
in Appendix A). This last result is significant because fixed effects are required in the QvM
model. Therefore, the fixed-effects estimator is the most suitable for accomplishing this
empirical analysis. Therefore, the empirical results of these tests are vital to identifying the
characteristics of the group of countries under study and the possible methodologies to
be applied.

The next step after the preliminary tests is to carry out the model regression. The 25th,
50th, and 75th quantiles were calculated to assess the non-linearities of the effect of the
obesity epidemic on environmental degradation. We utilised these quantiles to simplify the
exhibition of empirical results. Furthermore, we used several quantiles (e.g., 5th, 10th, 15th,
and others). It can be seen that there is no information loss, as all independent variables
pointed to the same effect of the dependent variable.

Moreover, a dummy variable was added to the model because, during the analysis, the
European countries suffered some shocks, such as economic and political. Indeed, if these
shocks are not considered, it could produce inaccurate results and misinterpretations during
model regression. Therefore, this empirical analysis added dummy variables that represent
these shocks. In the literature, the inclusion of dummy variables needs to follow the
following triple criterion of choice developed by Fuinhas et al. (2017). For example, (i) the
potential relevance of recorded economic and political events at the country level; (ii) the
occurrence of international events known to have disturbed the European countries; and
(iii) a significant disturbance in the estimated residuals. Therefore, the dummy variables
added to the model regression are IDEUROPE_2015 (Europe, the year 2015). The dummy
variables called “IDEUROPE_2015” represent a decrease in all countries’ GDP in the model.
This event was caused by the persistent effects of the European debt crisis (often also
referred to as the eurozone crisis or the European sovereign debt crisis (Koengkan and
Fuinhas 2021a). Table 5 below shows the QvM model regression results with the dummy
variable’s inclusion. The QvM model results without including the dummy variable can be
seen in Table A5 in Appendix A.

Table 5. QvM estimation (controlling for shocks).

Independent Variables

Dependent Variable (LogCO2)

Quantiles

25th 50th 75th

LogOBESE 1.2695 ** 1.2152 *** 1.1743 ***
LogEC 0.2568 *** 0.2942 *** 0.3225 ***

LogY_PC −0.5582 *** −0.6068 *** −0.6434 ***
LogUP 0.6176 * 0.5724 *** 0.5383 **

IDEUROPE2015 −0.1522 *** −0.0916 *** −0.0459 *
TREND −0.0343 *** −0.0332 *** −0.0324 ***

Obs 806 806 806

Notes: ***, ** and * denote statistically significant at the 1%, 5%, and 10% levels, respectively.

The QvM model regression results indicate that in the 25th, 50th and 75th quantiles,
the obesity epidemic, electricity consumption, and urbanisation process increase CO2 emis-
sions. That is, they encourage environmental degradation by increasing CO2 emissions.
Nevertheless, economic growth decreases emissions of CO2 in the European region. More-
over, the results from the QvM model also show non-linear behaviour. The estimated
coefficients values vary as we go up (or down) in the quantiles’ regression. Thus, the
empirical results answer the central question of our empirical investigation. Moreover, the
post-estimation tests (e.g., the Modified Wald test) indicate that the estimator of this study
is adequate (as shown in Table 6 below).
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Table 6. Post-estimation test.

Wald Test

Quantiles

25th 50th 75th

Chi2(3) = 78.33 *** Chi2(3) = 228.78 *** Chi2(4) = 325.10 ***

Notes: *** denotes statistically significant at the 1% level; H0 of Wald test: the coefficients for all variables are
jointly equal to zero.

After finding the positive effect of the obesity epidemic on environmental degradation,
it is necessary to ascertain whether the results found by the QvM model regression are
reliable and robust when we perform a change in the econometric method approach.
Indeed, this approach to finding if the model is robust or not was previously used by
Koengkan et al. (2020) and Fuinhas et al. (2017).

After identifying that the obesity epidemic encourages environmental degradation by
increasing CO2 emissions, the next step is to answer the following question: What is the
possible explanation for this phenomenon? One possible way of explaining this effect is
that the obesity epidemic is caused by the increased consumption of processed foods from
multinational food corporations, fast-food chains and multinational supermarket chains,
as well as the food production on farms, as indicated by some authors (e.g., Koengkan
and Alberto Fuinhas 2021b; Fox et al. 2019; Gerbens-Leenes et al. 2010; Popkin 1998). The
increased consumption of processed foods from multinational food corporations and farms
will positively affect energy consumption from non-renewable energy sources.

Another explanation for this phenomenon is related to the reduction of outdoor
activities, which exacerbates the problem of obesity. Consequently, this reduction will
encourage intensive motorised transportation, screen-viewing leisure activities, and the
use of home appliances, as indicated by some authors (e.g., Koengkan and Alberto Fuinhas
2021b; Bell et al. 2002; Sobal 2001). Indeed, Koengkan and Alberto Fuinhas (2021b) also
add that the increase in the use of home appliances and motorised transportation has
implications for the energy demand from fossil fuel energy sources, where the consumption
of these kinds of sources increases considerably.

Additionally, the positive impact of the obesity epidemic on CO2 emissions is also
indirectly related to economic growth, globalisation, and urbanisation. Therefore, the levels
of obesity have been related to increasing economic activity, where economic development
causes effects on dietary changes (e.g., Springmann et al. 2016). Indeed, the transition from
low to high income caused by this process tends to induce some individuals to consume
fatty and energy-dense foods of animal origin. Therefore, the increase in income contributes
to the rise in obesity levels, except in countries where home-produced food is predominant
(e.g., Roskam et al. 2010; Gerbens-Leenes et al. 2010).

The globalisation process also causes an increase in obesity by the dietary changes.
According to Popkin (1998), Fox et al. (2019), Koengkan and Alberto Fuinhas (2021b)
and Koengkan et al. (2021), the process of globalisation will contribute to the food chain
extension. As mentioned above, this extension will enable economies of scale in food
production processes. Consequently, the economies of scale in food production processes
will allow a diet rich in energy-caloric foods. Food consumption with high sugar and salt
contents is less expensive and accessible to lower-income classes. Moreover, the unhealthy
supply of processed foods is related to the increase in multinational food companies,
supermarkets, and fast-food chains caused by globalisation.

The urbanisation process also plays a role in the increase in the obesity problem. The
process of urbanisation allows better accessibility to food due to supermarkets, multi-
national supermarkets, and fast-food chains offering a ready supply of processed foods,
which consequently causes the decline of farm stands and open markets with healthier
foods (Reardon et al. 2003). This same process also exposes people to the mass media
marketing of food and beverages that influence traditional diets (Hawkes 2006). Moreover,
urbanisation increases car use and reduces walking or biking for transportation or leisure,
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contributing to obesity, and obesity increases car use. Moreover, all these explanations align
with the findings of Koengkan and Alberto Fuinhas (2021b). They found that economic
growth, globalisation, and urbanisation positively affect the overweight problem in the
European region. They consequently encourage energy consumption from non-renewable
energy sources and subsequently increase CO2 emissions/environmental degradation. Fur-
thermore, the explanations above align with the results from the complementary analysis
that this investigation carried out (as shown in Table A6, in Appendix A).

Indeed, the positive effect of electric power consumption on CO2 emissions could
be related to some factors highlighted in this empirical investigation. On the one hand,
it can be linked to electricity consumption in groups of not environmentally responsible
countries. Consequently, electricity generation from fossil fuels is linked with increases
in CO2 emissions. These findings may also signal that the panel of countries under study
could depend on fossil fuel sources for economic growth. On the other hand, it may be
linked to the inefficiency of renewable energy policies that stimulate the development and
consumption of renewable energy sources. Several authors have already found this impact
(e.g., Fuinhas et al. 2021; Ozcan et al. 2020; Muhammad et al. 2020; Adedoyin et al. 2020;
Koengkan and Alberto Fuinhas 2021b; Yazdi and Dariani 2019; Salahuddin et al. 2019;
Fuinhas et al. 2017).

However, the negative effect of economic growth on CO2 emissions could be related
to some factors highlighted in this empirical investigation. A justification for the negative
impact can be linked to a strong depression/recession affecting people’s consumption
behaviour. Accordingly, it affected energy-intensive sectors, electricity consumption, and,
finally, the emissions of CO2. A U-shaped relationship between economic growth and CO2
emissions could be another possible explanation for this negative impact. An increase
in economic growth initially leads to a decline in CO2 emissions levels, consequently
reaching a threshold. Indeed, economic activity intensifies environmental degradation.
Indeed, the country’s industrialisation increases pollution. The policies limiting the levels
of industrial pollution can be another explanation. Those policies promote the embracing
of environmentally friendly techniques and processes of production.

Consequently, environmentally friendly technologies were promoted, and this promo-
tion contributes to producing and consuming renewable energy by industries and families.
However, some authors found a negative impact on economic growth and CO2 emissions
(e.g., Koengkan and Alberto Fuinhas 2021b; Muhammad et al. 2020; Aye and Edoja 2017).

Moreover, the positive effect of urbanisation on CO2 emissions could be related to
increased urban populations, positively affecting the demand for energy from fossil fuel
energy sources, households, the transport sector and industries. Additionally, this positive
effect could be related to the low energy efficiency improvement caused by the slow
introduction of new energy technologies, low diversification of energy sources and low
environmental regulation efficiency. It encourages industries’ and families’ acquisition of
environmentally friendly technologies (Koengkan and Alberto Fuinhas 2021b). Figure 2
below summarises the effect of independent variables on the dependent variable.

This section showed the results from the primary model and the robustness check, the
possible explanations for the impact of the obesity epidemic on environmental degradation,
and a brief explanation of the impact of other variables. The next section will show the
conclusions of this experimental investigation.
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Figure 2. Summarization of the effect of the independent variables on the dependent variable.

5. Conclusions

This empirical investigation approached the macroeconomic effect of the obesity
epidemic on environmental degradation using CO2 emissions as a proxy in a panel of
thirty-one European countries from 1991 to 2016. As stated above, the QvM model was
used to carry out an empirical study. This study’s preliminary tests indicated that the
variables used have low-multicollinearity characteristics, cross-sectional dependence in
logarithms, and variables have I(0) or borderline I(1) order of integration, non-presence
cointegration between the variables, and also fixed-effects.

The QvM and fixed-effect models regression results show that the obesity epidemic,
electricity consumption, and urbanisation encourage environmental degradation by in-
creasing CO2 emissions. At the same time, economic growth decreases the emissions of
CO2 in the European region. Indeed, the post-estimation test results for the QvM model
indicate that this study’s estimator is adequate.

The obesity epidemic increases the environmental degradation problem in three ways.
First, the obesity epidemic is caused by increased consumption of processed foods from
fast-food and multinational supermarket chains and multinational food corporations.
The increase in food production will positively impact fossil fuel energy sources’ energy
consumption. Second, obesity reduces physical and outdoor activities, increasing the
intensive use of motorised transportation, home appliances, and screen-viewing leisure
activities, consequently increasing energy consumption from non-renewable energy sources.
Finally, a third possible way can be related indirectly to economic growth, globalisation, and
urbanisation. This empirical evidence leads to a supplementary research question: What
can be done to reverse the influence of the obesity epidemic on environmental degradation
in the European region?

Several initiatives need to be created to reduce the effect of the obesity epidemic on
environmental degradation. The first initiative is related to policies that reduce the sale of
foods with high calorie-energy close to schools; the second initiative is to create policies
that restrict the sale and consumption of unhealthy foods through taxation. Unhealthy
food will cost more with the introduction of taxes and, consequently, encourage healthier
foods. The third initiative is related to developing policies that encourage the generalised
practice of physical activity and its importance. The fourth initiative is related to reducing
lobbying by multinational food corporations through policies encouraging local producers.
Finally, the fifth and last initiative is associated with creating policies that encourage the
food sector to produce foods that are more healthy and have the least possible impact on
the environment.

However, this problem is not limited to reducing the obesity problem. It is necessary
to change production and consumption in the European region. Indeed, several initiatives
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have already been implemented to reduce the consumption of non-renewable energy in the
region. However, it is essential to do more to reverse this situation. For example, policy-
makers need to create more measures to reduce the barriers to products and technologies
that improve energy efficiency and produce green energy. This reduction could benefit
households and industries by acquiring renewable energy technologies and reducing these
products’ prices.

Regarding food production, it is necessary to introduce policies that encourage, (i) bet-
ter productivity, where the efficiency improvements can lead to a 33% reduction in land
use, a 12% reduction in water use, and a 16% reduction in production emissions; (ii) reduce
livestock emissions, where the increase in productivity and efficiency gains can reduce
land use, feed requirements, and GHG emissions per gallon of milk or pound of meat;
(iii) reduce the consumption of fertiliser, as the use of these substances emits nitrous oxide, a
potent greenhouse gas (the introduction of techniques including nitrification inhibitors can
replace applications of fertilisers); (iv) introduce renewable energy and energy efficiency
technologies supported by fiscal and financial instruments that help farmers gain access
to renewable energy and energy-efficient technologies; and (v) reduce waste and food
loss, with support of fiscal and financial instruments to help farmers to improve their
equipment and energy efficiency in farm buildings. In addition, these policies can reduce
the consumption of fossil fuels and emissions.

This study is a kick-off regarding the effect of the obesity epidemic on environmental
degradation and other aspects such as energy consumption, economic growth, and urbani-
sation. Therefore, this investigation is in the initial stages of maturation, which will supply
a solid foundation for second-generation research regarding this topic.

Limitations of the Study

As we already know, this empirical investigation is not free of limitations. Indeed,
the preliminary limitations of this empirical investigation stem from (i) the presence of
a short period. In this investigation we used the period between 1991 and 2016. Indeed,
this period was used due to data availability for the variable OBESE. Moreover, more time
is necessary to capture the dynamic effects of the variables OBESE, EC, Y_PC, and UP;
(ii) the inexistence of literature that approaches the macroeconomic effect of the obesity
epidemic on environmental degradation. The lack of this kind of literature makes difficult
the elaboration of deeper discussions regarding the results found; and (iii) the European
countries are firmly integrated and are mainly developed ones. This former characteristic
limits the generalisation of our results to diverse contexts.

The limitations mentioned above are usually found in investigations in their early
stages of maturation. Developing second-generation studies regarding this topic is essential
to overcoming these limitations. Despite the limitations in this investigation, this study
could draw meaningful conclusions.
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Appendix A

Table A1. VIF-test.

Dependent Variable (LogCO2)

In
de

pe
nd

en
t

va
ri

ab
le

s

LogOBESE 1.54 0.6487
LogEC 2.59 0.3863

LogY_PC 3.78 0.2644
LogUP 1.71 0.5832

LogGLOBA 3.39 0.2949

Mean VIF 2.60 <6

Table A2. Pesaran CD-test.

Variables CD-Test p-Value

D
ep

en
de

nt
va

ri
ab

le

LogCO2 91.88 0.000 ***

In
de

pe
nd

en
t

va
ri

ab
le

s

LogOBESE 109.22 0.000 ***
LogEC 61.94 0.000 ***

LogY_PC 99.91 0.000 ***
LogUP 24.62 0.000 ***

LogGLOBA 105.10 0.000 ***

Notes: *** denotes statistical significance at the 1% level; Ho for CD-test: cross-section independence.

Table A3. Panel Unit Root test (CIPS-test).

Variables

Panel Unit Root Test (CIPS) (Zt-Bar)

Without Trend With Trend

Lags Zt-Bar Zt-Bar

D
ep

en
de

nt
va

ri
ab

le
s

LogCO2 1 −5.400 *** 94.123 ***

In
de

pe
nd

en
t

va
ri

ab
le

s

LogOBESE 1 1.384 67.492
LogEC 1 −6.660 *** 84.082 **

LogY_PC 1 −1.774 ** 43.646 **
LogUP 1 43.899 101.639 ***

LogGLOBA 1 −2.531 *** 24.089 ***

Notes: *** and ** denote statistically significant at the 1% and 5% levels, respectively.

Table A4. Hausman test.

Dependent Variable (LogCO2)

In
de

pe
nd

en
t

va
ri

ab
le

s LogOBESE −2.0925 −1.8408 −0.2517 0.0639
LogEC 0.3207 0.2833 0.0374 0.0127

LogY_PC −0.7426 −0.7778 0.0352 0.0116
LogUP 1.6847 1.2572 0.4274 0.1125

Chi2 (4) 21.80 ***

Notes: *** denotes statistically significant at the 1% level.
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Table A5. QvM estimation without dummy variable.

Independent Variables

Dependent Variable (LogCO2)

Quantiles

25th 50th 75th

LogOBESE 1.4425 *** 1.3335 *** 1.2524 ***
LogEC 0.2597 *** 0.2929 *** 0.3176 ***

LogY_PC −0.5563 *** −0.5899 *** −0.6150 ***
LogUP 0.5592 * 0.5304 *** 0.5090 ***

TREND −0.0371 *** −0.0354 *** −0.0341 ***

Obs 806 806 806

F/Wald test chi2(3) = 91.30 *** chi2(3) = 249.03 *** chi2(3) = 206.52 ***

Notes: *** and * denote statistically significant at the 1% and 10% levels, respectively.

Table A6. QvM estimations (complementary analysis).

Independent Variables

Dependent Variable (LogOBESE)

Quantiles

25th 50th 75th

LogGLOBA 0.2397 *** 0.2439 *** 0.2494 ***
LogY_PC 0.0905 *** 0.0855 *** 0.0792 ***

LogUP 0.9900 *** 0.9978 *** 1.0076 ***
LogEC 0.0641 *** 0.0637 *** 0.0631 ***

Obs 829 829 802

F/Wald test chi2(3) = 1182.55 *** chi2(4) = 7155.18 *** chi2(4) = 3313.36 ***

Dependent variable (LogEC)

LogOBESE 0.4711 ** 0.8690 *** 1.2596 ***
LogGLOBA 0.3514 *** 0.0742 −0.1979

LogY_PC 0.1997 *** 0.1481 *** 0.0975 *
LogUP 0.8091 ** 0.6018 ** 0.3983 *

Obs 829 829

F/Wald test chi2(4) = 361.24 *** chi2(4) = 204.63 *** chi2(4) = 61.24 ***

Dependent variable (LogY_PC)

LogOBESE 0.9484 ** 1.0261 *** 1.0847 ***
LogGLOBA 1.3978 *** 1.1282 *** 0.9248 ***

LogEC 0.0590 0.1387 0.1988 ***
LogUP −1.3186 *** −1.3223 *** −1.3251 ***

Obs 829 829 829

F/Wald test chi2(4) = 156.71 *** chi2(4) = 524.13 *** chi2(4) = 762.55 ***

Dependent variable (LogUP)

LogOBESE 0.4266 *** 0.4318 *** 0.4365 ***
LogGLOBA −0.0500 *** −0.0663 *** −0.0809 ***

LogY_PC −0.0495 *** −0.0475 *** −0.0456 ***
LogEC 0.0185 ** 0.0197 *** 0.0208 ***

Obs 829 829 829

F/Wald test chi2(4) = 339.41 *** chi2(4) = 606.57 *** chi2(4) = 318.66 ***

Dependent variable (LogGLOBA)

LogOBESE 0.7550 *** 0.6667 *** 0.5971 ***
LogY_PC 0.2737 *** 0.2609 *** 0.2507 ***

LogEC 0.0047 0.0188 0.0298
LogUP −0.4515 ** −0.4161 *** −0.3882 ***

Obs 829 829 829

F/Wald test chi2(4) = 559.54 *** chi2(4) = 1257.30 *** chi2(4) = 827.28 ***

Notes: ***, ** and * denote statistically significant at the 1%, 5%, and 10% levels, respectively.
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Abstract: Following the publication of the 2011 United Nations Environment Programme (UNEP)
Green Economy Report, the UNWTO published the Tourism in the Green Economy report as clear
evidence of the tourism sector’s growing influence on green economy. This paper provides the
first narrative review on green tourism economy based on all available published research. The
paper synthesizes existing knowledge, reviews responses and initiatives on green tourism, and
suggests future research and methodological approaches to help advance this field. The Scopus
and WoS databases were used for the bibliometric study. The results are structured into three
sections—challenges, opportunities, and enabling conditions—which comprehensively cover the
main themes.

Keywords: green economy; tourism; sustainable development; hospitality; energy

1. Introduction

The 1992 United Nations (UN) Conference on Environment and Development held
in Rio de Janeiro formally adopted the sustainable development concept that the 1987
Brundtland Commission Report defined as “development that meets the needs of the
present without compromising the ability of future generations to meet their own needs”
(Brundtland and Khalid 1987). Twenty years later, the UN’s Rio+20 conference drew
attention to the green economy approach, or more precisely, how economies can achieve
“green growth” to transition away from business as usual, take action to end poverty,
address environmental destruction and build a bridge to a sustainable future (Barbier 2012).
The green economy concept that has entered the mainstream of policy debates does not
replace that of sustainable development but rather encompasses it, expressing the need for
the right economy to achieve sustainable development (Loiseau et al. 2016; UNEP 2011).
Green economy is an umbrella concept that includes elements from areas such as circular
economy and bioeconomy. Some of the most cited articles in the field of green economy are
included in the category of bioeconomy, for example, D’Amato et al. (2017), which to date,
is cited 327 times. Specifically, circular economy and bioeconomy focus on resources, while
the green economy encompasses all processes and incorporates the social dimension, for
example, aspects relating to local communities and ecotourism.

Tourism could significantly drive global economic growth. Before the COVID-19
pandemic, in 2019, travel and tourism was one of the world’s largest sectors, accounting
for 10.4% of the global GDP (USD 9.2 trillion), 10.6% of all jobs (334 million), and was
responsible for creating one in four of all new jobs across the world (WTTC 2021). Moreover,
the transversal nature and connection of tourism with many sectors in the destinations
where it operates, and its global scope, mean that changes in tourism practices towards
greening may have significant effects beyond the direct and immediate impact on tourism.

“Tourism in the green economy refers to tourism activities that can be maintained,
or sustained, indefinitely in their social, economic, cultural, and environmental contexts:
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sustainable tourism” (UNWTO 2012). Sustainable tourism is not a particular form of
tourism; rather, all forms of tourism can strive to address this approach, taking into account
the needs of visitors, industry, the environment and host communities (OECD 2020).

There is growing recognition of the tourism sector’s potential contribution to the green
economy through more sustainable practices, climate change mitigation and ecotourism
(Reddy and Wilkes 2015). Greening tourism involves policies and programmes that take
into account not only tourists’ expectations for the responsible management of natural
resources but also the needs of the communities that tourism schemes support or affect.
Therefore, sustainable tourism aims to increase efficiency in the use and conservation of
energy, to minimize waste and to increase awareness and support for the sustainable use of
natural resources such as water, to conserve biodiversity, cultural heritage and traditional
values, and to generate local income and strengthen local communities with a view to
improving livelihoods and reducing poverty (UNWTO 2012).

The contribution and influence of the tourism industry on the green economy is
gaining attention from academics, practitioners and policymakers. In this sense, research
and the scientific literature have produced a substantial and growing body of knowledge
about tourism in the green economy that highlights the challenges and opportunities that
open up to the green economy and its specific applications.

In this context, this paper examines and evaluates the existing literature on tourism
in the green economy. Through a systematic literature review, 327 articles from the Web
of Sciences (WoS) and Scopus databases are analysed and synthesized into an integrative
framework that links the green economy of tourism with its background and consequences.
The bibliometric analysis and the narrative review that is carried out on the articles in the
sample offers a twofold contribution. First, it provides scholars and practitioners with a
synthesis of the state of the art of the issue, in which the main lines of knowledge and the
development towards greener tourism are indicated. Second, it helps to identify gaps and
research directions that academics need to address in order to further develop the existing
body of knowledge on tourism in the green economy.

2. Methodology

This paper aims to analyse academic and scientific research on tourism in the green
economy. Figure 1 shows the steps of the data collection procedure for articles on green
tourism economy (GTE) in the Scopus and WoS databases. Publications other than the
articles such as book chapters and conference proceedings were not included in the study
with the aim of analysing the most relevant works published in high-impact journals. All
articles published and accepted in print proof from 1990 to 2022 were collected. A search
with the string of words “green tourism economy” in the titles, abstracts and keywords
yielded 238 articles on Scopus and 397 on WoS. After eliminating duplications, the total
sample amounted to 327 works. The 327 papers have been published in 159 journals.
Most of the articles found were published after 2010, which shows the novelty of the topic
(see Table 1).

Data analysis follows two methods: (1) bibliometric analysis for which the variables
of keywords and abstracts have been considered; and (2) analysis of deductive content
applied to the articles’ titles, abstracts and keywords and analysis of correlation of the
most studied topics. The analysis process involved two main steps: developing a coding
matrix and coding the data into the categories of the matrix. Words were adopted as the
unit of record, and frequency was the main enumeration rule for coding. QSR NVivo 11
was used in the analysis process. Finally, an analysis of intraclass correlation coefficient
(ICC) was performed using the Pearson ρ statistic. This coefficient is used as the probability
of establishing a linear equation between two variables; for each unit change in one of
them, a correlative unit change in the other is expected, without taking into account either
the variables’ magnitude or the measurement scale (Zhou et al. 2016). The ICC exists to
quantify the concordance between different measurements of a numerical variable and
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extends its use to cases where more than two observations per subject are available. It
indicates the reliability of a single measurement determined by the following expression:

ρ =
Var (π)

Var (π) + Var (ε)
(1)

The ICC values can range from 0 to 1 so that the maximum possible agreement
corresponds to a value of ICC = 1. The ICC = 0 value is obtained when the observed
concordance is equal to that which would occur only by chance.

 
Figure 1. The data collection steps.

Table 1. Search performed in Scopus and WoS to delimit the study sample.

Scopus WoS

Year Articles % Articles %

2022 13 5.5% 14 3.5%
2021 42 17.6% 91 22.9%
2020 28 11.8% 66 16.6%
2019 14 5.9% 47 11.8%
2018 24 10.1% 42 10.6%
2017 20 8.4% 32 8.1%
2016 18 7.6% 25 6.3%
2015 17 7.1% 25 6.3%
2014 10 4.2% 14 3.5%
2013 9 3.8% 9 2.3%
2012 8 3.4% 8 2.0%

1991–2011 35 14.7% 24 6.0%
Total 238 397
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3. Results

First, the most productive journals on the subject under study are analysed. Ten
journals published more than five articles, with Sustainability standing out from the others
with 36 articles on GTE. Of the group of the 10 most productive journals, 4 of them are
included in the journal citation reports (JCR), all included in the second or first quartile of this
ranking (see Table 2). Regarding publishers, only MDPI has two journals in this top ten.

Table 2. Journals with the largest number of publications in the area of study.

# Journals Cite Score Cuartil Articles Category Editorial

1 Sustainability 3.251 Q2 (JCR) 36
Environmental studies;
Green and sustainable
science and technology

MDPI

2 Environmental Science
and Pollution Research 0.85 Q2 (SJR) 13 Environmental science Springer Science

+ Business Media

3
International Journal of
Environmental Research

and Public Health
3.390 Q2 (JCR) 11

Public, environmental and
occupactional health;

Environmental sciences
MDPI

4 Journal of Cleaner
Production 1.94 Q1 (SJR) 11

Business, management and
accounting; Energy;

Engineering;
Environmental science

Elsevier Ltd.

5 Journal of Sustainable
Tourism 7.968 Q1 (JCR) 10

Hospitality, leisure, sport
and tourism; Green and
sustainable science and

technology

Taylor and
Francis Ltd.

6
Monthly Notices of the

Royal Astronomical
Society

2.06 Q1 (SJR) 7
Earth and planetary

sciences; Physics and
astronomy

Oxford
University Press

7 Fresenius Environmental
Bulletin 0.18 Q4 (SJR) 6 Environmental science Parlar Scientific

Publications

8 Astronomy Astrophycs - - 5 -

9 Tourism Economics 4.438 Q1 (JCR) 5 Economics; Hospitality,
leisure, sport and tourism

SAGE
Publications Inc.

10
Journal of Environmental

Management and
Tourism

0.3 Q3 (SJR) 5

Business, management and
accounting; Economics,

econometrics and finance;
Environmental science

ASERS
Publishing House

The authors, affiliations and countries with the most works in the sample are anal-
ysed (Table 3), as well as the most repeated keywords (Figure 2). Regarding the authors,
Tsai, S. B. (China) and Walker, A. R. (United Kingdom) are the most productive, pub-
lishing five articles each. Research is highly fragmented regarding authors’ affiliations;
for example, the academic institutions with the highest number of published papers are
University of California System (16 papers), University of Illinois System (13), University
of Illinois Urbana–Champaign (13), Chinese Academy of Sciences (12) and University of
Johannesburg (12). Regarding territory, China stands out in research on tourism in the
green economy, with 32.1% of articles published, followed by the United States, with 25% of
publications. The next countries in the ranking are England, Spain, Germany and Australia,
all with more than 30 papers published (Figure 2).
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Table 3. Ranking of authors and affiliations with more publications on GTE.

Authors No. Articles Affiliation No. Articles

Tsai, S. B. 5 University of California System 16
Woosnam, K. M. 5 University of Illinois System 13

Law, A. 4 University of Illinois Urbana–Champaing 13
Chien, F. S. 4 Chinese Academy of Sciences 12

Filimonau, V. 4 University of Johannesburg 12
Lee, C. H. 4 Max Planck Society 11

Le, X. 4 University of London 11
Lipman, G. 4 Texas A&M University College Station 10

Texas A&M University System 10
University of California Berkeley 10

University System of Georgia 10

 

Figure 2. Ranking of countries/regions with the highest number of publications on GTE.

Table 4 shows the 10 most cited articles in the study area, with a brief summary of
each, and the number of citations received at the time of writing.
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Table 4. Ten most cited articles on GTE.

Article Summary Cites

Smetacek, V., & Zingone, A. (2013). Green and golden
seaweed tides on the rise. Nature, 504(7478), 84–88.

Sudden beaching of huge seaweed masses smother the
coastline. These ‘seaweed tides’ can harm tourism-based

economies or disrupt traditional artisanal fisheries.
Harvesting the macroalgae, a valuable raw material, before

they beach could well be developed into an
effective solution.

417

D’Amato, D., Droste, N., Allen, B., Kettunen, M., Lähtinen,
K., Korhonen, J., . . . & Toppinen, A. (2017). Green, circular,

bio economy: A comparative analysis of sustainability
avenues. Journal of Cleaner Production, 168, 716–34.

This article comprehensively analyses the diversity within
and between the concepts of Circular Economy, Green

Economy and Bioeconomy. The results are drawn from a
bibliometric review of almost two thousand scientific

articles published within the last three decades.

327

Kang, K. H., Stein, L., Heo, C. Y., & Lee, S. (2012).
Consumers’ willingness to pay for green initiatives of the

hotel industry. International Journal of Hospitality
Management, 31(2), 564–72.

This paper examines hotel guests’ willingness to pay a
premium for environmentally friendly and sustainable
practices of the U.S. hotel industry. Guests with higher

degrees of environmental concerns declare a higher
willingness to pay premiums for hotels’ green initiatives.

311

Hjalager, A. M. (1996). Agricultural diversification into
tourism: Evidence of a European Community development

programme. Tourism Management, 17(2), 103–11.

This article discusses the impact of rural tourism on
agricultural holdings. It is shown that the financial returns
most often do not measure up either to the expectations of

the politicians or to that of the farmers.

169

Pham, N. T., Tučková, Z., & Jabbour, C. J. C. (2019).
Greening the hospitality industry: How do green human
resource management practices influence organizational
citizenship behavior in hotels? A mixed-methods study.

Tourism Management, 72, 386–99.

Drawing on Ability-Motivation-Opportunity theory, this
study develops and tests direct and interactive effects of

green human resource management practices on
organizational citizenship behavior for the environment

131

Hens, L., Block, C., Cabello-Eras, J. J., Sagastume-Gutierez,
A., Garcia-Lorenzo, D., Chamorro, C., . . . & Vandecasteele,

C. (2018). On the evolution of “Cleaner Production” as a
concept and a practice. Journal of Cleaner Production,

172, 3323–33.

This paper provides a review of essentials that contributed
to the fundamental changes in “Cleaner Production” (CP).
The links between CP and green and circular economy are
indicated, and CP for sustainable tourism is discussed in

more detail.

102

Prideaux, B., Thompson, M., & Pabel, A. (2020). Lessons
from COVID-19 can prepare global tourism for the

economic transformation needed to combat climate change.
Tourism Geographies, 22(3), 667–78.

For the tourism industry to thrive in a post-COVID-19
world, it must look beyond the temptation of adopting

strategies based on a return to the pre-pandemic normal of
the past and instead seek to understand how it should
respond to the emerging transformation of the global

economy to carbon neutrality.

91

Cazcarro, I., Hoekstra, A. Y., & Chóliz, J. S. (2014). The water
footprint of tourism in Spain. Tourism Management,

40, 90–101.

This study complements the water footprint estimations for
Spain, incorporating insights of the process analysis and

input–output analysis. The virtual water trade of
agricultural and industrial products is evaluated, but also of

services, especially through tourism.

67

Park, E., & Boo, S. (2010). An assessment of convention
tourism’s potential contribution to environmentally

sustainable growth. Journal of Sustainable Tourism,
18(1), 95–113.

This research assesses the current environmental position of
the convention industry in the U.S. and formulates
suggestions for future direction in regard to “green”

concepts by examining behavioral intentions of three
groups: convention attendees, meeting planners, and

convention suppliers.

64

Duffy, R. (2015). Nature-based tourism and neoliberalism:
Concealing contradictions. Tourism Geographies,

17(4), 529–43.

This paper examines the claims around tourism as ‘green
economy’ can produce environmentally sustainable

economic growth. It is discussed how nature-based tourism,
simultaneously produces and conceals the contradictions

of capitalism.

63
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It is also interesting to identify the keywords most commonly used in order to obtain
information on research areas related to GTE (Figure 3). “Tourism” is the most common key-
word, followed by “economy” and “sustainable/sustainability”, as well as “management”,
“environment” or “energy”, which are terms closely linked to the subject of study.
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Figure 3. Most common keywords in research on GTE.

After a frequency analysis of the words in the titles of the total sample, it is observed
that the main terms used are the same as in the keywords: tourism, green, economy,
development, sustainable and environmental (Figure 4). Therefore, to obtain more detailed
information on the subject, a content analysis of the articles’ abstracts by the most prolific
authors in this area is carried out (Table 5). Thus, we found that, regarding tourism in the
green economy, the main topics studied focus on the following.

• Reducing energy consumption and carbon emissions in the logistics chain (air and rail
transport).

• The importance of including green development in rural and mountain development
policies.

• Analysis of the local population’s perception of tourism, tourist rental housing and
economic advantages/disadvantages that tourism brings to destinations.

• Analysis of tourists’ perceptions of hotel chains implementing green measures.
• Transformation of tourism towards green economies, both in rural areas and in small

and large tourism enterprises.
• Waste management in hotel chains and tourist destinations.
• Transition to a green economy in the tourism sector as well as supporting decision-

making.
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Figure 4. Word cloud of the articles’ titles in the sample.

Table 5. Content analysis of the articles of the most prolific authors on the subject under study.

Author Topics

Tsai, S. B.
Air transport, energy conservation, emission reduction, local economy,
economic revenues, carbon emissions, energy consumption in logistics,

high-speed rail network, supply chain.

Woosnam, K. M.
Perception of the local community about tourism, advantages and

disadvantages, economic and non-economic factors in the perception of
tourism, residents’ perceptions about the holiday rental business.

Law, A.
Green economy in tourist destinations, economic crisis in rural areas,

analysis of economic indicators in rural areas, transformation of tourism
towards green economy.

Chien, F. S.

Economic growth and carbon emissions, role of human capital, green
energy and economic growth, fiscal policies and energy efficiency,
environmental awareness, barriers to green economy in small and

medium-sized enterprises.

Filimonau, V. Tourism growth and waste management, energy conservation in large
hotels, food and waste management

Lee, C. H. Development plans in mountain villages, waste management,
sustainable production.

Le, X. Guests’ perceptions of green practices in hotels.

Lipman, G. Transition to green economy, green economy as part of tourism
management, green growth as support for tourism decision-making.

A more detailed analysis of keywords is also carried out, focusing on those that show
some link with the green economy and tourism (Table 6). Thus, in addition to the word
“tourism”, the themes that have attracted the greatest interest in this field are “develop-
ment”, “sustainability”, “rural areas”, “economic growth”, “energy use and consumption”,
“carbon consumption”, “governance”, “hotel business” and “green economic development
in urban areas”, among others.

Finally, once the topics most studied in GTE were identified, possible correlations or
thematic associations between them were analysed. This methodology has been applied in
previous research in other areas of economics (Porte et al. 2018). After applying Pearson’s
ρ statistic, the results closest to 1 indicate the strongest correlations (see Table 7). It is
observed that the works dealing with tourism are about green, economy and environment.
Articles that explicitly address the subject of green also explore tourism and energy. Articles
focusing on rural areas address carbon emissions, management, energy consumption and
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ecosystems. In addition, one of the concerns of hotel management is the environment.
Figure 5 shows graphically the thematic correlations of the different areas of study.

Table 6. Frequency analysis of keywords linked to tourism in the green economy (n = 2288). Ranking
of words with frequency greater than 7.

Rank Keyword Frequency Rank Keyword Frequency

1º tourism 143 23º change 11

2º green 136 24º system 11

3º economy 61 25º industry 11

4º development 54 26º climate 11

5º sustainable 50 27º blue 10

6º environmental 37 28º analysis 10

7º sustainability 26 29º circular 9

8º rural 23 30º city 9

9º economic 22 31º innovation 9

10º environment 18 32º conservation 8

11º growth 17 33º land 7

12º carbon 17 34º impact 7

13º management 16 35º emissions 7

14º energy 16 36º waste 7

15º services 15 37º resources 7

16º ecological 14 38º data 7

17º eco 14 39º panel 7

18º hotel 14 40º marketing 7

19º urban 14 41º tourist 7

20º ecosystem 14 42º renewable 7

21º ecotourism 13
43º index 7

22º model 12

Table 7. Correlations between the most common research topics in GTE.

T G EC DE SU EN SUST RU ECO ENV GRO CAR MAN ENE SER ECOL HO UR ECOS ECOT

T 1.00 1.00 1.00 0.99 0.96 1.00 0.97 0.98 0.97 0.96 0.94 0.97 0.99 0.99 0.98 0.98 0.96 0.97 0.97 0.61
G 1.00 1.00 0.99 0.99 0.94 0.99 0.97 0.99 0.98 0.94 0.94 0.98 1.00 1.00 0.99 0.99 0.94 0.99 0.99 0.56

EC 1.00 0.99 1.00 0.99 0.98 1.00 0.97 0.96 0.96 −0.06 0.93 0.95 0.97 0.97 0.96 0.97 0.98 0.95 0.95 0.67
DE 0.99 0.99 0.99 1.00 0.95 0.99 0.99 0.97 0.93 0.93 0.98 0.96 0.97 0.97 0.97 0.97 0.93 0.97 0.97 0.55
SU 0.82 0.94 0.98 0.95 1.00 0.97 0.97 0.88 0.91 0.99 0.89 0.86 0.90 0.90 0.89 0.90 0.99 0.87 0.87 0.77
EN 0.96 0.99 1.00 0.99 0.97 1.00 0.97 0.97 0.96 0.96 0.94 0.96 0.98 0.98 0.97 0.98 0.97 0.96 0.96 0.64

SUST 0.97 0.97 0.97 0.99 0.97 0.97 1.00 0.95 0.89 0.89 0.99 095 0.95 0.95 0.96 0.94 0.89 0.96 0.96 0.48
RU 0.98 0.99 0.96 0.97 0.88 0.97 0.95 1.00 0.97 0.89 0.93 1.00 1.00 1.00 1.00 1.00 0.89 1.00 1.00 0.47

ECO 0.97 0.98 0.96 0.93 0.91 0.96 0.89 0.97 1.00 0.95 0.84 0.96 0.98 0.98 0.97 0.98 0.95 0.95 0.95 0.64
ENV 0.96 0.94 −0.06 0.93 0.99 0.96 0.89 0.89 0.95 1.00 0.83 0.87 0.91 0.91 0.89 0.91 1.00 0.86 0.86 0.82
GRO 0.94 0.94 0.93 0.98 0.89 0.94 0.99 0.93 0.84 0.83 1.00 0.93 0.92 0.92 0.93 0.91 0.83 0.95 0.95 0.39
CAR 0.97 0.98 0.95 0.96 0.86 0.96 0.95 1.00 0.96 0.87 0.93 1.00 0.99 0.99 1.00 0.99 0.87 1.00 1.00 0.43
MAN 0.99 1.00 0.97 0.97 0.90 0.98 0.95 1.00 0.98 0.91 0.92 0.99 1.00 1.00 1.00 1.00 0.92 0.99 0.99 0.52
ENE 0.99 1.00 0.97 0.97 0.90 0.98 0.95 1.00 0.98 0.91 0.92 0.99 1.00 1.00 1.00 1.00 0.92 0.99 0.99 0.52
SER 0.98 0.99 0.96 0.97 0.89 0.97 0.96 1.00 0.97 0.89 0.93 1.00 1.00 1.00 1.00 1.00 0.90 1.00 1.00 0.47
ECO 0.98 0.99 0.97 0.97 0.90 0.98 0.94 1.00 0.98 0.91 0.91 0.99 1.00 1.00 1.00 1.00 0.92 0.99 0.99 0.53
HO 0.96 0.94 0.98 0.93 0.99 0.97 0.89 0.89 0.95 1.00 0.83 0.87 0.92 0.92 0.90 0.92 1.00 0.87 0.87 0.81
UR 0.97 0.99 0.95 0.97 0.87 0.96 0.96 1.00 0.95 0.86 0.95 1.00 0.99 0.99 1.00 0.99 0.87 1.00 1.00 0.42

ECOS 0.97 0.99 0.95 0.97 0.87 0.96 0.96 1.00 0.95 0.86 0.95 1.00 0.99 0.99 1.00 0.99 0.87 1.00 1.00 0.42
ECOT 0.61 0.56 0.67 0.55 0.77 0.64 0.48 0.47 0.64 0.82 0.39 0.43 0.52 0.52 0.47 0.53 0.81 0.42 0.42 1.00

T: tourism; G: green; EC: economy; DE: development; SU: sustainable; EN: environmental; SUST: sustainability;
RU: rural; ECO: economic; ENV: environment; GRO: growth; CAR: carbon; MAN: management; ENE: energy;
SER: services; ECOL: ecological; HO: hotel; UR: urban; ECOS: ecosystem; ECOT: ecotourism.
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Figure 5. Main thematic correlations in the area of study.

4. Discussion and Conclusions

After the bibliometric study, a narrative review was carried out based on the 327 arti-
cles published on GTE. We explain the existing knowledge on the subject and discuss the
findings presented in the most recent research work. We can group the articles that have
addressed the topic into three broad areas.

The first group of articles address the contribution and interaction of tourism with
the green economy as a real challenge. The role of tourism in the green economy is in
its early stages, and consequently, research in this area is still very recent. For example,
about 80% of the sample articles in this study were published between 2015 and 2022. The
tourism industry faces a number of challenges that it must address to move towards a green
economy. Some of these challenges are common to other productive areas, such as energy
consumption, waste management and carbon emissions, but others are clearly specific to
the tourism sector, such as those related to passenger transport or the management and use
of natural resources.

The second group of articles that have been identified in the narrative review addresses
the opportunities for green economy commitments, both for the tourism sector itself and for
strengthening the roadmap to a green economy in general. In this sense, the global scope of
the tourism sector and its transversal nature makes it an enabler for others in transforming
the economy and the green transition. Conversely, a significant number of studies address
the potential of the green economy applied to tourism for social development and ultimately
for sustainable development of local communities. For example, 28.4% of the studies in
the sample address the sustainable development as one of the main issues. Many of these
studies (13.1% of the articles) focus on the rural context, thus pointing out the opportunities
for rural tourism companies to adopt green economy practices.

The third largest group of articles are those regarding issues related to the enabling
elements or conditions for implementing the green economy in tourism. In this respect, the
papers emphasize the involvement and commitment of multi-stakeholders, for example,
tourists’ perceptions and their involvement in using green actions, cooperation structures
between the different actors, the use of quality certification, governance measures, legal
and planning aspects and in general, all types of policies aimed at the main objective of
establishing a green economy in the tourism sector. In this sense, the practical attitude of
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the research is evident; for example, 43% of the articles analysed contain policy proposals
of various kinds—fiscal, legal, financial and social.

Below we carry out a more detailed analysis of these three fields.

4.1. Challenges

Five key challenges have been identified for tourism to meet the proposed objectives
of a green economy. These challenges directly relate to the natural environment, and given
the strong human behaviour component of tourism, the different possibilities for social
interaction will bring benefits or potential damage to terrestrial and marine biodiversity.
These challenges are as follows:

1. energy consumption and treatment and adopting renewable energy sources;
2. studies related to greenhouse gas (GHG) emissions and the main role of tourism in

the passenger transport industry;
3. efficient waste management;
4. excessive water consumption; and
5. emerging risks and vulnerabilities climate change causes.

Energy consumption and treatment is a key issue within the challenges of the green
economy in tourism. Energy is a relevant concept in about 35% of the articles in the
sample. Specifically, the concepts of “energy consumption”, “renewable energy”, “energy
conservation” and “energy efficiency” are addressed in 11.6% of the articles. Numerous
articles address the challenge of saving and conserving energy in tourism, which is closely
related to the analysis of carbon emissions and low-carbon technology schemes (Lu et al.
2018; Ma et al. 2022; Salehi et al. 2021). Energy saving analyses are applied both at the
general level and in specific areas such as rural areas (Dzhusibalieva et al. 2016; Majdak
and de Almeida 2022; Llinàs et al. 2021; Li et al. 2005). In general, green energy plays a
leading role in transitioning to a green economy (Potts et al. 2019), particularly in tourist
destinations in emerging economies (Tazikhina et al. 2022; Huang et al. 2021). Several
articles study various initiatives in the adoption of renewable energy sources (Khan et al. 2022;
Janjua et al. 2021; Lucrezi and Saayman 2017); with 102 citations, Hens et al. (2018) authored
the most cited articles in the area. On the demand side, the behaviour of energy consumption
is also a frequently analysed aspect (Ohajionu et al. 2022), with specific studies carried out on
energy consumption during the COVID-19 pandemic (Strielkowski et al. 2021).

As we have mentioned, energy conservation analyses are closely related to studies
of carbon emissions. Data on GHG emissions from tourism was identified as one of the
critical gaps (Law et al. 2016, 2017). In this sense, it is worth highlighting the studies on the
effects of tourism development and green innovation on economic growth (Ghosh 2022;
Razzaq et al. 2021; Deng et al. 2020). Tourism’s main role in transport and the problems of
mobility and infrastructure resulting from the intense international flow of passengers is
also one of the outstanding challenges the research addresses (Scorza and Fortunato 2021;
Sharif et al. 2020; Salvino et al. 2018). A number of papers address CO2 emissions related to
traffic and transport (Lee et al. 2018; Ma et al. 2022) and cruise tourism (Ye et al. 2019).

Several studies explore mass tourism’s responsibility for polluting nature reserves
and coastal areas and the damage it causes to biological and marine ecosystems. In this
sense, efficient waste management is one of the main challenges to face (Mena-Nieto et al.
2021; Voukkali et al. 2021); this problem is more evident in developing countries, which
are highly dependent on tourism (Manomaivibool 2015; Filimonau and Tochukwu 2020).
Catering businesses face the problem of food waste management; several studies analyse
the determinants of consumers and suppliers’ food waste mitigation (Filimonau et al. 2019,
2020). Another major challenge is managing excessive water consumption. Tourism is
often a water-intensive sector (Mimbs et al. 2020; Hause 2016) with an important water
footprint (Cazcarro et al. 2014). Managing water conservation and preservation is present
in recent studies (Torres-Bagur et al. 2020; Gabarda-Mallorquí et al. 2018).

Finally, the studies analysed address the emerging risks and vulnerabilities climate
change causes. The anthropogenic origin of GHG emissions places tourism as an important
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sector regarding its effect on nature and biodiversity, and the potential risks to society and
local ecosystems (Lee et al. 2018; Karani and Failler 2020; Cashman et al. 2012). Regarding
adaptation, economic policies and the development of management plans should help to
provide the most exposed stakeholders with the tools to minimise threats and capitalise on
opportunities in a sustainable way in the three areas—economic, social and environmental
(Prideaux et al. 2020; Pearce and Schott 2010; Olcina Cantos and Vera-Rebollo 2016).

4.2. Opportunities

There is a very close relationship between the green economy and the concept of
sustainable development, which incorporates aspects of ecological, social and economic
development that do not harm the biological diversity and environmental quality of the
tourist destination and the socio-cultural fabric of the host community (UNWTO 2012).
In line with the green economy approach, gains from using protected areas should be
reinvested in local livelihoods and employment (Catibog-Sinha 2015).

The tourism industry is a favourable sector for proposing the change to a green
economy, and it can even be considered as a standard bearer of the transition process in
search of wellbeing opportunities and possibilities for sustainable development (Prideaux
et al. 2020; Arnedo et al. 2021; McKinley et al. 2019; Sevastiyanov et al. 2014; Law et al.
2012; Mestanza-Ramón et al. 2019). Green tourism can ensure viable long-term economic
operations in host communities in ways that bring wealth to all stakeholders and that
socio-economic benefits are fairly distributed. This implies stable employment, income-
generating opportunities and social services that contribute to poverty alleviation. The
closed loop perspective applied to community-based tourism has a strong potential to
facilitate the transformation towards a green economy as closed loop systems can lead to
significant efficiencies in production and sustainable consumption of resources.

Numerous studies in the area of tourism in different locations focus on the efforts
to be made in the process of transitioning to a green economy (Sharif et al. 2020; Ahmad
et al. 2020; Pongsakornrungsilp and Pongsakornrungsilp 2021; Pimonenko et al. 2021). This
transformation is not straightforward and requires a number of challenges for tourism
stakeholders. Various articles propose how to reconcile the vocation of tourism’s continuous
growth with the strengthening towards an economy of sustainable development. In this
sense, there is a need for a much more radical change (Law et al. 2016; Stroebel 2015;
Denona Bogovic and Grdic 2020; Hein 2014).

The term sustainability is found in the topic of 55% of the sample studies (title, abstract
and keywords), and the concept “sustainable development” is in 28.3% of the articles. The
focus on the economy is clearly seen as an opportunity for social development, as evidenced
by the abundant number of studies focusing on local communities in various world regions.
Specifically, the number of studies carried out in rural areas and oriented towards poverty
alleviation is relevant (Drăgoi et al. 2017; Hoefle 2016; de Sousa and Kastenholz 2015; Anand
et al. 2012; Hashimoto and Telfer 2010; Ye et al. 2003; Holm et al. 2013).

4.3. Enabling Conditions

Realising tourism’s potential in the green economy requires a number of enabling
mechanisms that provide appropriate instruments for achieving sustainable development.
Government administrations’ involvement through implementing development plans and
strategies is key in this process. In this area, the narrative review highlights the importance
of studies on green governance, planning and roadmap strategy design (Law et al. 2016;
Koide and Akenji 2017; Loia et al. 2021) and the development of green marketing practices
in tourism (Hanna et al. 2018; Temperini et al. 2012).

Regarding the private sector, the increasing importance of corporate social respon-
sibility exemplifies the leading role of tourism businesses in the goal of sustainable de-
velopment. This is especially the case for small businesses, as the predominance of small
and medium-sized enterprises in tourism, their central role in human activities and their
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growing importance in sustainable tourism development suggest that these entities can
help tourist destinations move towards sustainability goals (Toubes et al. 2021).

A considerable number of research studies focus on the adoption of quality certifica-
tions (eco-certification and eco-labelling programmes). These certificates follow certain
standards; for example, the ISO has established a number of general global quality and
environmental management standards for manufacturing and service industries that are
also applied in the hospitality industry, such as ISO 9001 (quality management), ISO 14001
(environmental management), OHSAS 18001 (occupational health and safety) and ISO
22000 (food safety standard). In general, the benefits of green certification in tourism to
environmentally sustainable growth are acknowledged in the research (Lebe and Vrečko
2015), mainly in the application of eco-certification in international tourist hotels (Chen
2019; Bandara et al. 2018; Abdou et al. 2020; Trišić et al. 2021). Voluntary compliance of
tourism businesses with sustainability certification is also a way to gain competitiveness
against local competitors (Panzer-Krause 2017; DeBoer et al. 2017).

Several studies address consumers and users’ perceptions regarding the application of
the requirements of a green economy (Lucrezi et al. 2017; Lee et al. 2016; Tao and Chen 2016).
This research explores the adoption of green measures in hotels and holiday apartments,
the growth in consumer demand for green tourism products and services and tourists’
willingness to pay an extra for these services (Nelson et al. 2021; Fudurich and Mackay
2020). The role of green human resource practices (training, empowerment and rewarding
for pro-environmental behaviors) in fostering employees’ green recovery performance is
also a key element that makes an appreciable contribution to maintaining or restoring
environmental quality (Luu 2018; Pham et al. 2019; Nhamo 2010)].

The green economy could contribute to human wellbeing by fostering a more holistic
approach to tourism development, quality oriented, cautious and compliant with social
and environmental factors, more humanized and committed to protecting the cultural and
natural values of the territories. The implementation of a new model of sustainable and
circular tourism will only be possible with the involvement of all the actors that make up
the economy and are interconnected: public administrations, businesses, tourists and the
local community.

4.4. Gaps in Existing Studies for Potential Future Research

A central debate is on the compatibility of a green economy’s objective with indiscrim-
inate economic growth. Some authors argue for the need for major changes and a global
economic structure that ensures environmental boundaries are not transgressed (Stroebel
2015). A genuine green economic future for tourism is based on the idea of steady-state
economics. Steady-state tourism is a tourism system that encourages qualitative develop-
ment but not aggregate quantitative growth to the detriment of natural capital (Hall 2010).
According to this approach, the focus of responding to climate and environmental change
must be on development, which is a measure of quality, rather than growth, which is a
measure of quantitative change. The COVID-19 epidemic has highlighted the greater need
to address changes to achieve a true green economy (Gössling et al. 2020).

As early as 1973, Schumacher (1973) concluded that government efforts should focus
on sustainable development. The bioregional economy also focuses on strengthening
local values and resources, such as local businesses, training local workers, improving the
natural and cultural environment, to achieve a better place to live (Cato 2013). Holden (2013)
argued that routine measures are not enough to address the environmental challenges
facing the tourism industry, and that without a stronger environmental ethic in the market,
it will be difficult to impose controls on tourist behaviour designed for environmental
conservation. Therefore, there is a need for further research on ethical issues and to deepen
the debate on social justice, inequities in global trade and the risk of “greenwashing” (Hall
2015; Newton 2015).

Deepening the sustainability challenges and effects of climate change is also an im-
portant area for future research. Specifically, the urgency of implementing climate change
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mitigation and adaptation measures to minimize the harmful impact on ecosystems and
biodiversity on which personal and economic well-being depends. There is strong evi-
dence that the global tourism system is highly wasteful of resources and that significant
mitigation efforts in addressing climate change would have no overall negative economic
effect (Gössling 2020). Understanding the implications of climate change for a destination
requires developing an integrated systems approach that holistically considers supply and
demand effects and adaptation options. Future research must also consider how climate
change will interact with other major influencing variables in the tourism sector, such as
fuel prices, increasing travel safety and health concerns, aging populations in industrialised
countries, increased environmental and cultural awareness, advances in transportation
technology and environmental constraints, water supply and pollution, among others.

Finally, significant gaps in knowledge remain about how environmental effects and
measures are perceived. We find that the study of tourists and visitors’ environmental
behaviour is a research area that needs to be addressed in order to more accurately estimate
potential changes in long-term tourism demand.
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Different Voters Weight the Issues Differently
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Abstract: Radial symmetry, by our definition, is a precise condition on continuous ideal-point
distributions, rarely if ever found exactly in practice, that is similar to the classical 1967 symmetry
condition of Plott but pertains to an infinite electorate; the bivariate normal distribution provides
an example. A Condorcet cycle exists if the electorate prefers alternative X to Y, Y to Z, and Z to
X. An alternative K is a Condorcet winner if there is no alternative that the electorate prefers to K.
Lack of a Condorcet winner may engender turmoil. The nonexistence of a Condorcet winner implies
that a Condorcet cycle exists. Radial symmetry precludes the existence of Condorcet cycles and
thus guarantees a Condorcet winner; but this result assumes that all voters weight the dimensions
alike. Our counterexamples show that a Condorcet cycle can arise, even under radial symmetry,
if the weighting of issues varies across voters. This finding may be of more than theoretical value:
It may suggest that in an empirical setting (without radial symmetry), a Condorcet cycle may be
more frequent if voters differ as to how they weight the dimensions. We examine, for illustration
based on two dimensions (left–right, linguistic), a Condorcet preference cycle in Finland’s 1931
presidential election.

Keywords: Condorcet cycle; Condorcet winner; Condorcet paradox; multidimensional issue space;
radial symmetry; spatial modeling

1. Introduction

An election or vote may breed discord if there is no Condorcet winner—if every
alternative faces at least one competing alternative that the electorate (strictly) prefers.
That quandary reflects a Condorcet cycle, where (more than half of) the electorate prefers
alternative X to Y, Y to Z, and Z to X.

We define a symmetry condition, which we refer to as radial symmetry, that is similar
to that in the classic work of Plott (1967) (and is a large-electorate analog thereof) but in-
volves an infinite (rather than finite) number of voters along with a continuous distribution
of voter ideal points. Similar to Plott’s condition, it is highly restrictive.

It precludes a Condorcet cycle among any three alternatives (thus guaranteeing a
Condorcet winner) if all voters weight the issues alike. However, such is no longer the case
if voters differ as to the relative importance they attach to the issues, as we show using
counterexamples with two dimensions (issues). This interesting theoretical finding may
have practical implications: It may suggest that, correspondingly, Condorcet cycles are
more likely empirically if voters weight the issues disparately. Dimensions that may be
afforded different relative importance by different political parties or voters may include
economic left–right, social–cultural, and others (see, e.g., Polk et al. 2017). Of course, the
extent to which Condorcet cycles have real-world relevance in the first place has been
questioned, as in Tullock (1967). Simpson (1969) amplifies Tullock’s (1967) work and
mentions Plott’s (1967) condition.

Our work here has several distinguishing features. (i) Its model deals with differential
issue weightings among voters, a facet of spatial modeling that is not often recognized

Economies 2022, 10, 166. https://doi.org/10.3390/economies10070166 https://www.mdpi.com/journal/economies83



Economies 2022, 10, 166

in prior literature. (ii) Its model uses a continuous distribution of ideal points with an
infinite number of voters, in contrast to the setup with a finite number of voters that is
generally specified under the Plott (1967) model. This infinite-electorate model not only
bears greater resemblance to the real world of voters in large public elections but also has
certain advantages of lucidity. (iii) For the case where issue weightings are the same for
all voters, the continuous distribution of ideal points with an infinite electorate leads to a
simpler proof of the result—akin to the classical one under the Plott model—that radial
symmetry precludes Condorcet cycles. (iv) For the case where issue weightings differ
among voters, we focus on showing that radial symmetry does not preclude Condorcet
cycles under the infinite-electorate setup but also find that that conclusion holds under the
Plott finite-electorate model as well. This primary result of ours is expressed in the title of
the paper. (v) In addition to their theoretical interest, our results may have the practical
implications indicated in the preceding paragraph: They may suggest a hypothesis that
cycles are more apt to occur with greater weighting differences among voters.

In what follows, Section 2 covers the details of our setting and concepts. For the case
where voters’ weightings are homogeneous and the electorate is infinite, propositions for
radial symmetry established in Section 3 have simpler proofs and stronger results than
comparable ones for a finite electorate with their standard symmetry conditions.

A limited discussion of earlier writings on differential weightings is in Section 4. This
review of prior results covers a short note (Hoyer and Mayer 1975) that presents a finite-
electorate example with radial symmetry where a Condorcet cycle occurs under differential
weighting, though with an atypical set of utility functions.

For the case (under radial symmetry) where the voter weightings differ from one an-
other, only one counterexample is needed to prove that Condorcet cycles are not precluded.
Nonetheless, Section 5 provides several of them to illustrate different ways in which the
cycles can occur for an infinite electorate; Section 6 covers the case of a finite electorate.

The degree of empirical prevalence of Condorcet cycles is examined in Section 7. In an
empirical illustration based on two dimensions consisting of left–right and linguistic issues,
Section 8 looks at a Condorcet preference cycle in Finland’s 1931 presidential election.
Section 9 summarizes.

2. Framework

We start by defining our framework, which is similar, but not identical, to that of Plott
(1967; hereafter Pl); is even closer to that of Feld and Grofman (1987, especially Theorem 6;
hereafter F-G) and Miller (2015, especially p. 172; hereafter Mi); and has still more common
elements with Davis et al. (1972; hereafter DD&H). As we lay out our framework below,
we indicate differences between it and Pl, F-G, Mi, and DD&H. (Note, though, that the
second and third framework items below obviously do not apply to Section 6 below.)

Dimensions. We work with an issue space of two dimensions, but results are generally
extendable to more than two.

Voters. We have an infinite number of voters (which closely approximates a large
electorate). Each voter V has a (unique) ideal point, where V’s utility is maximal. By
contrast, Pl, F-G, and Mi use a finite number of voters, though they can be located in
varying ways. DD&H allow for either a finite or an infinite electorate.

Distribution of voters’ ideal points. We posit that this ideal-point distribution is
continuous. It is discrete for Pl, F-G, and Mi (since their number of voters is finite). DD&H
provide for it to be either discrete or continuous. Use of a continuum of voters in voting
applications is also found in (e.g.) Caplin and Nalebuff (1988, p. 789).

Alternatives. Alternatives, or options, could be political candidates, legislative pro-
posals, or something else. Hereafter, we will just refer to the alternatives as candidates but
with the understanding that other possibilities are not precluded. Candidates’ (unique)
ideal points are located in the same issue space as those of voters. Our counterexamples
use three candidates, though similar ones with more than three could easily be constructed.
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Pl, F-G, and Mi do not consider triples of candidates (or of other alternatives) in the way
that we do. DD&H have two examples that use three alternatives.

Utility function. We write PV: (xV, yV) for the ideal point of voter V and PG: (xG,
yG) for the ideal point of candidate G. Our utility function is negative squared Euclidean
distance for the case where all voters weight the two issues alike, so that the utility of voter
V for candidate G is

U(V, G) = −(xV − xG)
2 − (yV − yG)

2 . (1)

For F-G, Mi, and DD&H, utility is also based on Euclidean distance, but for Pl it involves
the utility gradient because the Pl treatment is more general.

Disparate weighting of issues. For the case where voters differ in their relative
weightings of the two issues, we generalize (1) and use the utility function

U(V, G) = −w1V(xV − xG)
2 − w2V(yV − yG)

2 . (2)

Weight ratios w1V :w2V of 6:3, 2:1, and 1: 1
2 (e.g.) all have the same effect. (Suitable weight

ratios will vary depending on the relative scaling of x and y.) In general, the weight
ratios w1V :w2V follow a distribution that can vary with (i.e., can be conditional on) the
point PV: (xV, yV). However, for our counterexamples later, except those in Section 6, the
w1V :w2V weight ratios have the same distribution for the voters at every point (xV, yV)
in the issue space (e.g., a distribution that, at each point, assigns 1:9 for half the voters
and 9:1 for the other half). Accordingly, with the w1V :w2V distribution independent of
the ideal point PV, it is designated more simply as the w1:w2 distribution. (We can create
each type of counterexample in Section 5 without a need for the w1V :w2V distribution to
differ for different PV.) Pl, F-G, Mi, and DD&H do not consider different weightings of the
dimensions by different voters and so do not deal with anything like (2).

Radial symmetry. We define radial symmetry to be present in the distribution of voter
ideal points if there exists a point M such that every line that passes through M has half
the voters on each side of the line. (Because the distribution is continuous, points that are
on the line itself can be disregarded.) Without loss of generality, we assume M to be the
origin, (0, 0). Note that, with our framework, the definition of radial symmetry pertains
only to the distribution of voters’ ideal points and says nothing about a utility function (or
about weighting of issues, or about the candidates). F-G and Mi do not use the term radial
symmetry but, for a discrete distribution of voter ideal points, have a concept that can be
deemed analogous to ours: There is a voter at M, and every line through M has the same
number of voters on each side of M. The framework of Pl is also analogous but is more
general and does involve utility. DD&H use concepts similar to ours.

Condorcet cycles. Under (1), our definitions that follow are consonant with standard
ones and with those of Pl, F-G, Mi, and DD&H. Voter V at point PV: (xV, yV) prefers
candidate G at PG: (xG, yG) to candidate H at PH: (xH, yH) if and only if U(V, G) > U(V, H).
We write G�H to denote that more than half the electorate prefers G to H. (G�H if and
only if more than half the electorate has greater utility for G than for H (i.e., is closer to
PG than to PH, or, equivalently, is on the PG side of the perpendicular bisector of the line
segment joining PG and PH).) We define a Condorcet cycle to exist among three candidates
A, B, and C if A�B, B�C, and C�A; or if B�A, C�B, and A�C. We then define preclusion
of Condorcet cycles to mean that it is not possible to choose, from anywhere in the issue
space, a triple of candidates A, B, and C that exhibits a Condorcet cycle. If, in a group of
existing candidates, A is a(n existing) candidate such that G�A (A�G) for no other (existing)
candidate G located elsewhere, then A is a Condorcet winner (Condorcet loser). Under (2) with
the weight ratio following the same distribution throughout the space of voter ideal points,
definitions akin to the foregoing apply.

Miscellaneous. We mention three further details. First, although we use straightfor-
ward definitions of Condorcet winner and Condorcet loser, it should be noted that (rarely)
there can be more than one of either (e.g., two Condorcet winners, X and Y, will exist if
the preference ranking is XYZ for half the electorate and YXZ for the other half). Second,
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although the absence of a Condorcet winner implies the presence of a Condorcet cycle,
the converse is not true (e.g., B�C, C�D, and D�B, but A�B, A�C, and A�D). Third, we
refrain from dealing with concepts such as the core (e.g., Saari 1997; Schofield 2008) that are
closely related to Condorcet winners but are not essential to our development here.

3. Radial Symmetry as a Sufficient Condition to Preclude Condorcet Cycles under (1)

For (1) for our framework above, we state and prove three propositions.

Proposition 1. Condorcet cycles are precluded if radial symmetry holds.

Proof. For two candidates G at (xG, yG) and H at (xH, yH), define

D2
G = x2

G + y2
G and D2

H = x2
H + y2

H ,

which are the respective squares of their distances from the origin (i.e., from M). We start
by showing that G�H if and only if D2

G < D2
H .

A voter V at (xV, yV) prefers G to H if and only if U(V, G) > U(V, H), or if and only if

− (xV − xG)
2 − (yV − yG)

2 > −(xV − xH)
2 − (yV − yH)

2,

or if and only if
2(xG − xH)xV + 2(yG − yH)yV > D2

G − D2
H . (3)

The line that bounds the region (3) is parallel to the line that bounds

2(xG − xH)xV + 2(yG − yH)yV > 0 . (4)

However, the latter line passes through the origin and so, by the assumption of radial
symmetry, has half the electorate on each side of it. The region defined by (3) (which is
the set of voters V who prefer G to H) is larger than the region defined by (4) if and only
if D2

G < D2
H . Thus, G�H if and only if D2

G < D2
H , since the latter region contains half

the electorate.
To complete the proof, consider any three candidates A, B, and C whose respective

squared distances from the origin are D2
A, D2

B, and D2
C. It is, of course, not possible for

these three values to exhibit intransitivity, so a Condorcet cycle among A, B, and C cannot
occur. �

Although Proposition 1 and its proof are only for two dimensions, we remark that
extension to more than two dimensions is immediate. Note also that it is easy to extend the
proof to preclude any cyclicity among any group of more than three candidates.

Proposition 2. If (given radial symmetry) any set of candidates includes a candidate K located at
M (the origin), then K is a Condorcet winner.

Proof. Follows at once from the foregoing, by noting that D2
K = 0. �

Proposition 2 can be considered an analog, for continuous ideal-point distributions, of
the basic result of Pl, F-G, and Mi (for discrete distributions) that proves that a Condorcet
winner, located at the origin, must exist under their symmetry conditions. Not only is
Proposition 2 unusual in this setting in that it pertains to continuous rather than discrete
ideal-point distributions, but also its proof has the benefit of being comparatively simple.

Proposition 3. Radial symmetry guarantees a Condorcet winner even if there is no candidate
located at the origin.
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Proof. This result, stronger than Proposition 2, follows from Proposition 1 because the
impossibility of any Condorcet cycles implies the existence of a Condorcet winner. �

Curiously, as a matter of theoretical interest, and in contrast to the finite-electorate
setup, Proposition 3 functions even if no voter is located at the origin. For example, in the
distribution of voter ideal points there could be a doughnut hole centered at the origin.

The possible pedagogical value of the above results should not be overlooked. In
particular, the proof of Proposition 1, under a continuous distribution of ideal points, is
shorter and more straightforward than corresponding proofs under discrete distributions.
Related results and proofs in DD&H, however, do apply to a continuous ideal-point
distribution and an infinite electorate and are similar (though not identical) to ours above.
Our development may be less comprehensive, but also more understandable, than that
of DD&H.

We note that Propositions 1–3 still hold under a special case of (2) in which w1V , w2V
are replaced by w1, w2 such that the weights are the same for all voters at a given point (as
well as from one point to another) but can still differ between the two issues. This is just a
transformation of scale: If we substitute x = x0/w1/2

1 and y = y0/w1/2
2 into the modified

(2), then x0 and y0 satisfy (1), and radial symmetry still holds after the transformation.

4. Previous Work That Has Considered Unequal Weighting

Thus far, we have concentrated on the case where all voters weight the issues alike.
For utility functions, whether with or without radial or other symmetry in the ideal-point
distributions that apply, most authors do not consider cases where voters differ as to how
they weight the dimensions. However, such differences in weighting are central to the
present paper.

In earlier work, Davis and Hinich (1968, p. 68) treat a situation where some voters
care only about a single issue (which may vary from one voter to another). Although
Davis et al. (1970, p. 434) refer to but eschew a model with different weights for different
voters, they do briefly mention that a voter may care about only one issue (p. 433), that
farmers may care especially about farm price supports and petroleum-industry people
about oil import quotas (p. 440), and that an assumption of equal weighting is not generally
satisfied (p. 446). Hoyer and Mayer (1974) provide extensive comparisons of a model
where all voters have the same weighting versus a model where voter weightings can
differ. Hinich and Pollard (1981) use a model that allows voters to differ not only in their
weightings of issues but also in their perceptions of candidates’ positions on issues. Each
candidate is located along a single “predictive dimension” (though more than one such
dimension may be possible). Rabinowitz et al. (1982), Niemi and Bartels (1985), and Erikson
and Romero (1990) consider weighting differences that are associated with differences in
the saliences that voters attach to issues. Rivers (1988, p. 740) disapproves that voter hetero-
geneity in issue weighting is ignored “in common practice,” before developing an approach
that handles it. Although the utility function in the model of Adams (1997, p. 1254) allows
for differences among voters as to how they weight the dimensions, that flexibility is not
put to use. Adams and Adams (2000, p. 140) mention the possibility that “different policy
dimensions matter to different voters” but judge that such a point does not affect their
conclusions. Feld et al. (2014, pp. 480–81) briefly allude to a possible model “that would
allow variation in the salience different voters attach to different issues.”

Unlike the references just cited, Hoyer and Mayer (1975, p. 806) provide an example,
for a finite electorate, where a Condorcet cycle occurs with radial symmetry and weighting
differences among voters. That example has three candidates and nine voters. Though it is
presented geometrically rather than algebraically, its utility functions do not all conform
to (2) above. They do so for three of the nine voters. For the other six, however, the
utility function is the same as (2) but with an added cross-product term of the form
−2w12V(xV − xG)(yV − yG).
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5. With an Infinite Electorate, Radial Symmetry, and Unlike Weighting, Cycles
Can Occur

For an infinite electorate, we next provide counterexamples to establish that, even
with (unlikely) radial symmetry of the distribution of voter ideal points, preclusion of
Condorcet cycles is not guaranteed if voters differ (in their utility functions) as to the
comparative importance they attach to the issues in the policy space. Even given the tight
radial-symmetry restrictions, some critics might still find this result unsurprising. Here,
we are proving the result by counterexample to provide broad insights, although other
methods of proof might be used. Even though with equal weighting slight perturbances
from radial symmetry are sufficient to create a Condorcet cycle, our counterexamples with
unequal weighting (and radial symmetry) were not easy to construct, rest on thin margins
for some candidate pairings, and (in most cases) place all or almost all of a given voter’s
weight on just one of the two issues.

We consider two bivariate (infinite-electorate) ideal-point distributions that observe
radial symmetry. The first is a bivariate normal distribution with a mean of 0 and standard
deviation of 10 for both x and y; we use a correlation coefficient of 0 (although, even if it is
not 0, radial symmetry still holds). The second is a uniform (rectangular) distribution with
probability density function f (x, y) = 1/400 over the square with vertices (x, y) = (−10, 10),
(10, 10), (−10, −10), and (10, −10).

A single counterexample would suffice to show that Condorcet cycles are no longer
precluded for voter ideal-point distributions with radial symmetry in an infinite electorate
if voters differ as to how they judge the relative importance of the issues. We provide
several counterexamples, however, in order to illustrate particular features.

Examples 1.1 and 1.2. The respective spatial locations of candidates A, B, and C are

PA: (xA, yA) = (1, 7); PB: (xB, yB) = (3, −7); and PC: (xC, yC) = (−9, 5).

If all voters have the same utility function, as in (1), then A�B, B�C, and A�C since
D2

A = 50, D2
B = 58, and D2

C = 106 (no cycle).
However, now suppose instead that (at each point in the issue space) half the electorate

attaches sole importance to the issue on the x-axis whereas the other half cares only about
the y-dimension. The utility functions (of voter V for candidate G) can then be represented
by (2) with respective weight ratios w1:w2 of 1:0 and 0:1.

Example 1.1. If the ideal points follow the uncorrelated bivariate normal distribution indicated
above, then A�B, B�C, and C�A, so a Condorcet cycle exists. See Appendix A.1 for calculation details.

Example 1.2. Suppose now that the distribution of ideal points is uniform (as described above)
rather than bivariate normal. Then a Condorcet cycle exists again, once more with A�B, B�C,
and C�A. Here, the margins by which the electorate prefers A over B, B over C, and C over A are
identical: 55% to 45% in all three cases. See Appendix A.1 for calculation details.

In Examples 1.1–1.2, as well as below in Examples 3.1–3.2 and in parts of Example 4,
each voter is concerned about only one of the two issues. Those examples were constructed
in that way to provide ease of exposition and calculation.

It might be claimed, though, that all these counterexamples are problematic because
the concern of voters for only one dimension renders the setting unidimensional rather
than truly two-dimensional. Although we find it hard to grant that this is a valid objection,
we nonetheless counter by pointing out that the proportion of the electorate with G�H (for
two candidates G and H) can be a continuous—not discontinuous—function of the weight
ratios. Thus, a change in the weight ratios from 1:0 and 0:1 to 1:ε and ε:1, for tiny enough ε,
will not break the cycle. In fact, ε does not (in general) even need to be tiny, as evidenced
by the next example.
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Example 2. The same cycle as in Examples 1.1–1.2 (A�B, B�C, C�A) also occurs if (e.g.)
Example 1.2 is unchanged except that all voters care (somewhat) about both dimensions with weight
ratios w1:w2 of 10:1 and 1:10 in place of 1:0 and 0:1. The (complicated) calculation details are in
Appendix A.2.

Examples 3.1 and 3.2. For candidates A, B, and C, respective locations are

PA: (xA, yA) = (−3, 9); PB: (xB, yB) = (7, 7); and PC: (xC, yC) = (5, −9).

With the same utility function for all voters as in (1), no cycle can exist: A�B, B�C, and
A�C, with D2

A = 90, D2
B = 98, and D2

C = 106. However, suppose now that, as in Examples
1.1–1.2, weightings differ across voters according to (2) with weight ratios w1:w2 of 1:0 for
half the electorate and 0:1 for the other half.

Example 3.1. If the ideal points follow the uncorrelated bivariate normal distribution, a Condorcet
cycle occurs with B�A, C�B, and A�C. See Appendix A.3 for calculation details.

Example 3.2. If the ideal points follow the uniform rather than the bivariate normal distribution, a
Condorcet cycle exists again, also with B�A, C�B, and A�C. See Appendix A.3 for calculation details.

Note that, even though Examples 1.1–1.2 and 3.1–3.2 all have A�B, B�C, and A�C if
all voters have the same utility function, with the change to 1:0 and 0:1 Examples 1.1–1.2
have the cycle A�B, B�C, and C�A whereas the cycle in Examples 3.1–3.2 is the opposite—
B�A, C�B, and A�C. Thus, interestingly, only A�C is reversed in the former case, but
both A�B and B�C are reversed in Examples 3.1–3.2—a salient difference between the
two cases.

Example 4. We extend Example 3.2, still with the same uniform distribution for the ideal points
and the same three candidates, but now we suppose that the weight ratios w1:w2 for (2) are 1:0
for only 6% of the voters, 0:1 for another 6%, and 1:1 (equal weighting) for the remaining 88%.
Even though an overwhelming proportion of the voters (88%) are identical with one another as
to how they weight the issues, it turns out that the Condorcet cycle with B�A, C�B, and A�C
nonetheless emerges again. See Appendix A.4 for calculation details. Therefore, here, even with
radial symmetry, the generation of a cycle does not require a very large fraction of voters with
non-conforming weightings.

Obviously, where radial symmetry holds, many possible cases of unlike voter weight-
ings of issues will not serve to trigger Condorcet cycles. The above counterexamples serve
simply to establish the possibility of those cycles.

In all of those counterexamples, the distribution of the weight ratios w1V :w2V is the
same (set at w1:w2) for voters at every point in the issue space (e.g., 10:1 for half the voters
at each point and 1:10 for the other half). This allows for easier presentation but also
shows that counterexamples need not be made more elaborate through use of different
distributions at different points. Because of similar considerations, all of our chosen
weight ratio distributions are discrete (in fact, mostly dichotomous) rather than continuous,
although a possible continuous weight-ratio distribution is described briefly just before
Table A1 in Appendix A.2 below.

6. Counterexamples for the Case of a Finite Electorate

Although this paper concentrates on establishing that Condorcet cycles are not pre-
cluded with differential weighting under radial symmetry if the number of voters is infinite,
a comparable result holds for a finite number of voters. Thus, our final two examples
demonstrate that, even under the customary symmetry conditions for a finite electorate,
Condorcet cycles can occur if voters are disparate in their weightings of the issues based on
the utility function (2). Similar to the examples in Section 5, which each have a common
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weight-ratio distribution at all points, Example 5 observes this condition (with a 7:1 ratio
for one voter and 1:7 for the other) at each voter point except the origin. Example 6, though,
has only one voter at each point, with weight-ratios that differ among points.

These two examples differ from the one in Hoyer and Mayer (1975, p. 806) in that
both are based on the simple utility function (2). That earlier example uses a more complex
utility function for some voters, as noted above in Section 4.

Example 5. This counterexample has three candidates at the same locations as in Examples 1.1–1.2,
and nine voters as follows:

V1–V4 are at (−6, 2), (6, 2), (−6, −2), (6, −2);
V5–V8 are (respectively) at these same four locations;
V9 is at (0, 0).
These nine voters satisfy the symmetry conditions of F-G, Mi, and Pl: A voter exists at
the origin, and any line through the origin has the same number of voters on each side.
Under (1), there is no Condorcet cycle because A�B, B�C, and A�C with 5-to-4 preference
margins for each matchup.

Now let (2) apply with weight ratios of 7:1 for V1–V4, 1:7 for V5–V8, and 1:1 for V9. A
Condorcet cycle—A�B, B�C, C�A, with 5-to-4 preference margins for each—then results.
See Appendix A.5 for calculation details.

Example 6. This example differs from Example 5 by having no more than one voter at the same
point in the issue space—a condition that may sometimes be invoked but (unsurprisingly) does
not avoid the possibility of a cycle, as Example 6 shows. Here, the three candidates have the same
locations as in Example 5 (and Examples 1.1–1.2). The voters are five of the nine voters of Example
5: V5, V2, V3, V8, and V9. This set of five voters satisfies the radial-symmetry requirements. Again,
there is no Condorcet cycle under (1), with a 3-to-2 margin for each of A�B, B�C, and A�C.

However, under (2), with weight ratios as in Example 5 for the five voters, the cycle
A�B, B�C, C�A results again in Example 6, with 3-to-2 margins this time. For calculation
details, see Appendix A.6.

7. Empirical Frequency of Condorcet Cycles

The importance of Condorcet winners stems from the concept that, in a single-
winner contest or election, the selectee or electee should be a Condorcet candidate (Con-
dorcet winner)—assuming that one exists. Most voting theorists (e.g., Abramson et al.
2002; Dasgupta and Maskin 2004; Gehrlein 2006; Maskin and Sen 2018; Merrill 1988;
Regenwetter et al. 2006) embrace this principle, though exceptions can be found (e.g., Saari
1995). The absence of a Condorcet winner reflects a Condorcet cycle.

Our results for radial symmetry may have empirical ramifications even though the
symmetry condition itself would not be expected to exist (probably not even approximately)
in practical situations. Thus, in broader, real-world milieus, it is reasonable to conjecture
that Condorcet cycles—and the muddlement that they can create where no Condorcet
winner emerges (e.g., Van Deemen 2014)—will be more frequent if voters weight the issues
differently (rather than alike), in line with what happens where radial symmetry does exist.

The impact, though, may be greater or less depending both on the extent to which
unlike versus like weightings can more often trigger Condorcet cycles and on the general
frequency of conditions that are ripe for Condorcet cycles in the first place. As for the latter,
judgments may differ as to how often Condorcet cycles occur empirically. Table 4 of Van
Deemen (2014) shows that a Condorcet paradox (considered there to be the absence of a
candidate against whom no rival is strictly preferred by the electorate) existed in 25, or 9.4%,
of 265 elections or votes. Although that percentage is quite important and meaningful, an
alternative percentage, calculated as the number of triples with a Condorcet cycle divided
by total number of triples rather than as the number of elections with a Condorcet paradox
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divided by total number of elections, might be appreciably lower. It also appears that
Condorcet paradoxes in the table occur more frequently in legislative votes or the like than
in elections that involve political candidates or political parties; the former may have been
winnowed more selectively, with votes perhaps likelier to reflect contrived outcomes rather
than true preferences.

A few results do not appear in Table 4 of Van Deemen (2014). They include the 2009
mayoral election in Burlington, Vermont (USA), in which voters ranked five candidates and
none of the (5 × 4 × 3)/6 = 10 candidate triples were cyclical (Laatu and Smith 2009; Olson
2009); a 1952 poll of 562 college students that asked for ranking of 10 candidates for U.S.
president and showed no Condorcet cycles among the (10 × 9 × 8)/6 = 120 triples (Potthoff
1970); a 2019 poll of “1002 likely Democratic presidential primary voters” that requested
rankings of 20 Democratic candidates for U.S. president and produced no cycles in any of
the (20 × 19 × 18)/6 = 2280 triples (FairVote 2019); a similar 2020 poll of 825 Democratic
voters covering eight presidential candidates that also produced no cycles, in any of the
(8 × 7 × 6)/6 = 56 triples (FairVote 2020); and some of the items listed by Lagerspetz (2016,
pp. 384–85). In any event, although the degree of empirical incidence of Condorcet cycles,
and of the nonexistence of Condorcet winners, can be difficult to determine, their impact
cannot be dismissed given their disruptive potential, and so any effect of differential issue
weights on generation of greater cyclicity is deserving of attention.

8. The 1931 Election for President of Finland

Finding a good example of an actual election that is in tune with the work of this paper
is challenging. The real-world example that we present here is necessarily imperfect. It does
have a Condorcet cycle that is well-documented, which is a rarity. It has a two-dimensional
issue space but does not have radial symmetry, of course. Numerical values associated with
the voters and candidates have to be assigned somewhat arbitrarily. The distribution of
voter ideal points cannot be portrayed as continuous, in part because the voters are electors
representing political parties (rather than typical citizens) and are thus subject to party
pressure for homogeneity. In contrast to our main counterexamples above, the weighting
of the two issues is the same for all voters with a given ideal point but differs from one
point to another. Although some features of our example are thus not in accord with our
structures set forth previously, it may still provide some useful insight.

The example is from the 1931 presidential election in Finland, in which 300 electors,
chosen through proportional representation and representing six political parties or factions
thereof, voted among four candidates. The preference orderings of all 300 electors were
generally known (Lagerspetz 2016, p. 397) and are shown, along with the number of
electors, in Table 1 for each of the six party groups. The Swedish People’s Party had no
candidate and had two blocs (which we call Sw1 and Sw2). Otherwise, the four candidates
and their parties were: Tanner, Social Democrats; Ståhlberg, Progressives; Kallio, Agrarians;
and Svinhufvud, Conservatives. Tanner was the Condorcet loser. A preference cycle,
however, encompassed the three at the top: Ståhlberg over Kallio, Kallio over Svinhufvud,
and Svinhufvud over Ståhlberg, as shown on the right side of Table 1.

Lagerspetz (2016, pp. 393–94) identifies three applicable dimensions or issues: tra-
ditional left–right; linguistic—Swedish-speaking versus Finnish-speaking; and degree of
acceptance of democracy. Because the third dimension seems to be closely aligned with the
first, we treat it as combined with the first and consider just the left–right (x) and linguistic
(y) issues. The latter concerns mainly a sharp discord between Kallio and the Swedish blocs:
“the Agrarian candidate Kallio—a Finnish nationalist who, unlike most leading politicians,
could not even speak Swedish—was totally unacceptable to the Swedish-speaking group”
(Lagerspetz 2016, p. 396).
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Table 1. For each party or faction, preference rankings among the four candidates.

Party Group
(Party or Faction)

Number
of

Electors
Preference Ranking a

Head-to-Head Preference Matchups a,b

St vs. K K vs. Sv Sv vs. St

St K K Sv Sv St

Social Democrats 90 T St K Sv 90 0 90 0 0 90

Progressives 52 St K Sv T 52 0 52 0 0 52

Agrarians 69 K Sv St T 0 69 69 0 69 0

Conservatives 64 Sv K St T 0 64 0 64 64 0

Swedish People’s Party

Bloc 1—Sw1 7 St Sv K T 7 0 0 7 0 7

Bloc 2—Sw2 18 Sv St K T 18 0 0 18 18 0

Total 300 167 133 211 89 151 149
a T = Tanner, St = Ståhlberg, K = Kallio, Sv = Svinhufvud. b Pairings of T against St, K, and Sv are not shown;
T loses to each of the other three by 210 to 90.

Shown in Table 2, and also graphically in Figure 1, are our (x, y) spatial-location
numerical assignments to the six party groups and the four candidates, selected so as to try
to reflect the essence of the political situation for the two issues. For all 24 combinations
of party groups with candidates, the table provides the weighted squared distance corre-
sponding to (2) above, using our chosen weight ratios w1V :w2V for the first to second issue.
V now refers to a party group rather than an individual voter. There is one ratio for each
party group V.

Table 2. Weighted squared distance from each party group to each candidate.

Weighted Squared Distance

Party Group
(Party or Faction), V

Weight
Ratio, a

w1V:w2V

Spatial
Location,

PV: (xV, yV)

Candidate, b G, and His
Spatial Location, PG: (xG, yG) Preference

Ranking b
T St K Sv

(−5, 0) (−1, 0) (1, 1) (2, 0)

Social Democrats 2:1 (−5, 0) 0 32 73 98 T St K Sv

Progressives 2:1 (−1, 0) 32 0 9 18 St K Sv T

Agrarians 1:1 (1, 1) 37 5 0 2 K Sv St T

Conservatives 2:1 (2, 0) 98 18 3 0 Sv K St T

Swedish People’s Party

Bloc 1—Sw1 1:2 (0, −1) 27 3 9 6 St Sv K T

Bloc 2—Sw2 1:2 (1, −1) 38 6 8 3 Sv St K T
a Same for all voters in the party group. b T = Tanner, St = Ståhlberg, K = Kallio, Sv = Svinhufvud.

Our weight ratios (Table 2) are taken as 2:1 except for the two Swedish blocs, which
each receive 1:2 to reflect their strong concern for the linguistic dimension, and the Agrar-
ians, with 1:1. As an illustration, the weighted squared distance between Sw1 and Svin-
hufvud is 1(0 − 2)2 + 2(−1 − 0)2 = 1·4 + 2·1 = 6. From low to high, the four values for Sw1
are 3 (Ståhlberg), 6 (Svinhufvud), 9 (Kallio), and 27 (Tanner), thus producing the preference
ordering on the right side of Table 2.
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Figure 1. Two-dimensional issue space for party groups and candidates. Traditional left-right
dimension is on the x-axis; linguistic dimension (Swedish versus Finnish) is on the y-axis. Party
groups: SD = Social Democrats; Pr = Progressives; Ag = Agrarians; Co = Conservatives; Sw1,
Sw2 = blocs 1, 2 of Swedish People’s Party. Candidates: T = Tanner, St = Ståhlberg, K = Kallio,
Sv = Svinhufvud.

All six of the preference orderings in Table 2—obtained using our (x, y) points and
through the weight ratios w1V :w2V that differ by party group V—agree with the docu-
mented orderings in Table 1. They, thus, beget the same Condorcet cycle.

If for all six party groups w1V :w2V were set alike (to w1:w2) as either 2:1 or 1:1 (though
not 1:2), one can show that no cycle would arise. See Appendix A.7 for details.

The 1931 Finnish presidential election provides a far-from-perfect illustration for our
work. However, it does show how an election with a Condorcet cycle can be fitted by
a model that has a two-dimensional issue space together with differential weights for
the voters.

9. Summary

Different aspects of our work may be of significance or have interesting implications.
Our work brings out some benefits of continuous (versus discrete) ideal-point distributions
and infinite (versus finite) electorates. It calls attention to the topic, mostly neglected
heretofore, of voters’ differential weightings of issues. The findings on the failure of
symmetry to preclude cycles under differential weighting may be of some theoretical
interest, and our approach to proofs in Section 3 for the case of equal weighting and an
infinite electorate may have some pedagogical advantages over alternative methods.

We showed that, even under the stringent condition of radial symmetry (which
we define for an infinite electorate), Condorcet cycles can occur if voters differ on their
weightings of issues (though not if they do not differ). It is reasonable to hypothesize that
this theoretical result has a real-world counterpart: that, in empirical settings (necessarily
without radial symmetry), the absence of Condorcet winners stemming from Condorcet
cycles will occur more often where voters weight the issues heterogeneously. Such a
hypothesis might be examined. If it holds, the question may arise, in some cases, as to
whether measures to try to lessen voters’ differences in issue weightings could (or should)
be taken to try to reduce cycles and associated instability.
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Appendix A

Appendix A.1. Details for Examples 1.1 and 1.2

A voter V in the first half of the electorate has preferences as follows:

V prefers A to B if xV < 2 [since 1
2 (xA + xB) = 1

2 (1 + 3) = 2],
V prefers B to C if xV > −3,
V prefers A to C if xV > −4,
and conversely (e.g., V prefers B to A if xV > 2). The preferences of a voter V who is in the
second half are:
V prefers A to B if yV > 0 [since 1

2 (yA + yB) = 0],
V prefers B to C if yV < −1,
V prefers A to C if yV > 6,
and conversely.

Example 1.1. The ideal points follow the uncorrelated bivariate normal distribution (means of
0, standard deviations equal to 10). Let Φ(•) denote the cumulative distribution function of the
standard (univariate) normal distribution (with mean 0 and variance 1). Then, the proportion of
the electorate

that prefers A to B is [Φ(0.2) + 1 − Φ(0)]/2,
> 1

2 since Φ(0.2) > Φ(0);
that prefers B to C is [1 − Φ(−0.3) + Φ(−0.1)]/2,

> 1
2 since Φ(−0.1) > Φ(−0.3); and

that prefers A to C is [1 − Φ(−0.4) + 1 − Φ(0.6)]/2 = [Φ(0.4) + 1 − Φ(0.6)]/2,
< 1

2 since Φ(0.6) > Φ(0.4).

Thus A�B, B�C, and C�A.

Example 1.2. The distribution of ideal points is uniform rather than bivariate normal. Then the
proportion of the electorate
that prefers A to B is

[
2−(−10)

20 + 10−0
20

]
/2 = 55%;

that prefers B to C is
[

10−(−3)
20 + −1−(−10)

20

]
/2 = 55%; and

that prefers A to C is
[

10−(−4)
20 + 10−6

20

]
/2 = 45%.

Thus A�B, B�C, and C�A with 55%-to-45% preference margins in all three cases.

Appendix A.2. Details for Example 2

Table A1 shows that the cycle A�B, B�C, C�A results. To illustrate the calculations,
we consider the bottom of the table. The last two lines show that A�C for 69.4% and 30%
of the halves of the electorate with 10:1 and 1:10 weight ratios, respectively. Thus C�A
overall, by 50.3% to 49.7%.

For the last line, with a 1:10 weight ratio, (2) in the main text yields

U(V, A)− U(V, C) =
[
−(x − 1)2 − 10(y − 7)2

]
−
[
−(x + 9)2 − 10(y − 5)2

]
= 0,

or
20(x + 2y − 8) = 0,

as the applicable bisector of PAPC. This bisector intersects the line segment PAPC at (x, y)
= (−4, 6), and crosses the left side of the square at y = 9, the right side at y = −1, and the
y-axis at y = 4. Because the average ordinate of the bisector is y = 4, the proportion of the
group that prefers A to C is 10−4

20 = 30%.
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Remark. The same cycle of A�B, B�C, C�A also emerges if (at each point in the issue space)
w1:w2 follows a continuous distribution over the range from ( 10

11 : 1
11 , 1

11 : 10
11 ) to (1:0, 0:1)—for

instance, half (1 − 1
11 u): 1

11 u and half 1
11 u:(1 − 1

11 u) with u distributed according to the uniform
(rectangular) distribution on the interval [0, 1].

Table A1. Details demonstrating the existence of the Condorcet cycle.

Candidate
PGPH

Midpoint

Weight
Ratio,
w1:w2

Bisector of PGPH:
U(V, G)−U(V, H)=0,

Using (2)

Value of % of Electorate
with G�HG at

(xG, yG)
H at

(xH, yH)
y When x = x When y =

−10 0 10 −10 0 10 Each Half Both

A, (1, 7) B, (3, −7) (2, 0) 10:1 4(−10x + 7y + 20) = 0 −5 2 9 (2 − (−10))/20 = 60% 55.07%

1:10 4(−x + 70y + 2) = 0 −6/35 −1/35 4/35 (10 − (−1/35))/20 = 50.14%

B, (3, −7) C, (−9, 5) (−3, −1) 10:1 24(10x − y + 29) = 0 −3.9 −2.9 −1.9 (10 − (−2.9))/20 = 64.5% 55.5%

1:10 24(x − 10y − 7) = 0 −1.7 −0.7 0.3 (−0.7 − (−10))/20 = 46.5%

A, (1, 7) C, (−9, 5) (−4, 6) 10:1 4(50x + y + 194) = 0 −3.68 −3.88 −4.08 (10 − (−3.88))/20 = 69.4% 49.7%

1:10 20(x + 2y − 8) = 0 9 4 −1 (10 − 4)/20 = 30%

Appendix A.3. Details for Examples 3.1 and 3.2

A voter V in the first half of the electorate has these preferences:

V prefers A to B if xV < 2,
V prefers B to C if xV > 6,
V prefers A to C if xV < 1,
and conversely. The preferences of a voter V in the second half are:
V prefers A to B if yV > 8,
V prefers B to C if yV > −1,
V prefers A to C if yV > 0,
and conversely.

Example 3.1. For the uncorrelated bivariate normal distribution, the proportion of voters

that prefers A to B is [Φ(0.2) + 1 − Φ(0.8)]/2,
< 1

2 since Φ(0.8) > Φ(0.2);
that prefers B to C is [1 – Φ(0.6) + 1 − Φ(−0.1)]/2 = [1 − Φ(0.6) + Φ(0.1)]/2,

< 1
2 since Φ(0.6) > Φ(0.1); and

that prefers A to C is [Φ(0.1) + 1 − Φ(0)]/2,
> 1

2 since Φ(0.1) > Φ(0).

Thus B�A, C�B, and A�C.

Example 3.2. For the uniform distribution, the proportion of the electorate

that prefers A to B is
[

2−(−10)
20 + 10−8

20

]
/2 = 35%;

that prefers B to C is
[

10−6
20 + 10−(−1)

20

]
/2 = 37.5%; and

that prefers A to C is
[

1−(−10)
20 + 10−0

20

]
/2 = 52.5%.

Again, B�A, C�B, and A�C.

Appendix A.4. Details for Example 4

For the third group (the one with 88% of the voters):
The perpendicular bisector of the line segment PAPB intersects PAPB at (x, y) = (2, 8)

and crosses the top of the square (y = 10) at x = 2.4, the bottom at x = −1.6, and the x-axis at
x = 0.4. The proportion of the group that prefers A to B is thus 0.4−(−10)

20 = 52%.
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The perpendicular bisector of PBPC crosses PBPC at (x, y) = (6, −1), the left side of the
square (x = −10) at y = 1, the right side at y = −1.5, and the y-axis at y = −0.25. Thus, the
proportion of the group that prefers B to C is 10−(−0.25)

20 = 51.25%.
The perpendicular bisector of PAPC crosses PAPC at (x, y) = (1, 0), the left side of the

square at y = −4 8
9 , the right side at y = 4, and the y-axis at y = − 4

9 . The proportion of the

group that prefers A to C is, therefore,
10−(− 4

9 )
20 = 52.22%.

Within the third group, of course, no cycle exists: A�B, B�C, and A�C.
The proportions for the first two groups (35%, 37.5%, 52.5%) are the ones obtained for

Example 3.2 in Appendix A.3 just above. Thus, across all three groups, the proportion of
the electorate

that prefers A to B is (0.12 × 35%) + (0.88 × 52%) = 49.96%;
that prefers B to C is (0.12 × 37.5%) + (0.88 × 51.25%) = 49.6%; and
that prefers A to C is (0.12 × 52.5%) + (0.88 × 52.22%) = 52.26%.

Therefore, for the entire electorate, the result is B�A, C�B, and A�C.

Appendix A.5. Details for Example 5

Table A2 (top part) establishes the Condorcet cycle when voters’ weightings are
disparate. The bottom part of the table confirms that no cycle exists when all voters are
alike in their weightings of the issues.

Table A2. Weighted a squared distance from each voter to each candidate, and preference rankings
and matchups.

Weighted a Squared Distance Preference Matchups

Weight
Ratio

Candidate
Ranking

A vs. B B vs. C C vs. A

Voter(s) A, (1, 7) B, (3, −7) C, (−9, 5) A B B C C A

V1, (−6, 2) 7:1 7·49 + 25 = 368 7·81 + 81 = 648 7·9 + 9 = 72 C A B 1 0 0 1 1 0

V5, (−6, 2) 1:7 49 + 7·25 = 224 81·7 + 81 = 648 9 + 7·9 = 72 C A B 1 0 0 1 1 0

V2, (6, 2) 7:1 7·25 + 25 = 200 7·9 + 81 = 144 7·225 + 9 = 1584 B A C 0 1 1 0 0 1

V6, (6, 2) 1:7 25 + 7·25 = 200 9 + 7·81 = 576 225 + 7·9 = 288 A C B 1 0 0 1 0 1

V3, (−6, −2) 7:1 7·49 + 81 = 424 7·81 + 25 = 592 7·9 + 49 = 112 C A B 1 0 0 1 1 0

V7, (−6, −2) 1:7 49 + 7·81 = 616 81 + 7·25 = 256 9 + 7·49 = 352 B C A 0 1 1 0 1 0

V4, (6, −2) 7:1 7·25 + 81 = 256 7·9 + 25 = 88 7·225 + 49 = 1624 B A C 0 1 1 0 0 1

V8, (6, −2) 1:7 25 + 7·81 = 592 9 + 7·25 = 184 225 + 7·49 = 568 B C A 0 1 1 0 1 0

V9, (0, 0) 1:1 1 + 49 = 50 9 + 49 = 58 81 + 25 = 106 A B C 1 0 1 0 0 1

All 5 4 5 4 5 4

V1 and V5 1:1 49 + 25 = 74 81 + 81 = 162 9 + 9 = 18 C A B 2 0 0 2 2 0

V2 and V6 1:1 25 + 25 = 50 9 + 81 = 90 225 + 9 = 234 A B C 2 0 2 0 0 2

V3 and V7 1:1 49 + 81 = 130 81 + 25 = 106 9 + 49 = 58 C B A 0 2 0 2 2 0

V4 and V8 1:1 25 + 81 = 106 9 + 25 = 34 225 + 49 = 274 B A C 0 2 2 0 0 2

V9 1:1 1 + 49 = 50 9 + 49 = 58 81 + 25 = 106 A B C 1 0 1 0 0 1

All 5 4 5 4 4 5
a Squared distances at the bottom of the table are unweighted.

Appendix A.6. Details for Example 6

Table A3 (top part) establishes the Condorcet cycle when voters’ weightings are
disparate. The bottom part of the table confirms that no cycle exists when all voters are
alike in their weightings of the issues.
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Table A3. Weighted a squared distance from each voter to each candidate, and preference rankings
and matchups.

Weighted a Squared Distance Preference Matchups

Weight
Ratio

Candidate
Ranking

A vs. B B vs. C C vs. A

Voter A, (1, 7) B, (3, −7) C, (−9, 5) A B B C C A

V5, (−6, 2) 1:7 49 + 7·25 = 224 81·7 + 81 = 648 9 + 7·9 = 72 C A B 1 0 0 1 1 0

V2, (6, 2) 7:1 7·25 + 25 = 200 7·9 + 81 = 144 7·225 + 9 = 1584 B A C 0 1 1 0 0 1

V3, (−6, −2) 7:1 7·49 + 81 = 424 7·81 + 25 = 592 7·9 + 49 = 112 C A B 1 0 0 1 1 0

V8, (6, −2) 1:7 25 + 7·81 = 592 9 + 7·25 = 184 225 + 7·49 = 568 B C A 0 1 1 0 1 0

V9, (0, 0) 1:1 1 + 49 = 50 9 + 49 = 58 81 + 25 = 106 A B C 1 0 1 0 0 1

All 3 2 3 2 3 2

V5 1:1 49 + 25 = 74 81 + 81 = 162 9 + 9 = 18 C A B 1 0 0 1 1 0

V2 1:1 25 + 25 = 50 9 + 81 = 90 225 + 9 = 234 A B C 1 0 1 0 0 1

V3 1:1 49 + 81 = 130 81 + 25 = 106 9 + 49 = 58 C B A 0 1 0 1 1 0

V8 1:1 25 + 81 = 106 9 + 25 = 34 225 + 49 = 274 B A C 0 1 1 0 0 1

V9 1:1 1 + 49 = 50 9 + 49 = 58 81 + 25 = 106 A B C 1 0 1 0 0 1

All 3 2 3 2 2 3
a Squared distances at the bottom of the table are unweighted.

Appendix A.7. Details for Statement about 1931 Finnish Election

Parts (a), (b), and (c) of Table A4, for respective common weight ratios for all six party
groups of 2:1, 1:1, and 1:2, establish that a Condorcet cycle still occurs only in the third case
and not in the first two.

Table A4. Weighted squared distance from each party group to each candidate, plus preference
rankings and matchups.

(a) Weight ratio is common at 2:1 within each party group and across all party groups.

Weighted Squared Distance

V a
Spatial
Location

of V

Candidate, b G, and His
Spatial Location, PG: (xG, yG)

Preference
Ranking b

No.
of

Electors

Head-to-Head
Preference Matchups b

T St K Sv St vs. K K vs. Sv Sv vs. St

(−5, 0) (−1, 0) (1, 1) (2, 0) St K K Sv Sv St

SD (−5, 0) 0 32 73 98 T St K Sv 90 90 0 90 0 0 90

Pr (−1, 0) 32 0 9 18 St K Sv T 52 52 0 52 0 0 52

Ag (1, 1) 73 9 0 3 K Sv St T 69 0 69 69 0 69 0

Co (2, 0) 98 18 3 0 Sv K St T 64 0 64 0 64 64 0

Sw1 (0, −1) 51 3 6 9 St K Sv T 7 7 0 7 0 0 7

Sw2 (1, −1) 73 9 4 3 Sv K St T 18 0 18 0 18 18 0

All 300 149 151 218 82 151 149

(b) Weight ratio is common at 1:1 within each party group and across all party groups.

Weighted Squared Distance

V a
Spatial
Location

of V

Candidate, b G, and His
Spatial Location, PG: (xG, yG)

Preference
Ranking b

No.
of

Electors

Head-to-Head
Preference Matchups b

T St K Sv St vs. K K vs. Sv Sv vs. St

(−5, 0) (−1, 0) (1, 1) (2, 0) St K K Sv Sv St

SD (−5, 0) 0 16 37 49 T St K Sv 90 90 0 90 0 0 90

Pr (−1, 0) 16 0 5 9 St K Sv T 52 52 0 52 0 0 52

Ag (1, 1) 37 5 0 2 K Sv St T 69 0 69 69 0 69 0

Co (2, 0) 49 9 2 0 Sv K St T 64 0 64 0 64 64 0

Sw1 (0, −1) 26 2 5 5 St K = Sv T 7 7 0 3 1
2 3 1

2
0 7

Sw2 (1, −1) 37 5 4 2 Sv K St T 18 0 18 0 18 18 0

All 300 149 151 214 1
2 85 1

2
151 149

97



Economies 2022, 10, 166

Table A4. Cont.

(c) Weight ratio is common at 1:2 within each party group and across all party groups.

Weighted Squared Distance

V a
Spatial
Location

of V

Candidate, b G, and His
Spatial Location, PG: (xG, yG)

Preference
Ranking b

No.
of

Electors

Head-to-Head
Preference Matchups b

T St K Sv St vs. K K vs. Sv Sv vs. St

(−5, 0) (−1, 0) (1, 1) (2, 0) St K K Sv Sv St

SD (−5, 0) 0 16 38 49 T St K Sv 90 90 0 90 0 0 90

Pr (−1, 0) 16 0 6 9 St K Sv T 52 52 0 52 0 0 52

Ag (1, 1) 38 6 0 3 K Sv St T 69 0 69 69 0 69 0

Co (2, 0) 49 9 3 0 Sv K St T 64 0 64 0 64 64 0

Sw1 (0, −1) 27 3 9 6 St Sv K T 7 7 0 0 7 0 7

Sw2 (1, −1) 38 6 8 3 Sv St K T 18 18 0 0 18 18 0

All 300 167 133 211 89 151 149
a V is for party group: SD = Social Democrats; Pr = Progressives; Ag = Agrarians; Co = Conservatives;
Sw1, Sw2 = blocs 1, 2 of Swedish People’s Party. b Candidates: T = Tanner, St = Ståhlberg, K = Kallio,
Sv = Svinhufvud.
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Abstract: Dynamic Stochastic General Equilibrium (DSGE) models are widely used as a tool for
policy decision-making. These models lost their fame when they could not predict the crisis in 2008
and could not address policy problems afterward. Meanwhile, the Agent-Based Modelling (ABM)
approach emerged as an alternative to DSGE models. Between 2000 and 2020, this study examined
scholarly research on the topic of ABM in economics. The information is gathered using the SCOPUS
database. Numerous bibliometric indicators are provided, including the total number of publications
and citations. The study reveals that agent-based modelling in economics research has grown in
recent years. The majority of active research occurs in countries such as the United States of America,
and collaboration allows researchers to reach out to many more countries. ABM has the potential to be
applied in a wide range of economic fields. ABM also necessitates research into its own development
to be used to better understand economic phenomena.

Keywords: agent-based modelling; bibliometric analysis; network analysis; conceptual structure;
social structure

PACS: B41; E10; D70; D50

1. Introduction

Modelling is defined as a mathematical and statistical way of reproducing events and
their possible consequences due to policy decisions (Shanahan et al. 2016). In econometric
modelling, models formed on a theoretical framework are constructed using one or
many exogenous variables, identifying quantitative relationships which generate various
responses. Dynamic Stochastic General Equilibrium (DSGE) models have ruled as a tool
for policy decisions. Then the 2008 financial crisis became the downfall of this modelling
technique because of “no response” to policy problems afterwards. These models cannot
predict a crisis or any non-linear event. Meanwhile, the Agent-Based Modelling (ABM)
approach emerged as an alternative to DSGE models. ABM emergence property allows
foreseeing complex behaviours. The Great Recession made policymakers see the “economy
as [a] complex evolving system” consisting of heterogeneous agents and non-equilibrium
state continuously change the economy’s structure.

Bibliometric analysis is a method to explore the information-rich environment on
research activities and findings extracted through data from research publications in
academic journals and their citations. Bibliometric indicators help investigate the knowledge
structure of a particular field and its scope in the future. In the framework of research
developments, questions like “where are we now?” and “where will we be in the future?”
are answered by this form of analysis. There are two types of bibliometric analysis
techniques: (1) performance analysis and (2) science mapping. In essence, performance
analysis considers the contributions of research parts, whereas science mapping considers
the relationships among them.

Economies 2022, 10, 171. https://doi.org/10.3390/economies10070171 https://www.mdpi.com/journal/economies101
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This article is dedicated to exploring the research development of agent-based modelling in
economics using bibliometric analysis techniques. This study aims to use bibliometric analytic
approaches to investigate the knowledge base of agent-based modelling in economics. We
used both performance analysis metrices and scientific mapping methodologies to achieve the
study’s research aims. Also, ABM in economics is examined in terms of its conceptual and social
structure.

2. What ABM Has and What DSGE Lacks

The primary instrument for generating policy judgments remains DSGE models.
These models did not predict the financial crisis of 2008. These models’ limitation in
addressing many policy concerns is their data-driven approach and lack of macroeconomic
data. These models’ openness and transparency is a strength, but it also leaves them
vulnerable to criticism. It is possible to draw attention to suspicious assumptions. Evidence
of inconsistencies are readily apparent. It is possible to identify elements that are not
included in the model (Christiano et al. 2018). DSGE modelling is a death tale that has
been predicted. Joseph Stiglitz writes, “. . . much of the main parts of the DSGE model are
defective—sufficiently seriously wrong that they do not give even a good starting point
for creating a good macroeconomic model” (Stiglitz 2018). Vines and Wills want DSGE
models to be able to achieve what they desire, which is to allow modellers to get a quick
look at crucial issues. Central banks routinely use estimated DSGE models for forecasting
and quantitative policy analysis. Estimating these models and interpreting the results to
formulate policy are both difficult tasks (Schorfheide 2011). The issues and flaws of DSGE
models are similar to those of generalised equilibrium (GE) models. Many researchers have
discovered that the agents in DSGE models cannot be constrained so that their uniqueness
and stability are preserved.

Furthermore, assuming individual rationality does not imply aggregate rationality.
Because reactions to shocks or parameter changes may not resemble in aggregate, the
representative agent assumption in these models is not reliable for policy analysis. In
DSGE models, solving systems of equations can lead to another difficulty of identification,
resulting in skewed estimates of some structural parameters and raising doubts about
statistical significance. This modelling technique cannot predict infrequent economic crises,
which is not surprising given that fat tail densities are approximated distributions of
macroeconomic time series (Fagiolo et al. 2008), and Gaussian distributed shocks are a
typical assumption in DSGE models. The assumption that Representative Agents (RAs) are
rational prevents these models from addressing distributional issues because it implies that
one: agents are fully aware of the economy; two: agents are capable of understanding and
solving any problem they encounter without making mistakes; and three: agents are aware
that all others follow the same pattern. These issues demonstrate that DSGE models are
ill-equipped to solve policy concerns and cannot forecast future crises. The DSGE approach
is so enthralled by its internal logic that it confuses the model’s precision with the real one.
(Caballero 2010).

ABM has evolved rapidly in economics over the previous two decades. Due to the
following features of this modelling method;

• Bottom-up Perspective,
• Heterogeneity,
• A complex system approach that is always evolving,
• Non-linearity,
• Endogeneity vs direct interactions,
• Rationality with bounds,
• Agents’ ability to learn,
• a market mechanism that is based on selection,

These models are computer simulations that use a top-down strategy to investigate
developing dynamic patterns. Policies and the social behaviours that result from them act
like a weather system constantly battered by storms and invasions. The ability to make
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large-scale modifications and crash systems are inherited. External disturbances throw the
equilibrium condition off. ABM allows little effects like herding and fear driving bubbles
and crashes to be amplified via feedback processes. Models are non-linear in mathematical
terms, implying that the result may not be proportional to the cause. The capacity to
represent emergent phenomena resulting from the interaction of each agent is a major
advantage of this modelling technique. Emergent phenomena can have traits that are
opposed to those of their constituents. Agent-based models are a natural way to describe a
system of behavioural elements. ABM can explain that designing a virtual agent with a
shopping basket is more natural than describing average effects using a synthetic basket
density. The flexibility of these models allows for the addition of new agents and changes
in behaviour, learning, evolution, and complexity by altering interaction rules.

3. Bibliometric Analysis: A Technique of Systematic Literature Review

One of the most important knowledge discovery methods is synthesising the results
of earlier studies. The use of bibliometric analysis is growing in popularity (Zupic and
Čater 2015). In a qualitative study of published research papers, journals, and books,
the bibliometric technique has been employed (Ellegaard and Wallin 2015). It aids in the
identification of frequently referenced authors and institutions, related publications, and
the keywords most commonly used in a given study filed (Daim et al. 2006). Furthermore,
bibliometric analysis can be used to assess the publication’s popularity among specialists
and verify the author’s reputation (Ball and Tunger 2005). It also aids in literature review
by leading the researcher to influential research works or publications, as well as objectively
mapping the study field (Zupic and Čater 2015). (Donthu et al. 2021) discused in detail the
methodology to conduct bibliometric analysis and concluded that bibliometric analysis can
aid knowledge generation not just in business research but also in other sectors, thanks to a
better comprehension of science.

Bibliometric approaches are used for a variety of purposes, including performance
analysis and science mapping (Cobo et al. 2011). Performance analysis is used to assess
individual, institutional, and individual research and publishing performance. A generic
approach of domain analysis and visualization is science mapping. A scientific discipline,
a field of research, or topic areas related to specific research topics can all be included in
the scope of a science mapping study. In other words, an area of scientific knowledge
expressed through an aggregated collection of intellectual contributions from members of
a scientific community or more clearly defined specialty is the unit of analysis in science
mapping (Chen 2017).

Citation analysis, co-citation analysis, bibliographic coupling, co-word analysis, and
co-authorship analysis are some of the methodologies utilised in science mapping. Such
methodologies are beneficial for illustrating the bibliometric and intellectual structure of a study
field when combined with network analysis (Baker et al. 2020; Tunger and Eulerich 2018).

4. Study Design

The goal of this study was to fulfil two purposes. The first was to determine research
trends over time, and the second was to investigate research content in order to assess the
application of agent-based modelling techniques in various economic sectors. Hence we
combined both bibliometric methodologies; performance analysis and science mapping to
reach our objectives.

Research Objectives: The analysis is constructed in such a way as to achieve the following
goals.

• Identifying the knowledge base of agent-based modelling and its intellectual structure
particularly in economics.

• Examine the research front/conceptual structure of agent-based modelling in context
of monetary policy.

• Exploring the social network structure of agent-based modelling in economics.
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Research Design: Many methods are described in Section 3 of the bibliometric analysis.
Citation and co-citation analysis (by author and journal), co-word analysis, and network
analysis were among the bibliometric methodologies we considered.

Bibliometric Data Collection: The Scopus database offered a total of 1568 documents for
examination. A sophisticated keyword selection was required for data extraction in order
to provide a relevant set of data. The keywords chosen must match the following four
criteria: high search volume, relevancy, high conversion value, and low competition. The
search terms “agent-based modelling” AND (“DSGE” OR “monetary policy” OR “crisis”
OR “central banks”) were used to extract bibliometric data.

Inclusion Criteria: After filtering the data based on the inclusion and exclusion criteria, a
total of 1568 data were gathered. Three inclusion rules were followed: (1) Articles in which
one of the keywords appears in the title, abstract, or keywords (2) The publication date
ranges from 2000 to 2020. (3) Journal articles, conference papers, and book chapters. If they
met all inclusion criteria, English language abstracts were included in the bibliometric review.

Exclusion Criteria: All documents with a core subject of agent-based modelling but not
relevant to the field of economics were left out of the analysis.

Methodology and Software: We used the Scopus dataset in the analysis and the approaches
listed above to answer our research questions. R was chosen as software for both visuals
and quantitative analysis.

5. Knowledge Base of ABM: Results and Findings

5.1. Productivity Assessment

After the financial crisis of 2008, the agent-based model became a widely researched
topic. The crisis was not predicted by DSGE models, and they also did not respond to
policy questions. Since the most publications were in 2020, ABM has become a new topic
in its development. ABM is also the ideal tool for experimenting with different policy
scenarios during a pandemic (Figure 1).

Figure 1. Annual scientific output on economics-related ABM: A Scopus database analysis (2000–2020).

Countries such as the United States have played a critical role in the field’s continuous
progress. The authors are working with researchers from the same country as well as from
other ones. The top nations and authors working on the issue of agent-based modelling
in economics are shown in Figure 2. According to the findings, American researchers are
putting a greater emphasis on this modelling technique and examining its possibilities for
solving difficult challenges. Researchers prefer to collaborate with researchers from their
own nation rather than researchers from other countries, according to stacked bar charts.
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Figure 2. Ranking of countries based on scientific output on economics-related ABM (2000–2020).

Wilensky, being the most active contributor, also described how to use agent-based
simulations to answer complex questions. His writings capture the thrill of re-creating
social phenomena in computer simulations to better understand them (Wilensky and Rand
2015) (See Figure 3). In Figure 4, we can see that in which year the authors were most
productive and long lived. There are authors from economics who were working on agent-
based modelling before the financial crisis took place. But the focus of their research was
not directed to answer the policy questions to overcome the aftershocks of crisis.

Figure 3. Ranking of authors based on scientific output on economics-related ABM (2000–2020).
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Figure 4. An overview of the author’s output over the years (2000–2020).

Lotka’s Law is one of the most fundamental bibliometric rules, and it deals with the
frequency with which authors in a specific subject publish. The frequency of publishing by
authors in a specific field is described by Lotka’s law, presented as follows:

f (x) =
β

xα

where f (x) is the frequency of authors having x publications, and x is the positive integer,
representing number of publications. The parameter estimates of Lotka’s Law are β = 2.82
and α = 0.97. According to the findings, there are 2833 writers with a single ABM
publication in economics. There are approximately 70 authors with at least five published
works. Over 20 documents were released by only one contributor. Theoretical and observed
frequency are depicted graphically in Figure 5.

Figure 5. Lotka’s law of scientific productivity from 2000–2020 (authors publishing on economics-
related ABM).

A journal’s impact on a specific study topic can be measured by its publications. It can
be seen from Table 1 regarding ABM research in economics, Journal of Artificial Societies
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and Social Simulations (JASSS) is head and shoulders above in the league table. JASSS has
the highest number of publications on the theme of agent-based modelling in Scopus index
journals followed by Computer environment and urban system on the league table.

Table 1. Most Relevant Sources.

SR No Sources Publications

1 JASSS 210
2 COMPUTERS ENVIRONMENT AND URBAN

SYSTEMS
42

3 SUSTAINABILITY (SWITZERLAND) 36
4 INTERNATIONAL JOURNAL OF

GEOGRAPHICAL INFORMATION SCIENCE
24

5 SOCIAL SCIENCE COMPUTER REVIEW 21
6 ENVIRONMENT AND PLANNING B: PLANNING

AND DESIGN
20

7 TRANSPORTATION RESEARCH PART C:
EMERGING TECHNOLOGIES

19

8 TRANSPORTATION RESEARCH PROCEDIA 19
9 JOURNAL OF INDUSTRIAL ECOLOGY 15
10 ISPRS INTERNATIONAL JOURNAL OF GEO-

INFORMATION
14

The sum of published documents on ABM in the top five journals is around 450 in ten years.
As outlined in Table 2, authors are ranked via the Dominance Factor (DF). (Kumar

and Kumar 2008) developed the formula as,

DF =
num of multi-authored publications of an author as first author (Nmf)

total num of multi-authored publications (Nmt)
.

The value of dominance factor indicates collaboration in the field. A value less than
0.5, reflects a good sign for collaboration. Authors who have published nine or more
publications on the theme of agent-based modelling are selected and their dominance factor
is calculated by using the above formula. Sengupta and Wilensky are top authors with
respect to publication number, i.e., 15 and 22, but they rank 6th and 10th, respectively. If
the authors’ dominance factor values are less than 0.5, this is a good sign of collaboration.

Table 2. Dominance factor Ranking.

Rank Author Dominance Factor Total Publications Single Authored Multi Authored First Authored Rank by Publications

1 AN L 0.67 9 0 9 6 6
2 MALLESON N 0.6 10 0 10 6 3
3 LIGMANN-ZIELINSKA A 0.57 10 3 7 4 3
4 CROOKS A 0.5 9 1 8 4 6
5 TANG W 0.5 9 1 8 4 6
6 SENGUPTA P 0.2 15 0 15 3 2
7 BRADY C 0.125 9 1 8 1 6
8 GILBERT N 0.11 9 0 9 1 6
9 HEPPENSTALL A 0.1 10 0 10 1 3
10 WILENSKY U 0.04 22 0 22 1 1

5.2. Importance Assessment

Table 3 is about author level metrics based on three indices. H-index measures the
productivity as well as the impact of publication. The H-index is calculated as “author
has H publications, and each publication has H or more citations”. Whereas g-index is one
variant of H-index which gives credits for highly cited authors in the data set. (Hirsch
2005), its inventor says: highly cited papers play a key role in the determination of H-index.
The selected paper for the top h category are then dropped for the further determination
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of the H-index over time. This means that the H-index of the subsequent years are not
influenced by the papers of the top category, even if the number of citations increases over
time. Value of g-index is always either equal to or greater than H-index.

The m-index is another form of H-index. The M index in the Table 3 shows the
comparison of authors within the field of agent-based modelling but with very different
career lengths. The h-index is constrained by the fact that it is time-based and field-
specific, and it ignores highly cited works. In the early identification of young researchers,
bibliometrics that account for time, such as the m-index, should be evaluated, ideally in
conjunction with critical peer review. The m-index has the most potential for identifying
early-stage high-potential researchers. An m-index of 1 is normal, 1–2 is above average,
and >2 is exceptional, according to a suggested rule of thumb for interpreting the index
(Ndwandwe et al. 2021).

Table 3. h-index top authors.

Sr No. Authors h-Index g-Index m-Index

1 AN L 6 7 0.352941176
2 BRADY C 3 6 0.428571429
3 CROOKS A 7 7 0.5
4 HEPPENSTALL A 5 8 0.3125
5 LIGMANN-ZIELINSKA A 7 9 0.466666667
6 MALLESON N 6 7 0.461538462
7 SENGUPTA P 7 12 0.7
8 WANG S 5 9 0.454545455
9 WILENSKY U 8 16 0.533333333

We attempted to plot average citations and average total citations (see Figure 6) over
time in order to study the most cited literature on the application of ABM in economics. We
can readily see that total citations were much higher for work published prior to 2008, with
a downward trend after that. On the other side, due to the pandemic, average citations
climbed in 2020.

Figure 6. Citation analysis of published scientific documents.

5.3. Network Analysis

Figure 7 shows the social network maps of the co-occurance matrix, collaboration
matrix and coupling.The size of the nodes reflects the frequency of keywords in each
cluster. A larger size suggests a stronger citation burst and suggests high significance of
the subfield. The conceptual structure captured through keyword co-occurrence indicates
diversity within the research sub-fields.
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Figure 7. Network Analysis based on SCOPUS database.

The network indicates three clusters in Keyword Co-occurrence and Author’s Coupling.
Each cluster represents a theme/field of study in economics research using ABM. Three
major themes emerge from the Keyword Co-occurrence network: human behavioral
research, climate change and urban development, and the development of agent-based
models that may be used to investigate various economic phenomena. The citing authors
in the topic area that are mapped are known as author coupling, and these maps can
be used to focus on research areas that are shared by many currently active authors.
These are split into three groups in this instance. One of the primary cluster authors
shares simulation platforms, while the other two work on computational simulations and
numerical models together.

The expansion of international collaboration in ABM research was placed in a highly
stratified way, resulting in a clear divide between the main contributing countries and many
others who collaborated globally on a more occasional basis. The network is made up of a
core that is dominated by research outputs from scholars in research-intensive countries,
with numerous additional countries gravitating around that core—unsurprisingly, given
the emphasis on English-language journals.

5.4. Research HotSpots

Conceptual structure of agent-based modelling in economics is shown in a thematic
map (Figure 8). The map was constructed by using keywords with min word frequency
of 250. Minimum cluster frequency per 1000 documents is 5 and number of labels to each
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cluster are 3. On the x-axis we have centrality, which measures degree of interaction of one
network with other networks, while density on the y-axis is measure of internal strength of
a network. Themes on the upper right quadrant, i.e., motor themes have well developed
internal ties and are important for the structure of the research field. Motor skills have
strong centrality and high density. Niche themes are of marginal importance in the research
field as they have well developed internal ties but unimportant external ties. Emerging
or disappearing themes with low density and low centrality are weakly developed and
marginal. Whereas basic themes are of high importance for the field of ABM in economics,
but these are not well developed.

Figure 8. Thematic Map in Agent-based Modelling Research.

We discovered that research on agent-based modelling in economics can be classified
in two ways, the first being the development of an agent-based model, and the second
being the use of a developed agent-based model to investigate policy possibilities, based
on Keyword Co-occurance analysis. The development of agent-based models employing
economic theories, the application of diverse computational methods to calibrate these
models, and the simulation of these models are all major topics in ABM currently. Although
the largest bubble incorporates numerical models, computer simulations, and computational
methods, these motor themes and basic themes both require a significant amount of research
to get to a good measure of density and centrality.

6. Research Frontiers

There are several intriguing options for agent-based modelling research. ABM’s
versatility in applying to new issues has always been one of its best attributes. While
certain classes of models have been established in fields like macroeconomics or financial
markets, ABM has always been a transdisciplinary methodology that can be applied to
problems involving a variety of rules, interactions, and behavioral phenomena (Steinbacher
et al. 2021). ABMs can also be used to investigate issues that arise due to greater AI use, such
as the societal impact of ranking algorithms and recommender systems and the potential
reinforcement of social inequities and biases. ABMs can be used to build priors for machine
learning algorithms in a semi-supervised manner in cases where the given data are noisy
or biassed, reducing errors and preventing the amplification of distortions. Artificial agents
can also be incorporated into large-scale simulators once they have been built based on the
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behavior of human subjects (Dosi et al. 2020). Such synergy between ABM and experimental
technique is still in its infancy, but it represents an exciting avenue for future research, in
our opinion. Further research on the estimation of ABMs is also required, as little is known
about the benefits and drawbacks of various techniques. The majority of current models
allow for the formulation and stochastic approximation of a likelihood function. As models
become more complicated, such approximations will become increasingly difficult. In
such instances, Approximation through Bayesian Computation methods and GMM/SMM
should be considered (ABC). This approach (Sisson et al. 2007; Toni et al. 2009) employs
measurements (moments) of the data other than the likelihood to approximate the posterior
distribution of the parameters using a rejection sampling or Markov Chain Monte Carlo
technique. While this approach has gained much traction in ecological ABMs (Csilléry et al.
2010), economic applications are still a work in progress.

7. Conclusions

During the 2008 financial crisis, the discussion began when economists began to
investigate the possibility of agent-based modelling techniques for answering policy
problems and performing “what-if” scenarios to aid policy decisions. This discussion
about the future of agent-based modelling has yielded the desired result, with researchers
currently working on developing agent-based models so that simulations based on simple
rules can portray the complex economy. The European Central Bank is funding projects
to construct agent-based economic models. The science of economics has long been in
need of more robust methodologies that do not assume reasonable expectations and do not
encourage optimism about the behaviours of agents. The economy appears to be a system,
yet individual decisions cause the system’s complex nonlinearity. Similarly, agent-based
models recognise individual interactions and adapt in response to them.

The objective of the review analysis was to investigate the current developments in
economics using this new modelling technique. According to the study’s findings, research on
the topic of agent-based modelling in economics is growing at a quick pace. Researchers
experiment and publish their findings in research papers, books, and conference papers.
Researchers are increasingly collaborating in order to improve the quality of their publications.
The United States of America (USA), the United Kingdom (UK), Germany, and China are the
most productive countries. The most prominent research on this topic has been published
in the United States of America (USA), and American-based journals have taken the lead
in publishing research in this field. This might be due to the increased formation trend
of academic journals in the USA. The most often used keywords by the researchers (e.g.,
decision making, sustainability, and commerce) indicate the hotspots in ABM research. The
main purpose of adopting different bibliometric analysis methodologies was to uncover
research trends and the substance of published work. The knowledge structure and research
trends were discovered through co-occurrence analysis. According to the findings, several
well-established economic themes benefit from ABM techniques, but many require them.
Researchers are not introducing central banks in an agent-based economy and conducting
more monetary policy experiments. However, monetary policy had a considerable impact
during and after the Great Recession. The channels of collaboration among scholars
worldwide were uncovered through social network analysis. In the field of agent-based
modelling, researchers promote cross-national and intra-national collaboration, which
fosters the creation of new ideas. Although there has been much research into using agent-
based modelling to comprehend the complexities of economic problems, underdeveloped
countries like Pakistan have been slow to adopt this modelling technique. Even after
a decade of economic disaster, economists discover agent-based modelling. This policy
decision modelling technique is not widely used in economics, especially in monetary policy
issues. Agent-based models, in addition to existing ones, could be critical instruments for
assessing economic policy.
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Abstract: Although innovation capabilities are important drivers of export performance, few studies
address how they influence export performance in the context of emerging economies. This paper
evaluates the moderating effects of government institutional support and firms’ active and reactive
internationalization behaviors on the relationship between innovation capabilities and export perfor-
mance. The sample analyzed is based on 250 Mozambican small and medium enterprises (SMEs).
The results indicate that although innovation capabilities positively influence the export performance
of Mozambican SMEs, the moderating effects of government institutional support and firms’ active
and reactive internationalization behaviors were not found to be statistically significant.

Keywords: SMEs; export performance; innovation capabilities; government institutional support;
active internationalization behavior; reactive internationalization behavior; Mozambique

1. Introduction

Small and medium-sized enterprises (SMEs) represent over 96% of Mozambique’s
business population (Instituto Nacional de Estatística 2017), but their contribution in
terms of gross domestic product (GDP) and employment is still relatively low. SMEs
contribute 28% of GDP and 42% in formal employment, facing challenges at the business
environment level, namely in terms of access to markets, access to finance, and coordi-
nation of support mechanisms (Ministério da Indústria e Comércio 2016). SMEs need
to enhance their competitiveness to increase their economic contribution in emerging
economies. Thus, product and process innovation can contribute to promoting structural
change among developing countries and support the international competitiveness of SMEs
(Ministério da Indústria e Comércio 2016).

It is important for SMEs to invest in their innovation capabilities (ICs), as they are
considered important levers of product and process innovation (Blanchard 2020) and
important sources of competitive advantage (Guan and Ma 2003; Knight and Kim 2009;
Sen and Egelhoff 2000; Wang and Ahmed 2004), positively influencing the export perfor-
mance of SMEs (Guan and Ma 2003; Oura et al. 2016; Ribau et al. 2017a). Based on the
concept of dynamic capabilities, ICs are recognized as key drivers of business growth
(Teece et al. 1997).

Government programs supporting internationalization play a primary role in the
development of businesses, with positive consequences for national economies (Jalali 2012).
These programs play an important role for SMEs, as they have some resource constraints,
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especially when competing in international markets with larger and more experienced com-
panies. Thus, it is not uncommon for SMEs to seek to explore international markets, even
though they have many limitations on resources and skills and little international experi-
ence (Freixanet 2012; Ayob and Freixanet 2014). Government support, in these situations,
is crucial for some SMEs to overcome their limitations and be able to compete in inter-
national markets. Take, for example, export support programs (Comi and Resmini 2020;
Malca et al. 2020). Likewise, given that SMEs have a multifaceted role and are involved
in increasing internationalization processes, international support programs have been of
added value in allowing SMEs to adjust their resources to contexts in order to progress to
broader international markets (Francis and Collins-Dodd 2004; Mota et al. 2021).

While there is empirical research on the determinants of export performance (Guan and Ma 2003;
Vicente et al. 2015; Oura et al. 2016; Ribau et al. 2017a), there are some studies addressing
export performance in the context of emerging economy environments (Guan and Ma 2003;
LiPuma et al. 2013; Malca et al. 2020; Oura et al. 2016). In addition, the importance of
dynamic capabilities and ICs in the context of emerging economies has been overlooked
as there are few studies addressing the relationship between ICs and export performance
(Guan and Ma 2003; Krammer et al. 2018; Oura et al. 2016). Moreover, government support
to firms is expected to create differential value in export performance (Freixanet 2012).
Indeed, if firms need institutional support to increase their competitiveness in foreign
markets (Francis and Collins-Dodd 2004; Krammer et al. 2018) in emerging economies
firms, due to the lack of proper resources, which normally depend on institutional support
to increase their competitiveness in foreign markets (LiPuma et al. 2013; Yi et al. 2013).

Another aspect that influences export performance is the type of active/reactive in-
ternationalization (Westhead et al. 2004; Ribau et al. 2017b). Proactive stimuli can result
from SMEs’ behavior and a deliberate search for market opportunities abroad, with the
external environment being the source of these stimuli (Westhead et al. 2004). Moreover,
firms embracing active internationalization strategies experience better export performance
than those implementing reactive internationalization strategies (Ribau et al. 2017b). How-
ever, little is known on how active/reactive internationalization strategies influence export
performance among SMEs from emerging countries.

Based on the two gaps above referred, this paper seeks to add theoretical value by
analyzing the influence of both government institutional support and active/reactive
internationalization strategies in the relationship between innovation capabilities and
export performance, in emerging economies, particularly in Mozambique. For this reason,
we raise the following research questions: How do ICs affect export performance in SMEs?
What is the moderating effect of institutional factors (relationship with government) on the
relationship between ICs and export performance? What is the moderating effect of SMEs’
proactive and reactive internationalization strategies on the relationship between ICs and
export performance?

The paper is divided into six sections. After this introduction, Section 2 reviews the
relevant literature including hypothesis development, in which we examine the relation-
ships between ICs and export performance, and the moderating effects of relationship with
government and proactive/reactive behavior of SMEs. The research methodology and
model are discussed in Section 3. Section 4 reveals the discussion of the most significant
results, while Section 5 details the main findings. Section 6 presents the limitations and
future lines of research.

2. Literature Review and Formulation of Hypotheses

2.1. Innovation Capabilities

There is a variety of perspectives regarding innovation capabilities (Olsson et al. 2010),
with multifaceted and inconsistent constructs (Lawson and Samson 2001; Guan and Ma 2003;
Oura et al. 2016; Perdomo-Ortiz et al. 2006; Ribau et al. 2017a) based on the context and
the characteristics of the companies, with implications for the methodologies used, as
it is necessary to adapt the scales to the methodology (Yi et al. 2013; Vicente et al. 2015;
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Ahmad and Lee 2016). From this perspective, a diversity of concepts about innovation
capabilities was also found (see Table 1). For example, Lawson and Samson (2001) define
ICs as the ability to continuously transform knowledge and innovative ideas into new
products, production processes, and systems for the benefit of the firm and stakeholders.
In the view of Guan and Ma (2003), ICs are firms’ assets related to internal and acquired
experiences. Akman and Yilmaz (2008) define innovation capabilities as organizational
culture, promotional activities, and abilities to perceive and cope appropriately with the ex-
ternal environment. Hogan et al. (2011) and Saunila (2016) build on Lawson and Samson’s
(2001) concept of mainstream and newstream capabilities. However, we will consider the
scales presented by Guan and Ma (2003) and use a scale suitable for Mozambican small and
SMEs, which has been previously tested in China, Brazil, and Portugal (Guan and Ma 2003;
Oura et al. 2016; Ribau et al. 2017a).

Table 1. Definitions and dimensions of innovation capability.

Definition Dimension Author

It is the ‘ability to continuously transform
knowledge and ideas into new products,

processes and systems for the benefit of the
firm and its stakeholders.’

Vision and strategy; harnessing the
competence base; organizational intelligence;

creativity and idea management;
organizational structure & systems; culture and

climate; and management of technology.

Lawson and Samson (2001)

It is a special asset of a firm. It is tacit and
non-modifiable, and it is correlated closely

with interior experiences and
experimental acquirement.

Learning capability; R&D capability;
manufacturing capability; marketing

capability; organizational capability; resource
exploiting; and strategic capability.

Guan and Ma (2003)

Innovative capability is defined as a crucial
element that facilitates the organizational

culture, the distinctiveness of in-house
promotional activities and the ability to

understand and respond appropriately to the
external environment.

Organizational culture; knowledge from
different resources for product development

activities; reflect changes in market conditions
on products and processes; support of product

and process innovation development; new
ideas that come from customers, suppliers, to
include into product development activities;
and adaptation to environmental changes.

Akman and Yilmaz (2008)

A firm’s ability, relative to its competitors, to
apply the collective knowledge, skills, and
resources to innovation activities related to

new products, processes, services, or
management, marketing or work organization
systems, in order to create added value for the

firm or its stakeholders.

Client-focused innovation capability;
marketing-focused innovation capability; and

technology-focused innovation capability.
Hogan et al. (2011)

Innovation capability is defined in this study as
an internal capability aiming to describe the

determinants affecting an organization’s ability
to achieve innovations continuously and add

value for the organization and its stakeholders.

Participatory leadership culture; ideation and
organizing structures; work climate and

well-being; know-how development;
regeneration; external knowledge; and

individual activities.

Saunila (2016)

2.2. Export Performance

In the international literature, export behavior is described as the result of numerous
variables (Bonaccorsi 1992). The measurement of export performance suffers from some
conceptual, methodological, and practical limitations. Despite the large number of different
measures of export performance, few have been used frequently, such as export intensity,
export sales growth, export profitability, export market share and overall satisfaction,
export performance, and export success (Sousa 2004), mainly as a result of the difficulty of
obtaining data and firm secrecy.

Export performance was measured as the share of export sales over total sales (Yi et al. 2013),
and has also been measured using financial (e.g., export sales and profits) and non-financial
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indicators, which include some strategy-based items (e.g., firms’ export goals, satisfaction
and perceived success) (Zou and Stan 1998; Ribau et al. 2017a).

Meanwhile, from a broader perspective, export performance can be divided into
structural factors (size, age, management systems, technology, and R&D), firm management
factors (export expectation, profitability, risk, costs, and experience), and incentives and
obstacles in the internationalization process (Guan and Ma 2003). The scale used in this
research is the result of an adaptation of several authors, namely Jantunen et al. (2005);
Kuivalainen et al. (2007); Aulakh et al. (2000); Zou and Stan (1998).

2.3. Government Institutional Support

Government institutional support reflects the extent to which government institu-
tions provide support to firms in order to reduce adverse market effects (Shu et al. 2019;
Xin and Pearce 1996). This relationship is a key element of the institutional environment
and shapes the relationship between innovation capabilities and export performance
(Yi et al. 2013).

Yi et al. (2013) found that the relationship with the government has a positive and
significant moderating effect on the relationship between ICs and export performance
only in regions where the level of marketization is high. Conversely, Tian et al. (2019)
concluded that firm–government relationships have a significant positive impact on firm
innovation. Therefore, it is expected that the stronger the government–firm relationship,
the greater the firm’s innovation output, especially since public policy, often under the
aegis of internationalization support programs, helps firms leverage their own resources.

According to Li and Atuahene-Gima (2001), government institutional support plays a
significant role in increasing the effectiveness of firms’ product innovation strategy. For
Szeto and Kim (2018), government–firm relations can help firms access resources and
improve their performance. Peng and Heath (1996) argued that government relations play
a greater role in facilitating new initiatives, including exporting. Clearly, from a resource
perspective, government institutional support is expected to help address the need for
resources that many SMEs have (Mota et al. 2021).

The government–enterprise relationship ceases to make sense in regions where gov-
ernments are corrupt (Qian 1996; Yi et al. 2013). This is what happens in developing and
underdeveloped countries, which ultimately undermines the precious help that some SMEs
need to bridge their internal resource needs, undermining the innovative development and
competitive advantages of SMEs. Signs of good government functioning include lack of
intervention, lower levels of regulation and bureaucracy, successful provision of public
goods and services, and efficient spending (Porta et al. 1999). These attributes can provide
services, resources, and other factors that help firms upgrade innovation capabilities and
export their products to foreign markets (Yi et al. 2013).

2.4. Active/Reactive Internationalization Behavior

The internationalization of SMEs is a complex process that requires firms’ active and
reactive involvement and commitment (Ribau et al. 2017b). Active/reactive behaviors are
related to endogenous or exogenous factors that affect firms’ internationalization processes
and their export performance (Bruyat and Julien 2001). Moreover, active stimuli can result
from aggressive behavior by SMEs and a deliberate search for market opportunities abroad,
the origin of these stimuli being the external environment (i.e., external proactive stimuli).
Reactive motives may arise from within SMEs, but reflect involvement in international
business as a reaction to certain internal conditions or events (i.e., reactive-internal stimuli).
Alternatively, export motives may be the result of incidental circumstances or a response to
environmental pressure (i.e., reactive-external stimuli) (Westhead et al. 2004).

More active firms tend to internationalize more quickly; in contrast, traditional firms
tend to take a more ad hoc, reactive, and opportunistic approach to internationalization
(Bell et al. 2003). On the other hand, SMEs with greater resources are more likely to actively
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pursue market opportunities. SMEs that benefit from the munificence of local resources may
therefore be able to proactively seek customers in foreign markets (Westhead et al. 2004).

Mediation effects between entrepreneurial orientation and export performance suggest
that active firms are not only better at innovating, but also their entrepreneurial orientation
capabilities sustain better performance in international markets when compared to firms
that react to external stimuli (Ribau et al. 2017a). Likewise, Ribau et al. (2017a) confirm that
innovative skills are not as powerful in reactive SMEs as in active SMEs. Reactive SMEs
neither generate nor depend on innovation to compete in international markets, while active
firms implement their ICs to successfully compete and sustain activities in international
markets; reactive firms not only lack these innovation capabilities, but investment in these
ICs may divert their scarce resources to riskier activities.

2.5. Development of Hypotheses

There is evidence that ICs positively influence export performance. For example,
Guan and Ma (2003) consider the role of seven dimensions (learning, manufacturing, R&D,
marketing, organizational, resources exploitation, and strategic capabilities) and three
firm characteristics (domestic market share, firm size, and productivity growth rate) in
determining the performance of 213 Chinese manufacturing firms. The results indicate that
export growth is closely related to total improvement in the dimensions of ICs (except for
manufacturing capability) and productivity growth. Conversely, there was no evidence
that export performance depends on firm size or domestic market share. Moreover, core
innovation skills (a set of R&D, manufacturing, and marketing capabilities) do not lead to
sustainable export growth. On the contrary, supplementary ICs (learning, organizational,
resources exploitation, and strategic capabilities) allow not only the integration of all
capabilities, core and supplementary, but also enable a firm to gain sustainable international
competitiveness.

Ribau et al. (2017a) assessed the impact of internal ICs on the export performance of
147 Portuguese SMEs in the plastics industry, with the mediating role of entrepreneurial
orientation (EO) based on firms’ proactive or reactive behavior in the face of external
stimuli. The results show that ICs have a positive impact on export performance. However,
the mediation effects of EO suggest that proactive firms not only are better innovators,
but also their EO competencies sustain better performance in international markets when
compared to firms that react to external stimuli.

Oura et al. (2016) investigated the impact of innovation capacities and international
experience on the export performance of Brazilian manufacturing SMEs. Conversely, the
research indicated that international experience has a greater impact on export performance
than innovation capacities. On the other hand, Vicente et al. (2015) identified important
dimensions to build a scale to measure ICs in exporting firms. The results reveal that a
construct formed by four dimensions (product development capability, innovativeness,
strategic capability and technological capability) positively affects export performance.
Thus, we present the following hypothesis:

Hypothesis 1 (H1). Innovation capabilities have a direct positive effect on the export performance
of SMEs.

According to Yi et al. (2013), the government relationship has a positive moderating
effect on the relationship between innovative capabilities and export performance. Gov-
ernment institutional support can offset the negative effects of market imperfections by
reducing transaction costs and enhancing the role of innovative skills in export perfor-
mance. Government institutional support functions as an important formal regulatory
mechanism that remedies the adverse effects of institutional voids and helps organize and
direct effective business operations (Stephan et al. 2015). Export support programs are a
clear example of how public policies can support firms in their competitive development
(Mota et al. 2021; Malca et al. 2020). We thus argue that the government relationship
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moderates the relationship between ICs and export performance. As such, it is possible to
defend the following hypothesis:

Hypothesis 2 (H2). Government institutional support positively moderates the relationship
between innovation capabilities and the export performance of SMEs.

SMEs’ with proactive internationalization behavior, besides being better at managing
their innovation processes, have entrepreneurial orientation capabilities that support better
performance in international markets when compared to firms that react to external stimuli
(Ribau et al. 2017a). On the other hand, proactive stimuli may result from SMEs’ aggressive
behavior and a deliberate search for market opportunities abroad (Westhead et al. 2004).
Therefore, we argue that SMEs’ active internationalization behavior positively moderates
the relationship between innovation capabilities and export performance. Thus, it is
possible to defend the following hypothesis:

Hypothesis 3a (H3a). Proactive internationalization behavior positively moderates the relationship
between SMEs’ innovation capabilities and export performance.

Reactive internationalization behaviors result from endogenous or exogenous factors that
affect the firm’s internationalization processes and export performance (Bruyat and Julien 2001;
Westhead et al. 2004). Reactive internationalization behaviors can arise from within SMEs,
but reflect involvement in international business as a reaction to certain external conditions
or internal events (Westhead et al. 2004). Thus, we propose the following hypothesis:

Hypothesis 3b (H3b). Reactive internationalization behavior positively moderates the relationship
between ICs and export performance of SMEs.

The proposed conceptual model is shown in Figure 1.

Figure 1. Proposed conceptual model.

3. Methodology

This study follows a quantitative methodology underpinned by the application of
a questionnaire that was created as a result of a thorough literature review of different
factors involving innovation capabilities, export performance, government support, and
passive/active internationalization.

Data were collected using a questionnaire composed of scales adapted, validated,
and published in previous research. We implemented a seven-point Likert-type scale in
which respondents have the opportunity to agree or disagree and express the intensity
of agreement (1 = Strongly disagree; 7 = Strongly agree). ICs were measured with a
multidimensional scale developed by Guan and Ma (2003), the export performance scale
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was adapted from Jantunen et al. (2005); Kuivalainen et al. (2007); Aulakh et al. (2000);
Zou and Stan (1998). Relationship with government was adapted from Shu et al. (2019),
and Li and Atuahene-Gima (2001), and active/reactive internationalization was adapted
from Westhead et al. (2004).

The questionnaire was applied in Portuguese. As such, Brislin’s (1971) recommen-
dations were followed to avoid misunderstandings when translating the questionnaire
from English into Portuguese and back to English. At the beginning of the question-
naire, respondents were shown a small introduction of what the questionnaire was about.
For operational reasons, the questionnaire was divided into five different sections—one
for each topic addressed: innovation capabilities, government institutional support, ac-
tive/passive internationalization, and export performance—and a final one containing
respondents’ data.

The questionnaire was subjected to a pre-test conducted with a convenience sample
of eight individuals (three university professors and five managers) in order to check the
organization and formatting of the questionnaire, the correct wording, how the respondents
understood the questions and the response time required, and to eliminate typos. As a result
of the pre-test, some changes were made in the terminology to facilitate the respondents’
understanding. In addition, the number of items per variable was reduced to a minimum
to keep the questionnaire to an adequate size. The final version of the questionnaire was
made available online to companies via Google Drive LimeSurvey for 4 months, finishing
in March 2020 before the outbreak of COVID-19 pandemic in Mozambique. Several rounds
of emails were sent to the firms, complemented with telephone calls, to increase the
response rate.

This research is grounded on the information obtained with the help of the National
Institute of Statistics of Mozambique and with the support of the Investment and Export
Promotion Agency (APIEX) of Mozambique, which provided a database of 400 exporting
SMEs. Over the course of the survey, 305 responses were obtained. However, 55 ques-
tionnaires with incomplete answers were excluded, and a set of 250 questionnaires with
complete answers was obtained, constituting 62.5% of the total sample. The characteristics
of the sample are presented in Table 2. The sample size is considered suitable for data anal-
ysis using partial least squares structural equation modeling (PLS-SEM) (Hair et al. 2011).

Table 2. Characterization of respondents.

n %

No. employees
5–49 168 67.2
50–100 82 32.8

Sector
Agro-industry 48 19.2
Wood processing 89 35.6
Fishing products 67 26.8
Agricultural products 46 18.4

Respondent
Owner 163 65.2
Manager 79 31.6
Others 8 3.2

Source: Own preparation.

As this research is based on quantitative approaches, it needs to be supported with
reliability and validity analysis to ensure replicability and generalizability. While reliability
is concerned with the consistency of measurements, validity is related to the extent to
which the study reflects the social phenomena being studied. With reliable and valid
measurement, it is possible to replicate the study (Wahyuni 2012).
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The statistical analysis of the data was carried out using partial least squares structural
equation models (PLS-SEM), using SmartPLS 3.2. This methodology was justified because
its results are robust and because PLS-SEM supports linear regression equations that explain
both linear and moderation effects when researchers seek to test and validate exploratory
models (Henseler and Chin 2010).

4. Results

The evaluation of the models was based on reliability, convergent and discriminant
validity. Tables 3–6 present the factor loadings of the items, which were obtained through
bootstrapping with 5000 interactions, the average variance explained (AVE), and composite
reliability (CR) for the different constructs under analysis. All items have loadings equal to
or greater than the recommended minimum threshold of 0.7 (Götz et al. 2010) and items
below this were removed.

Table 3. Loadings, AVE, CR and Cronbach’s alpha of export performance.

Questionnaire Item Loading AVE CR Cronbach Alpha

Exporting has contributed to the sales growth of our firm 0.871

0.777 0.961 0.952

Exporting has improved our firm’s market share 0.877

Our export activity has made our firm more competitive 0.955

Exporting has contributed to our Profitability 0.833

Exporting has contributed to enter in new markets 0.831

Exporting has contributed to improve international image 0.923

Exporting improves the development of our know-how 0.874

Source: Own preparation. Scale adapted from Jantunen et al. (2005); Kuivalainen et al. (2007); Aulakh et al. (2000);
Zou and Stan (1998).

Table 4. Loadings, AVE, CR and Cronbach’s alpha of government institutional support.

Questionnaire Item Loading AVE CR Cronbach Alpha

Government provides technology information and support 0.826

0.716 0.883 0.810Government provides support to seek for financial resources 0.784

Government provides with direct tax reduction and subsidy 0.923

Source: Own preparation. Scale adapted from Shu et al. (2019); Li and Atuahene-Gima (2001).

Discriminant validity is shown in Table 7 using the Fornell–Lacker criterion. It is clear
that the square root of AVE is larger than the correlation values of the two variables under
analysis (Hair et al. 2011).

In order to test the four hypotheses put forward, seven different modes were tested,
as shown in Table 8, considering export performance as the dependent variable. Model
1 tests the direct effect of innovation capabilities on export performance. Models 2, 4,
and 6 test government institutional support, reactive internationalization behavior, and
active internationalization behavior as antecedents of export performance, respectively.
Models 3, 5, and 7 test the moderating effects of government institutional support, reactive
internationalization behavior and active internationalization behavior on the relationship
between innovation capabilities and export performance.
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Table 5. Loadings, AVE, CR, and Cronbach’s alpha of first order innovation capability construct.

Questionnaire Item Loading AVE CR Cronbach Alpha

Learning capability

Monitoring technology development trends 0.717

0.679 0.913 0.880

Assimilating and absorbing ability 0.714

Re-innovation ability facing international market 0.874

Learning from past experiences and failings 0.910

Cultivating and investing on learning consciousness 0.884

Manufacturing capability

Technological level of manufacturing equipment 0.821

0.747 0.936 0.915

Advanced manufacturing technology 0.864

Equipment operating skill of personnel 0.918

Production regulations and system 0.875

Total quality management 0.841

Marketing capability

Understanding subdivided market 0.866

0.737 0.918 0.881
Monitoring the situation of market 0.853

Controlling and managing distribution network 0.896

Improving brand name and firm repute 0.816

Organizational capability

Adjusting organization structure to innovation projects 0.872

0.720 0.911 0.870
Centralizing resources on innovation activity quickly 0.858

Adapting and responding to external environment 0.818

Information flow and interconnection between departments 0.843

R&D capability

Building organization to collect various innovation ideas 0.691

0.702 0.921 0.894

Cross-functional project teamwork 0.895

Facilitating communication among R&D personal 0.867

Communication between R&D and marketing department 0.860

Harmonizing product and process innovation 0.859

Resource exploitation capability

Attaching importance to human resources 0.924

0.740 0.895 0.822Selecting key personnel in each functional department 0.861

Making fully use of external technologies 0.790

Strategic capability

Understanding technological goals of top management 0.864

0.805 0.925 0.879Entrepreneur spirit and intense innovation environnement 0.950

Knowing industry’s technological development trend 0.875

Source: Own preparation. Scale adapted from Guan and Ma (2003); Ribau et al. (2017b).
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Table 6. Loadings, AVE, CR, and Cronbach’s alpha of first order innovation capability construct.

Questionnaire Item Loading AVE CR Cronbach Alpha

Reactive

We follow or meet the actions of our competitors 0.861

0.650 0.847 0.734To offset seasonal sales and reduce financial risks 0.805

Declining profits in domestic market 0.748

Active

Part of the intrinsic growth objective of the firm 0.848

0.562 0.863 0.802

Export markets actively targeted by owner/manager 0.839

Exporting seen as the easiest way to grow 0.778

Excess capacity ‘pushed’ the business into exporting 0.674

Public agencies with contacts with overseas clients 0.572

Source: Own preparation. Scale adapted from Westhead et al. (2004).

Table 7. Discriminant validity.

Variables
Correlations

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11.

1. Export performance 0.882
2. Government relationship 0.306 0.846
3. Learning capability 0.514 0.198 0.824
4. Manufacturing capability 0.373 0.192 0.802 0.864
5. Marketing capability 0.417 0.098 0.653 0.793 0.859
6. Organisational capability 0.572 0.260 0.720 0.809 0.823 0.848
7. Proactive behavior 0.718 0.246 0.479 0.325 0.458 0.533 0.749
8. R&D capability 0.277 0.122 0.733 0.576 0.519 0.508 0.307 0.838
9. Reactive beahavior 0.603 0.078 0.554 0.410 0.435 0.504 0.543 0.309 0.806
10. Resources exploitation capability 0.415 0.071 0.758 0.675 0.585 0.618 0.390 0.696 0.437 0.860
11. Strategic capability 0.255 −0.062 0.534 0.366 0.308 0.405 0.256 0.640 0.247 0.416 0.897

Note: The values of the diagonal (in bold) are the square root of AVE.

Table 8. Summary of the regression analyses.

Variables Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7

Innovation capability 0.501 (0.000) 0.458 (0.000) 0.450 (0.000) 0.252 (0.000) 0.182 (0.004) 0.195 (0.000) 0.146 (0.005)

Government
relationship 0.225 (0.000) 0.229 (0.000)

Innovation capability
× Government
relationship

−0.042 (0.464)

Reactive behavior 0.421 (0.000) 0.389 (0.000)

Innovation capability
× Reactive behavior −0.228 (0.000)

Active behavior 0.626 (0.000) 0.599 (0.000)

Innovation capability
× Active behavior −0.129 (0.001)

R2 0.251 0.296 0.298 0.482 0.482 0.547 0.569

Source: Own preparation. Dependent variable: Export performance.
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The results presented in Table 8 for model 1 indicate that the correlation coefficient is
high (β = 0.501) and explains 25.1% of the export performance in model 1, i.e., (R2 = 0.251),
thus confirming previous literature (Guan and Ma 2003; Vicente et al. 2015; Oura et al. 2016;
Ribau et al. 2017a) and hypothesis 1.

Model 2 in Table 8 measures the effect of government institutional support as an
antecedent of export performance. The results indicate that the explanation of model 2 rises
from 25.1% (R2 = 0.251) to 29.6% (R2 = 0.296), i.e., government institutional support plays
an important role (β = 0.225) as an antecedent of export performance (Peng and Heath 1996;
Szeto and Kim 2018).

Model 3 presents the mediating relationship of government institutional support in
the relationship between innovative capabilities and export performance. A stagnation of
the indicators can be noted with regard to the explanation of the models as R2 presents a
marginal increase from 29.6% to 29.8%, as presented in Table 8. Although Yi et al. (2013) and
Stephan et al. (2015) advocate the importance of the role of government institutional sup-
port, the result of this research confirms that the moderating effect is almost null (β = −0.042)
and is not statistically significant. Therefore, contrary to that expected, the moderating effect
of SMEs’ relationship with the government is non-existent. According to Yi et al. (2013),
this effect is only positive and significant in contexts where the level of marketing ac-
tivities among firms is high. In Mozambique, the marketing dimension is considered
to be incipient, despite several firms already defining their target customers and adjust-
ing products/services in response to the market (Ministério da Indústria e Comércio 2016).
Meanwhile, it is confirmed that Mozambican SMEs are supported by the government.
This is done either through the Institute for the Promotion of Small and Medium Enter-
prises (IPEME) through Decree no. 47/2008, of 3 December, as the public entity that has
the responsibility not only to ensure the implementation of the Strategy for the Develop-
ment, promotion and dynamization of Micro, Small and Enterprises (MSMEs), or by the
Agency for the Promotion of Investment and Exports (APIEX), created through Decree no.
60/2016, of 12 December, the objective of which is to promote and facilitate private, public
investment and exports, in accordance with the objectives and goals of the government’s
economic policy. However, this effort is not significant as SMEs still face problems such as
regulatory barriers, lack of financing, high tax burdens and costs of procedures, and poor
access to international markets.

On the other hand, this relationship ceases to make sense in regions where govern-
ments are corrupt (Qian 1996; Yi et al. 2013). Corruption in developing countries is a
hindrance to the growth of SMEs. In Mozambique, in particular, SMEs are the most con-
fronted with bribes and other corrupt practices because they are less equipped to defend
themselves and or turn to politicians (Ministério da Indústria e Comércio 2016). Clearly, if
the relationship with the government is far from ideal, which can be justified by the lack of
resources of Mozambican SMEs, as well as the inadequacy of support for SMEs that have
difficulty competing in international markets, then government institutional support is lost.

The result of the moderating effect of the mediation of government institutional
support tested in model 3 is presented in Figure 2 where it can be seen that as the innovation
capability increases the marginal increase in export performance of firms with lower and
higher relationship with the government is practically null.

Models 4 and 5 present the relationship between reactive internationalization behavior,
export performance, and the mediating effect of reactive internationalization behavior on
the relationship between ICs and export performance, respectively.

The results of model 4 indicate that innovation capabilities and reactive international-
ization behavior explain 48.2% (R2 = 0.482) of export performance, and there is a positive
and statistically significant relationship between reactive behavior and export perfor-
mance (β = 0.421), confirming what is postulated in the literature (Bruyat and Julien 2001;
Westhead et al. 2004; Ribau et al. 2017a).

Model 5 shows the moderating effect of reactive behavior between innovation skills
and export performance, where it is found that the R2 did not increase relative to model 4
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(R2 = 0.482) and that the moderating effect is negative and statistically significant (β = −0.228).
Thus, as shown in Figure 3, although firms with weak innovation capacity increase their
export performance as they react to requests from international markets, firms that are
truly innovative end up not benefiting from their export potential, confirming the results
presented by Ribau et al. (2017a), as reactive SMEs do not rely on innovation to compete in
international markets.

 
Figure 2. Graphic representation of the moderating effect of government institutional support on the
relationship between innovation capabilities and export performance.

 
Figure 3. Graphic representation of the moderating effect of reactive internationalization strategy
behavior on the relationship between innovation capabilities and export performance.

The results of model 6 indicate that the relationship between active internationalization
behavior and export performance is positive and statistically significant (β = 0.547), so
the higher the proactive internationalization behavior, the higher the export performance.
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Therefore, the previous literature is confirmed (Bruyat and Julien 2001; Westhead et al. 2004;
Ribau et al. 2017a).

The moderating effect of proactive behavior does not confirm the hypothesis 3b raised,
since, although it is statistically significant, it has a negative effect on moderating the rela-
tionship between ICs and export performance (β = −0.129). Thus, as the innovation skills
of Mozambican SMEs increase, as well as their proactive behavior, their export performance
also increases. However, as shown in Figure 4, while firms with weak innovation skills
increase their export performance by using active internationalization strategies, firms with
higher innovation skills do not benefit from this active internationalization strategy.

 
Figure 4. Graphic representation of the moderating effect of active internationalization strategy
behavior on the relationship between innovation capabilities and export performance.

Table 8 presents the results of this research. The first hypothesis (H1) confirms that
the direct effect between ICs and export performance is statistically significant (β = 0.501;
p < 0.000). Thus, H1 is validated. Although the relationship between government institu-
tional support and export performance is statistically significant, the moderating effect of
government institutional support on the relationship between ICs and export performance
was not shown to be statistically significant (β = −0.042; p = 0.464). Thus, the second hy-
pothesis H2 cannot be validated. The third hypothesis (H3a) confirms that the moderating
effect of reactive internationalization behavior between ICs and export performance is
statistically significant, however, the sign is negative (β = −0.228; p = 0.000), thus rejecting
hypothesis H3a. Finally, the fourth hypothesis (H3b) confirms that the moderating effect of
proactive behavior between ICs and export performance is statistically significant, however,
the sign is also negative (β = −0.129; p = 0.001), thus rejecting hypothesis H3b.

5. Discussion

The results of model 1 confirm the importance of ICs to Mozambican SMEs confirming
previous studies (Guan and Ma 2003; Oura et al. 2016; Ribau et al. 2017a; Vicente et al. 2015).
Thus, it is possible to state that exporting firms from emerging countries depend on
their ICs to leverage their export performance. Another important aspect is that the
moderating effect of government relationship, which is highly relevant in several con-
texts (Comi and Resmini 2020; Malca et al. 2020; Mota et al. 2021; Stephan et al. 2015;
Yi et al. 2013), is not statistically significant, being close to zero (β = −0.042) in the Mozam-
bican case. Thus, as presented in Figure 2, although export performance improves as
innovation skills improve, the marginal difference in export performance is slightly lower
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as innovation skills improve for higher levels of government relationship. As such, the ef-
fect of the government relationship on the relationship between innovation skills and export
performance remains virtually unchanged for increasing levels of government relationship.

As seen in Figures 3 and 4 and models 5 and 7 in Table 8, the moderating effect of
active and reactive internationalization behaviors of Mozambican firms on the relationship
between ICs and export performance is negative and statistically significant. Thus, it
can be stated that as innovation skills increase, export performance increases marginally,
though much more for firms with relatively modest active strategies than for firms with
high levels of active internationalization. This may indicate that Mozambican exporting
firms that are more active in international markets face problems penetrating international
markets and do not improve their performance as ICs increase. Similarly, with passive
internationalization, it is found that with increasing innovation skills, the performance of
Mozambican firms decreases with higher levels of reactive exporting strategies, although
export performance increases with increasing innovation skills for low levels of reactive
exporting behavior. This clearly indicates that Mozambican SMEs may not be benefiting
from their innovation skills when trying to push their products into international markets
with reactive strategies. Likewise, it can be seen that Mozambican SMEs have difficulty in
implementing active internationalization strategies, which may indicate that international
competitiveness is not properly assured, despite investment and effort put into improving
their innovation capabilities.

One issue is clear: Mozambican SMEs face clear resource constraints to competing in
larger international markets, especially because investment in innovation is much more
risky and is clearly hampered by the lack of government aid.

6. Conclusions

This research analyzes the moderating effect of government support and active/reactive
internationalization of Mozambican SMEs in the relation between ICs and export perfor-
mance. The target population of the study, 250 Mozambican SMEs, contributed to the
literature on SME internationalization in the context of an emerging country. This study
was undertaken on the premise that in the context where SMEs carry out their activities,
the support that the government provides and active/reactive behavior can influence the
relationship between ICs and export performance. Its originality stems from the fact that
it deals with how ICs impact export performance in emerging countries, and the effect of
government support and active/reactive internationalization strategies on the relationship
between ICs and export performance. Both aspects are novel among emerging countries,
namely in Mozambique.

Although most Mozambican SMEs, as in other emerging economies, particularly
in sub-Saharan Africa, have structural problems, low productivity levels, little modern
technology and, as a consequence, low product/service quality, Mozambican exporting
SMEs have shown that the use of ICs leads to good export performance.

Paradoxically, government support to SMEs is nonexistent, as is the moderating effect
of the relationship of SMEs with the government, i.e., as this effort is not significant, SMEs
continue to face problems such as regulatory barriers, lack of funding, high tax burden and
cost of procedures, and poor access to international markets. As such, Mozambican SMEs,
despite improving their ICs, are not able to leverage their innovation improvements with
the government programs available to them. This ends up hindering the normal growth of
SMEs, especially in emerging countries whose domestic resources are very limited.

The lack of resources is a general characteristic of SMEs. In the case of emerging
economies, this lack of resources is even more prevalent. Although Mozambican SMEs in-
vest in their innovation skills, these are not having the desired effect on export performance
because, on the one hand, the lack of resources often makes active internationalization
strategies impossible and, on the other hand, government support is non-existent, which
does not benefit the internationalization effort undertaken by many companies. It is not
enough just to develop internal ICs, it is also necessary to operationalize proactive strategies
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so that SMEs can face international competitiveness, which requires clear and sustainable
public policies and state support, able to make up for the companies’ lack of pressing
resources. However, the priority of governments in most emerging countries is oriented
towards solving immediate socio-economic problems such as the percentage of the popula-
tion with low survival rates and high corruption rates. In this context, SMEs aspiring to
international business projects find themselves alone, relying on their own resources and
capabilities, strangled by an unenthusiastic domestic market.

The proactive or reactive international strategy of Mozambican SMEs only benefits
less innovative SMEs. In this context, it can be stated that Mozambican SMEs with high
levels of innovation have some difficulty in competing internationally, not because of
their lack of ICs, but because of the lack of resources, and perhaps because riskier invest-
ments are needed to compete within broader international horizons. This is possible only
with effective public governmental business-support policies from the governments of
emerging countries.

Clearly, at the government level, the challenge is clear: without governmental support,
international business performance is compromised, especially because SMEs in emerging
countries need to overcome the liability of newness that they face in international markets
by increasing business risk, which ends up hindering active innovation development
to implement internationalization strategies. On the other hand, the need for financial
resources to adapt the firm’s product portfolio may compromise the success in international
competitive markets and relegate Mozambican and emerging countries’ SMEs to the
much less demanding domestic market, without solving the lack of competitiveness at
the international level. Thus, the great challenge that many emerging economies have to
overcome is to create clear government support for companies in order to support them
to get to know and compete in international markets through support that increases their
innovative capabilities.

At the business level, it is recommended that Mozambican SMEs, in particular, and
those in emerging countries, in general, continue to invest in their ICs so that they can
improve their internal processes and the development of new products and manufacturing
skills, which will support them in marketing and implementing competitive strategies in
wider markets. The development of ICs appears to be core to improving international
competitiveness. They should also be more demanding of governmental institutions,
demanding clear policies to support business competitiveness.

The main limitation of this study is that its content is based on the responses of
250 companies from a single emerging country, Mozambique, which could be comple-
mented by samples from other emerging countries that could give a broader perspective.
As it is a cross-sectional study, the intrinsic characteristics of a longitudinal research were
not considered. The fact that only one informant per company was considered, and that it
was not possible to compare several industrial sectors, may also be considered limitations.
However, in the Mozambican context, this would be very difficult to implement. In addi-
tion to the limitations presented, future research should take into account the analysis of
the context of the internationalization of Mozambican companies, especially their modes of
entry and their main international competitors, as well as the qualifications of Mozambican
managers and their degree of knowledge of the international context.
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Abstract: A systematic literature review is used to explore the relationship between complexity theory
and economics. Broad search terms identify an unmanageable large number of hits. A more focused
search strategy follows the PRISMA protocol and screens for Economics branded publications, and
with key words for different applications of economics occurring in the abstract. This results in a
distinct group of 247 publications. One hundred and twenty-two publications are excluded due to
inclusion criteria or a lack of relevance. The remaining 113 are analysed for (1) use of complexity
theory concepts, (2) types of methodology and methods, and (3) the applications for macro, meso, and
micro issues. The publication with the greatest frequency of resulting articles is Complexity, closely
followed by Ecological Economics. The highest annual citation ratio for a single article was 33.88.
Complexity theory concepts included: non-linearity, system interactions, adaption, and resilience.
Many developed a meso application, rather than solely focusing on macro or micro designs. Agent
Based Models (ABMs) were popular, as were general systems models following the practice of the late
system theorist, Donella Meadows. Applications were interdisciplinary and diverse, including world
system models that linked macroeconomics to climate and sustainability, as contrast with micro and
meso models trying to explain the complexity of agent-based behaviour on specific organisations or
higher-level processes.

Keywords: complexity theory; economics; public policy; systematic review

1. Introduction

Today’s policy makers are faced with unprecedented challenges in tackling their imme-
diate priorities of economic growth as well as how to approach other long-term issues suhch
as climate change, energy security, and public health amongst others. For issues with many
interdependent factors (‘wicked problems’), it is difficult to determine drivers as multiple
factors may produce similar or unidentical outcomes. For this reason, it is becoming more
ubiquitous across the economic scholarship that understanding complexity offers a new
science in which economic systems are understood as complex systems which cannot be
judged using traditional linear analytical frameworks and methodologies. In light of these
emerging complex policy challenges, advancements in economic conceptions have led to
the development of ‘non-orthodox’ economic thinking with the labels heterodox and/or
post-Keynesian economics (Lee and Lavoie 2012). Here, there is a growing scholarship
on new ways of thinking that provide complementary, and alternative, perspectives to
the equilibrium assumption of economic modelling. Within this economic paradigm lies
the assumption that, amongst other things, economic systems are dynamic and oscillate
between periods of stability and chaos, making them hard to predict.

Complexity theory is known to have had a growing influence on the broader social sci-
ences in recent decades with increased citations that demonstrate this (Byrne and Callaghan
2013). Complexity theory was first developed in the physical sciences influencing the
development of scientific concepts and methods for better understanding of unstable and
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difficult to predict systems such as meteorology (Lorenz 1963). Given the indeterminate
nature of many social science phenomena, with novel behaviour and events resulting from
a diversity of social interactions, many scholars soon saw the potential for complexity
theory to assist in the explanation of the collective behaviours of societies and economies.
Complex systems demonstrate a high level of uncertainty with low agreement between and
across systems with regard to the causes of systemic pressures and the potential solutions to
resolve such pressures (Bernardo and Smith 2009). This suggests an amount of irreducible
uncertainty exists within the system (Sornette 2006). The uncertainty experienced within
complex systems denotes non-linearity between cause and effect. This approach to thinking
highlights properties that demonstrate features of complexity including, sensitivity to initial
conditions and path dependency, emergence and self-organisation, feedback and feedback
loops, and dynamic behaviours, as well as the interactions between these properties. Such
an approach to economic modelling goes beyond the traditional orthodox approach where
systems are seen to share identical patterns of behaviour, with interactions averaging each
other out.

Castellani and Gerrits (2021) updated Map of the Complexity Sciences argues that
Complexity Theory and Economics became increasingly linked from the 1990s onwards.
The Santa Fe Institute (https://www.santafe.edu/ accessed on 20 July 2022) founded in
1984 was the first international scientific research institute dedicated to the study of complex
adaptive systems. It succeeded in attracting leading scientists from across the world to con-
sider important interdisciplinary science questions. Seminal academic leaders in this field
included: Holland (1992), Kauffman (1993). Such scholars were ambitious in their desire to
expand the new interdisciplinary scientific framework to cover the major social and eco-
nomic challenges of the day. An economics program started in 1987, with much emphasis
on the boundaries of the discipline, and the potential contribution of the interdisciplinary
complexity science to economics. Fontana (2010), in a seminal historical summary of the
impact of Santa Fe on economics, summarises three key impacts: dynamics, computational,
and connectives. Complex dynamics is concerned with mathematical changes in economics
with the developments to model chaos, sensitivity to initial conditions, and bifurcation.
The focus here is on nonlinear approaches. Computational modelling primarily includes
the development of agent-based modelling (ABM) allowing for a much more complex
consideration of the behaviour of economic agents. Connective explanations are interested
in the relational aspects of the economy such as positive and negative feedback and the
operation of networks.

With this backdrop in mind, we use the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) to comprehend the impact of complexity theory
on applied economics. Before commencing this, we use an initial exploration to identify
the most cited and highly influential scholars who have affected the metatheoretical union
of complexity theory with general economics. We then proceed to make an original and
substantial contribution, through the use of PRISMA to identify where this fusion of
complexity theory with economics is having the most applied influence. In particular,
we identify impacts in the use of microeconomics, including in business, management
and organisations, and in macroeconomics, incorporating also political and policy-based
interventions. There are also meso applications that link micro and macro in innovative
ways. The paper structure is as follows, the subsequent section explains the method of
using both an indicative literature search and a more structured systematic approach.
Next, we present our results with a discussion on the most cited relevant scholars and
PRISMA findings highlighting methodological trends as well as the thematic application of
specific complexity concepts across our reviewed documents. Finally, we provide some
concluding remarks.

2. Research Method

To assess developments in the application of complexity theory in applied economics,
we undertake a two-step approach to data collection and review. First, we use Google
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Scholar as an initial search tool to explore the broad relationship between scholars and
publications that link complexity theory with economics and to observe some quantitative
citation evidence about the most important scholars and source material. Google Scholar
is used for this indicative purpose because of its wide breadth of coverage, and relatively
limited ability for the researcher to control and manipulate the search focus. Google Scholar
only offers limited text search options (i.e., publication title, or text from the whole article)
and uses automatic search algorithms to find what should be the most useful and relevant
examples (Beel and Gipp 2009). The date of the search is 18 July 2022. The search term
is: allintitle: complexity OR “complex systems” OR “complex adaptive systems” AND
economics. It yields 523 references. We use this to construct an indicative summary of the
major scholars who influence the use of complexity theory in economics.

Second, a focused systematic literature review is conducted to identify applied in-
fluences of complexity theory in economics research. As noted by Liberati et al. (2009),
systematic reviews and meta-analyses are useful for summarising evidence in an accurate
and reliable manner. The explicit use of systematic procedures to identify selected litera-
ture reduces bias, thereby providing reliable findings from which a researcher can draw
conclusions and provide recommendations (Oxman and Guyatt 1993). This approach helps
researchers keep up-to-date with topical developments while allowing readers to judge the
quality of reporting, through the evidence-based rationale provided (Moher et al. 2016).
In this study, our systematic review of relevant literature was undertaken in accordance
with the reporting techniques outlined within the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses protocol (PRISMA) (Moher et al. 2009). Initially adopted in
the medical sciences, the PRISMA protocol offers a set of procedures for the collection and
reporting of systematic reviews and meta-analysis. PRISMA consists of four-phases, that
is (a) document identification; (b) screening, (c) eligibility and (d) inclusion (see Figure 1
below for a flow diagram). These steps are aimed at improving the reporting of systematic
reviews and meta-analysis. As outlined by Liberati et al. (2009), the PRISMA guidelines
require a researcher to: (i) explicitly outline the research objectives with areproducible
methodology; (ii) undertake a systematic search to identify studies that meet the eligibil-
ity criteria; (iii) validate the included studies; and (iv) present a synthesis of the content,
characteristics and findings of studies included.

In this systematic review, we utilised a combination of the Elsevier Scopus (‘Scopus’)
and Web of Science (WoS) database to search for publications in selected journals—imposing
some further restrictions. Scopus is Elsevier’s largest citation and abstract database with
peer-reviewed academic literature that cover the areas of social sciences, life sciences as well
as health and physical sciences. Similar to Scopus, WoS is an academic citation and indexing
database that provides access to journals covering the arts and humanities disciplines,
sciences, and social science. The use of both databases offered a wide interdisciplinary
coverage in the identification of specific research outputs. Both Scopus and WoS also
provide filtering options for the researcher to control the search focus. To ensure a focus
search scope, and to capture only relevant documents that fall within the theoretical
parameters of the study, we generated the following search string to identify documents
with the mention of “complexity theory” OR “complex systems” OR “complex adaptive
systems” in the document keywords. From this search string, a combined total of 135,610
documents were identified across both databases. In order to filter for only relevant
papers, we restricted our search to documents that included the initial search string in
only the publication title, AND econ* OR complex* in the publication source title. This
restriction allowed for the identification of publications in journals with a thematic focus
on economics and complexity. Likewise, additional restrictions were placed to include
policy OR management OR organization OR finan* in the abstract and further limiting this
to include only publications in English1. These additional restrictions provided a sample
of publications with ‘real world’ applications, rather than ‘theoretical conceptualisations’.
After removing duplicates, a subset of 242 documents were identified. The data from Scopus
and WoS was then extracted as a .csv file (comma-separated values) for further screening.
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Figure 1. Literature Collection using the PRISMA Protocol.

Data screening and eligibility were two-part, first, we examined the abstracts of each
document to detect and remove irrelevant literature. From this, an initial 60 documents were
excluded from our analysis as the content of these publications are not openly assessible to
the public domain. The second screening consisted of an examination of the full text of each
document. At this stage, we developed an eligibility criterion based on the relevance of
the publications (i.e., a direct focus on the application of complexity theory in the areas of
applied economics, management, policy or finance). We also utilised publications impacts
as both Scopus and WoS offer numeric values on the number of citations each publication
has had. Lastly, the document type (i.e., Article, Review, etc.) were also consider in our
criterion. From this, an additional 69 documents were removed from our analysis. Three
publications were classified as Editorial, 55 documents were classified as either Conference
Papers, Proceedings or Note, and the remaining 11 publications were either not contextually
relevant or dated prior to 2019 with little research impact (no citations). Figure 1 (above)
provides an overview of the document collection process using the PRISMA framework.

Table 1 below shows the top 15 frequently occurring publication titles for the docu-
ments included in our meta-analysis. Overall, Complexity has the most journal publications
considered in our sample. This journal publishes studies that contribute to discussion
on complex systems across a broad range of disciplines. For journals with a direct focus
on economics, Ecological Economics features the most and is promoted as covering the
situation of economics within ecology and the importance of ecological values to micro
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and macroeconomics. The International Journal of Production Economics deals with the in-
terface of management and production, including manufacturing and engineering, and is
marketed as an interdisciplinary journal. This has similarities with Engineering Economics
and Agricultural Economics.

Table 1. Top 15 Journal Outputs: Frequency of Occurrence.

Journals Total

Complexity 28
Ecological Economics 9
Ecological Complexity 7

International Journal of Production Economics 7
Construction Management and Economics 3

Engineering Economics 3
Handbook of Computational Economics 3

Journal of Economic Dynamics and Control 3
Journal of Physics: Complexity 3

Journal of Systems Science and Complexity 3
Cambridge Journal of Regions, Economy and Society 2

Complex Adaptive Systems Modeling 2
Complexity International 2

Journal of Economic Behavior and Organization 2
Journal of Economic Issues 2

Total Number of Journals included 47

3. Results and Discussion

3.1. Initial Exploration

One of the most cited is a book by Beinhocker (2006) entitled: The origin of wealth:
evolution, complexity, and the radical remaking of economics with 2242 citations. Bein-
hocker is currently a professor at the University of Oxford. His book links economics with
evolutionary biology and the thermodynamic laws of physics, therefore replicating some
of the Santa Fe influence of seeing the natural sciences as important to economics. The core
ideas of his book are summarised on page 97, Table 4.1. Economic systems are dynamic,
nonlinear and far from equilibrium. Economic agents are diverse individuals with incom-
plete information who are subject to errors and biases. They adapt their behaviour. The
economic interactions between agents can be partly understood through their changing
networks of connections. Micro and macroeconomics are joined by the emergence of be-
haviours and interactions. The economic system evolves through differentiation, selection
and amplification towards novelty and complexity. In the conclusion of his book, he makes
a case for the linking of environmental issues and economics.

Arthur’s (2013) Complexity Economics is relevant with 450 citations. Furthermore,
his recent (2021) article in Nature Review Physics. This already has 85 hits. Arthur is
documented as being one of the first economists to be substantially involved with the Santa
Fe Institute and this involvement has continued for several decades (Fontana 2010). An
examination of Arthur’s own Google Scholar credentials reveal that he has 50,315 citations.
Arthur challenges the basis of neoclassical economics. He rejects the dominant idea of an
equilibrium where markets are clear to balance demand and supply. Instead, he argues that
consumer and agent behaviour is diverse and evolving, leading to the emergence of new
and novel aggregate outcomes. Therefore, economic interactions are not homogeneous but
heterogeneous across a range of social networks. This often requires new and different
mathematical approaches in economics. For policy makers, this means that they search
for plausible patterns of interest that are limited in time and space rather than determined
by universal laws. Policy makers face ‘decision making under fundamental uncertainty’
(Arthur 2021, p. 143).

In addition to an interest in the concept of ‘emergence’, Arthur is particularly influ-
enced by several other concepts from complexity science such as: self-organisation (for
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explaining diversity within networks), power laws and long tails (for changing how policy
makers and economists understand risk), and attractors (for explaining where specific
empirical data patterns become important for a given time and space). With regard to
methodology, Arthur focuses on consumer and agent behaviour in social networks and
notes the importance of agent-based modelling as an excellent computation tool for mod-
elling degrees of diversity in patterns of emergent behaviour in a given market context.
Like almost all complexity theorists and practitioners in economics, he is committed to
interdisciplinarity across the sciences and social sciences and is concerned if economics
operates as a discipline in isolation from others.

Other notable substantial contributions identified in the Google Scholar search include
Durlauf with two papers that are highly cited (Durlauf 2005, 2012) with 116 and 264 citations.
His paper (2012) in Politics, Philosophy and Economics argues that complexity thinking
adds value to contemporary economic modelling and analysis, but that it is not a theoretical
paradigm shift, and he doubts the real benefits for public policy evaluation. He argues for a
greater clarity about the mathematical tools that complexity theory provides for economic
analysis. In the earlier paper (2005) published in The Economic Journal, he defines the
empirical methods most used by complexity economists as: historical studies, power laws,
and analyses of social interactions. He expresses scepticism about the extent to which the
use of these methods validates the properties of complex systems.

Another scholar with substantial relevant citations is Rosser with 6660 citations on his
Google Scholar author page. His most cited article (581 citations) of direct relevance is a
paper in The Journal of Economic Perspectives (Rosser 1999). He argues that complexity
economics have evolved from previous approaches examining cybernetic, catastrophic,
and chaotic systems. Economic agents are dispersed and adapt their learning and nov-
elty. Rationality becomes bounded. System simulation becomes an important method to
understand complexity.

Rosser has also published with two other well cited authors (Holt et al. 2011). Their
review of the state of the art of complexity and economics has 172 citations. Neither
have Google Scholar author summary web pages, but both have other books and articles
listed. For example, Colander’s (2000) single authored book: Complexity and the history of
economic thought, is cited 109 times.

Antonelli (2008, 2009) has two single authored papers both with substantial numbers
of citations (363, in 2008, and 159, in 2009). He is professor of Economics at the Univer-
sity of Torino and has 12,842 citations on Google Scholar. His scholarship is specific to
the economics of technological innovation. He explores and explains innovation as a
path-dependent process rooted in the interdependence and interaction of a diversity of
heterogeneous agents. He argues: location is important (relative to other agents), agent
knowledge of others is always limited (so, none has complete knowledge), interaction is
often localised, agents are creative and can deviate from given rules, but agents are also
highly interdependent causing systemic phenomena.

It is important to conclude at this point that using Google Scholar in this way is
exploratory and not as rigorous and focused as imposing systematic boundaries as used
later in this article by applying the PRIMSA method. Nevertheless, it allows for illustration
of some of the most important historical influences. The worst consequence is the exclusion
of important publications that are very closely related to the topic of interest, but which use
title labels that are different.

A good example, offered by one of the reviewers of this paper is when “complexity”
is substituted with “evolutionary”. Evolutionary economics is another subject having high
impact on the discipline and with much overlap with complexity theory. A specific example
is the work of Jason Potts. His Google Scholar author home page has 11,411 citations with
several highly cited publications that include the keyword “evolutionary” in the title. On
examination, the content overlaps with the conceptual domain of complexity economics.
For example, his book: The New Evolutionary Microeconomics (2000) has 868 citations.
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Similarly, peer reviewers of our article have pointed out that the eminent international
scholar Doyne Farmer, Professor of Mathematics and Director of Complexity Economics at
the University of Oxford, does not feature in our Google Scholar summary results, but he
has highly cited articles that include the title keywords “chaos” and “chaotic”. In total he
has 41,215 citations and one of his most highly cited articles is relevant to complexity and
economics: ‘Predicting chaotic time series’ (Farmer and Sidorowich 1987) published with
Sidorowich. It is cited 2782 times. These two examples illustrate the limits of using Google
Scholar to acquire an overview.

This first overview search with Google Scholar provides a coherent but imperfect sense
of the theoretical and conceptual framework of complexity theory as applied to economics.

3.2. Systematic Literature Review

Given what was identified in the broad Google Scholar search about conceptual pri-
orities of complexity theory for economics, our thematic analysis of the PRISMA selected
articles focused first on identifying the key conceptual issues presented by each selected
publication, and how these compared with each other. Next, we identify the main method-
ological frameworks used by each publication, placing them into groups of similarity
and difference in this respect. Finally, we examined the application of the research and
scholarship in the context of the traditional coverage of economics: Macro, Meso and Micro.

3.2.1. Complexity Themes

A central theme emerging across the studies included is the fact that complex systems
demonstrate multiple properties (Cilliers 1998). For this reason, in our thematic analysis,
we identify a central focus on specific complexity themes across the publications included.
While there are overlaps, the majority of studies considered in our analysis discuss non-
linearity (43), adaptation (16), system interactions (49) and resilience (5). Table 2 provides
an overview of the dominant complexity properties discussed across the 113 publications.

Table 2. Emergent Complexity Properties.

Complexity Themes Publications Total

System Interactions

Aeeni and Saeedikiya (2019); Ahmad (2019); Albin and Foley (2001); Aouad and Bento (2019);
Bianchi and Labory (2019); Brocal et al. (2019); Bruno et al. (2018); Budd et al. (2017);

Chakraborti et al. (2021); Chikumbo et al. (2000); Çıdık and Phillips (2021); Coyne et al.
(2021); Dong and Fisher (2019); Evans et al. (2017); Forbes and Xie (2018); Garmendia and

Stagl (2010); Georgiev et al. (2015); Gimzauskiene and Kloviene (2010, 2011); Guo et al. (2021);
Hartwell (2019); Jemmali (2022); Korotkikh and Korotkikh (2009); Kopp and Salecker (2020);

Lamghari Elidrissi et al. (2020); Liu et al. (2021); Markose (2005); Marle (2020); Matesanz
Gomez et al. (2017); Millhiser and Solow (2007); Mylek and Schirmer (2020); Naderpajouh
and Hastak (2014); Oughton et al. (2018); Patrucco (2011); Phillips (2019); Qiu-Xiang et al.

(2018); Ryan et al. (2007); Stuart et al. (2022); Tang and Gao (2014); Vallance (2016); Varga et al.
(2016); Watson et al. (2011); Watson et al. (2011); Wheeler (2007); Wink et al. (2017);
Xepapadeas (2010); Zhang et al. (2021b); Zheng and Chen (2012); Zhu et al. (2017);

49

Non-linearity

Aldhyani et al. (2021); Aymanns et al. (2018); Balint et al. (2017); Batabyal and Beladi (2011);
Berg et al. (2002); Brunk and Hunter (2008); Chae (2012); Cioffi-Revilla (2014); Colander et al.

(2010); Cooper (2011); Dai (2021); Dosi and Roventini (2017); Elsner (2017); Espejo (2018);
Friedrich et al. (2021); Gaffeo and Tamborini (2011); Garmendia and Gamboa (2012); Gligor
et al. (2022); González-Velasco et al. (2019); Green and Newth (2001); Hausner et al. (2021);

Hommes (2006); Kirman (2010); Kukacka and Kristoufek (2020); Lee and Kim (2018); Li et al.
(2020); Majeed and Shah (2015); May et al. (2011); Monasterolo et al. (2019); Mueller (2020);

Oldham (2020); Raimbault (2019); Rammel et al. (2007); Rutkauskas et al. (2014); Shen (2021);
Sitthiyot (2019); Stahel (2006); Stauffer et al. (2022); Sun and Zhong (2020); Tesfatsion (2006);

Villani et al. (2018); Yaneer (2004); Zhang et al. (2021a);

43

Adaptation

Adamides and Pomonis (2009); Aldunate et al. (2005); Bento and Garotti (2019); Braz and de
Mello (2022); Corbacioglu and Kapucu (2006); Garver (2019); Kim and Mackey (2014);

Kukacka and Kristoufek (2021); Li et al. (2010); Maswana (2009); Matutinović (2001); Milne
(2009); Sfa et al. (2020); Shobe (2020); Wiesner and Ladyman (2021); Zhang and Cui (2016)

16

Resilience Darnhofer (2014); Fraccascia et al. (2018); Korhonen and Snäkin (2015); Plummer and
Armitage (2007); Shachak and Boeken (2010); 5

Grand Total 113
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In complexity thinking, systems exhibit non-linear effects and as such they behave
in ways that the effects of inputs may not be proportional to outcomes (Beinhocker 2006).
From this perspective, slight changes to conditions (initial or in the external environment)
can result in larger unpredictable consequences (Turner and Baker 2019). In this realm,
systems operate in an unpredictable manner (Hanseth and Lyytinen 2016), reacting dis-
proportionately to their environment (Turner and Baker 2019). For publications that focus
on non-linearity, these studies attempt to develop and conceptualise social reality from a
Complex Adaptive Systems (CAS) viewpoint, although placing emphasis on the non-linear
nature of these systems or their external environment. For example, Gligor et al. (2022)
apply this perspective in their observation of gender differences in logistical innovations.
Touching on other concepts such as emergence and multiple causality, these scholars high-
light how diversity in innovation teams and workforce provides a deeper understanding to
customer needs. Their research also shows how applying complexity appropriate methods
such as QCA can provide insights that other mainstream ‘regression-based’ approaches
may be unable to. Taking an evolutionary approach, Chae (2012) also applies complexity
theory to demonstrate predictability, localization, and emergence in service innovation.
Importantly, Chae (2012) notes that the environment of service innovation is multifaceted,
and uncertain.

Monasterolo et al. (2019) argue that traditional economic and financial risk models
do not offer the capacity needed to develop appropriate climate risks models and climate-
alignment opportunities. For these authors, this is due to the constrains of ‘equilibrium
conditions and linearity of impacts, as well as by representative agents and intertemporal
optimization’ (Monasterolo et al. 2019, p. 177). Instead, they attempt to fill this gap by
advocating the use of complexity appropriate methods, such as agent-based and network
models, for effective alignment between national and global climate targets. Supporting
this, Balint et al. (2017) also argue that decentralised economic models offer alternatives to
equilibrium-based models in their assessment of non-linear effects. Batabyal and Beladi
(2011) take a similar non-equilibrium view in their assessment of agricultural resilience.
These scholars also note a need for a departure from equilibrium-based approaches. From
these studies, it is evident that the influence of complexity theory has resulted in a different
worldview. This particular set of complexity thinkers demonstrate ways to identify and
tackle non-linearity across complex systems. The particular focus on the area of ecological
economics highlights the need for more realist assessment of policy impacts within this
area. Nevertheless, publications within this cluster are premised on the notion that the
social world operates in in an unstable and non-predictable uncertain manner. This high-
lights the need for new ontological and methodological frameworks that transcends the
reductionist paradigm.

Our thematic analysis also identified 49 publications (Table 2) that attempt to capture
the interactions between and across systems from a multidimensional perspective. These
publications provide demonstrations on how individual components of a system affect
each other, and in some cases, influence actions. Xepapadeas (2010) advocates the need for
adequate modelling that looks at spatial interactions induced by feedback. He finds that
linear dynamics are not adequate illustrations of ecological systems. Gimzauskiene and
Kloviene (2010, 2011) provide two publications that focus on the application of complexity
theory in performance measurement systems. Here, they show an understanding of how
systems interact with, and react to, the external environment. Applying complexity the-
ory to the management of building construction projects, both Naderpajouh and Hastak
(2014) and Çıdık and Phillips (2021) emphasise the importance of social interactions on risk
management. Zhu et al. (2017) provide a unique demonstration of levers and hubs, that is,
when a component of a system has disproportionate influence over the whole due to struc-
ture and connections. Here, they attempt to develop a model that can predict degrading
components. Mylek and Schirmer (2020) also provide an application of complexity thinking
in communication strategies. They develop an approach to the design of communication,
with the intent to match the complexity of the information with the population. Zhang et al.
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(2021b) show how institutional complexity can be applied with paradox theory to aid in
efficient industrial change management, especially when faced with paradoxicalities.

In so far as systems operate in a non-static dynamic manner, and interact with each
other, their components tend to adapt to, or learn from, changes to their environment.
Sixteen publications (Table 2) also focus on adaptation, these studies provide a diversity of
theoretical and contextual applications within which a system is seen to generate adaptive
capabilities. Corbacioglu and Kapucu (2006), Li et al. (2010), Adamides and Pomonis (2009)
and Zhang and Cui (2016) apply complexity theory to management practices and show how
their attributes spontaneously adapt to changes in the environment. Here, adaptation may
stem from organisational learning and self-adaptation in for instance, dynamic disaster
environments (Corbacioglu and Kapucu 2006) or interactions within the external envi-
ronment (Adamides and Pomonis 2009). Zhang and Cui (2016) attempt to quantitatively
describe how a complex adaptive system highlightssystems self-adaptive to changing envi-
ronments while Li et al. (2010) attempts to develop a multi-agent model that also factors in
path dependency. Kim and Mackey (2014) and Garver (2019) also demonstrate how the
environmental legal system can be viewed as adapting to its environment and suggest a
systems-based assessment methodological viewpoint. Studies within this thematic cluster
demonstrate how adaption may emerge when systems are at tipping points (Shobe 2020)
or on the edge of chaos and uncertainty (Kim and Mackey 2014).

Finally, five articles (Table 2) major on the concept of resilience within the context of
complexity theory. These publications take a more ecological perspective in their appli-
cation of complexity theory. Darnhofer (2014) sees resilience as how complexity theory
views the economic world as fundamentally unpredictable and actors and organisations
must adapt to face this unpredictability. Korhonen and Snäkin (2015) examine resilience
alongside efficiency and see resilience as achieved through diversity of resources. Plummer
and Armitage (2007) and Shachak and Boeken (2010) take a non-equilibrium viewpoint
in their development of an evaluation frameworks for ecological co-management. These
authors argue that interactions do not always produce linear outcomes but are important
for social-ecological resilience. Using a bibliometric analysis, Fraccascia et al. (2018) provide
a comparison research study in ecological studies focusing on resilience. They show the
multidisciplinary nature of resilience, especially in the fields of environmental science,
ecology, and engineering.

3.2.2. Methodology and Method

Table 3 shows the overall comparison of the dominant methodology approach to re-
search design across the 113 publications. The largest frequency is for those 45 publications
that use a quantitative design. There is a variety of quantitative designs including: multi-
agent and agent based modelling (Kukacka and Kristoufek 2020; Li et al. 2010; Hommes
2006; Tesfatsion 2006); Scenario Analysis (Korhonen and Snäkin 2015); Risk Assessment
(Naderpajouh and Hastak 2014); Real Option Analysis (ROA) (Guo et al. 2021); statistical
analysis of empirical data (Mylek and Schirmer 2020; Kijazi and Kant 2013; Gimzauskiene
and Kloviene 2010, 2011); Intelligent Algorithms (Jemmali 2022); Power Law Distributions
(Phillips 2019); modelling of live and empirical data (Zhu et al. 2017); and a NK model of
fitness landscapes (Adamides and Pomonis 2009).
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Table 3. Frequency of Overall Method in the Research Design.

Methodological
Approach

Publications Total

Quantitative

Adamides and Pomonis (2009); Aldhyani et al. (2021); Aymanns et al. (2018); Chakraborti et al.
(2021); Chikumbo et al. (2000); Evans et al. (2017); Forbes and Xie (2018); Friedrich et al. (2021);

Gimzauskiene and Kloviene (2010, 2011); González-Velasco et al. (2019); Guo et al. (2021);
Hartwell (2019); Hommes (2006); Jemmali (2022); Kopp and Salecker (2020); Korhonen and

Snäkin (2015); Korotkikh and Korotkikh (2009); Kukacka and Kristoufek (2021); Kukacka and
Kristoufek (2020); Lamghari Elidrissi et al. (2020); Lee and Kim (2018); Li et al. (2010); Maswana

(2009); Matesanz Gomez et al. (2017); Millhiser and Solow (2007); Mylek and Schirmer (2020);
Naderpajouh and Hastak (2014); Oldham (2020); Phillips (2019); Qiu-Xiang et al. (2018);

Rutkauskas et al. (2014); Shachak and Boeken (2010); Shen (2021); Sitthiyot (2019); Stauffer et al.
(2022); Tang and Gao (2014); Tesfatsion (2006); Watson et al. (2011); Xepapadeas (2010); Zhang

and Cui (2016); Zheng and Chen (2012); Zhu et al. (2017); Villani et al. (2018); Zhang et al. (2021a)

45

Case study and/or
systems model

Ahmad (2019); Albin and Foley (2001); Aldunate et al. (2005); Aouad and Bento (2019); Batabyal
and Beladi (2011); Bento and Garotti (2019); Berg et al. (2002); Bianchi and Labory (2019); Braz
and de Mello (2022); Brunk and Hunter (2008); Budd et al. (2017); Chae (2012); Cioffi-Revilla
(2014); Darnhofer (2014); Dong and Fisher (2019); Dosi and Roventini (2017); Espejo (2018);

Garmendia and Stagl (2010); Garver (2019); Kim and Mackey (2014); Liu et al. (2021); Matutinović
(2001); Oughton et al. (2018); Patrucco (2011); Plummer and Armitage (2007); Ryan et al. (2007);

Sfa et al. (2020); Shobe (2020); Stuart et al. (2022); Vallance (2016); Varga et al. (2016); Watson et al.
(2011); Markose (2005); Yaneer (2004); May et al. (2011); Marle (2020); Brocal et al. (2019); Wheeler

(2007); Raimbault (2019); Li et al. (2020); Dai (2021); Sun and Zhong (2020)

42

Qualitative
Bruno et al. (2018); Çıdık and Phillips (2021); Coyne et al. (2021); Elsner (2017); Georgiev et al.

(2015); Hausner et al. (2021); Kirman (2010); Milne (2009); Mueller (2020); Stahel (2006); Wiesner
and Ladyman (2021)

11

Literature Review
Aeeni and Saeedikiya (2019); Balint et al. (2017); Colander et al. (2010); Cooper (2011); Gaffeo and

Tamborini (2011); Green and Newth (2001); Majeed and Shah (2015); Monasterolo et al. (2019);
Rammel et al. (2007)

9

Mixed Methods Corbacioglu and Kapucu (2006); Garmendia and Gamboa (2012); Gligor et al. (2022);
Wink et al. (2017) 4

Systematic Literature
Review Fraccascia et al. (2018); Zhang et al. (2021b) 2

Grand Total 113

These examples show the use of quantitative methods to model complexity are di-
verse, ranging from theoretical mathematical modelling of what a complex economic
system might be like, to empirical based models that use historical or current data col-
lections. The quantitative designs explore research questions both for macroeconomics
and microeconomics. Furthermore, it is clear in the systematic review that complexity
theorists often try to include aspects of the interaction of macro and microeconomics, and
the interface between them. This mid-level interaction is referred to in this article as ‘meso
economics’. The quantitative microeconomics research that is identified includes appli-
cations for financial markets, manufacturing, production, engineering, construction, and
environmental concerns.

There are four mixed methods publications in Table 3 and these include the mathemat-
ical approaches of Qualitative Comparative Analysis (QCA) (Gligor et al. 2022) and Cluster
Analysis (Garmendia and Gamboa 2012). This is interesting given that these are case based
methods widely advocated for exploring and explaining complexity in the political sciences
and sociology (Rihoux and Ragin 2009). Case based methods are regarded as appropriate
in these disciplines because of their ability to detect different causal configurations that
evidence social complexity (Haynes 2018). Corbacioglu and Kapucu (2006) used mixed
methods to compare the economic adaptation of communities in disasters in Turkey.

Forty-two publications included in our systematic review are best described method-
ologically as case studies and/or system models. This combined category is because the
case studies about complexity theory are not mutually exclusive from system models,
which also often use real world examples to embed their concepts. However, some of these
articles did this case example embedding much more than others. Some of the system mod-
els were primarily case studies and then analysed as system models, while other articles
set out much more to define approaches to system modelling and perhaps only included a
limited and generalised real-world example. An example of theoretical system modelling
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is Plummer and Armitage’s (2007) model of adaptive co-management of resources in a
complex environment.

Garver’s (2019) publication in Ecological Economics is recognisable as a form of eco-
nomic discourse, and it takes an abstract theoretical approach to the ambitious topic of the
global economic system. The article examines the economy in relation to the interventions
of the law and governance and how these macro entities interact through leverage points
and lock-ins. If there is a case study in this article, it is the global system. This system mod-
elling approach has some similarities to Kim and Mackey’s (2014 synthesis of international
law as a complex adaptive system).

In contrast, the publications by Darnhofer (2014) and Braz and de Mello (2022) de-
velop system models that are much more explicitly embedded in real world case studies.
Darnhofer focuses on farm management as a definable system, but not a specific farm, or
farming community in time and space. Braz and de Mello use the case study of a well
specified supply chain economy in Brazil, using ‘within’ and ‘across’ case analysis. This
case analysis clearly aids the explanation and conceptualisation of their theoretical model.

There were two previous systematic literature reviews discovered in our systematic
review. Zhang et al. (2021b) explore complex ‘paradoxes’ in supply chain management, for
example, improving inventory levels for operational flexibility and effectiveness, but whilst
reducing inventory costs. Their article therefore sought out previous research on a very
discrete subtopic on the periphery of mainstream complexity theory and was unlike the
theoretical coverage of many (but not all) of the publications in our review. In other words,
it is found that many of the articles attempted the opposite approach to Zhang et al. (2021b),
preferring to offer ambitious and broad coverages across the metatheoretical landscape
of complexity theory, rather than understanding a discrete sub-concept such as paradox.
The narrow focus of their systematic review is a methodology strength in our opinion.
Fraccascia et al. (2018) examine what they describe as ‘state of the art’ literature on complex
systems and resilience and argue the literature is interdisciplinary but lacking in a shared
understanding of a definition of resilience as a concept. They use a novel cross citation
network analysis of the literature identified.

Nine other articles listed in our review were primarily unsystematic literature reviews.
These publications deliberately use the research design of focusing on a controversial or
seminal set, or single piece, of literature about the application of complexity to economics.
The authors seek to add some original points to these arguments. Sometimes these designs
are related to interdisciplinary theoretical areas. For example, Monasterolo et al. (2019) use
some existing literature to argue for the need for a more robust approach to integrating
macroeconomics models with an ecological perspective. Levanti (2018) looks at specific
aspects of leading macroeconomic policy in complex socio-economic networks. While these
two papers are in danger of presenting a rather esoteric contribution to the metatheoretical
challenges of applying complexity theory, in contrast, Balint et al. (2017) present a well-
structured critique of the literature on key areas of methodology. They focus on some
literature covering the use of agent-based, network, and system dynamics models in
ecological economics. While an obvious critique is that this is not done using a systematic
method, the paper nevertheless gives a well-structured and robust account of methods
that our own systematic review here also evidences as core territory to the application
of complexity theory to economics. As a result, on page 262, Table 1, they provide a
convincing summary of a comparison of system dynamics models and agent-based models
with traditional equilibrium-based models. In their conclusion, they add weight to the
prevailing direction of methodological changes in the sphere of applying complexity theory
to economics:

‘ . . . agent-based models are increasingly considered as a prominent alternative to
standard general equilibrium models which overlook many of the risks of climate change.’
(Op cit, 262)

In another of the identified articles, Holt et al. (2011) draw primarily on existing
writings rather than data and modelling to progress scholarship. They make an explicit and
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unapologetic contribution to an ongoing debate in the literature about whether complexity
economics is really mainstream or heterodox. They argue that heterodox economics,
especially when exploring scientific theories such as complexity, is not heterodox, but
rather a necessary evolving of the mainstream discipline.

Finally, there are 11 articles in Table 3 using qualitative research methods. The def-
inition of ‘qualitative’ here is broad and includes publications that discuss and argue
conceptual issues, without being founded on specific literature or literature searches. For
example, Kirman (2010) argues the weaknesses of General Equilibrium Theory and its
impact on financial modelling and sees a complex adaptive systems approach as needed to
better forecast major economic change. Coyne et al. (2021) look at conceptual issues and
challenges in the interdisciplinary domain that overlaps public health with economics.

Çıdık and Phillips (2021) collect empirical qualitative data and analyse it for the journal
Construction Management and Economics. They combine complexity theories with organi-
sational approaches to reliable organisations to understand the impact of organisational
culture on building safety. This is an alternative to taking a reductionist and quantitative
approach to risk that assumes organisational stability over time. Twelve unstructured
interviews are used to obtain evidence from experts. Social interaction is viewed as an
important aspect in mitigating risk, this in addition to classical approaches to quantitative
assessments of materials and costs associated with risks of combustibility.

3.2.3. Applications and Impact

Table 4 shows the frequencies of the type of application in economics contributed by
the publications reviewed. This is on the basis of a division into the categories: macro,
meso and micro.

Table 4. Summary of the Publication Applications.

Summary Type of
Application

Publications Total

Macro

Aymanns et al. (2018); Balint et al. (2017); Bianchi and Labory (2019); Brunk and Hunter
(2008); Bruno et al. (2018); Chikumbo et al. (2000); Colander et al. (2010); Cooper (2011);

Darnhofer (2014); Dosi and Roventini (2017); Elsner (2017); Espejo (2018); Evans et al. (2017);
Forbes and Xie (2018); Friedrich et al. (2021); Gaffeo and Tamborini (2011); Garver (2019);
González-Velasco et al. (2019); Green and Newth (2001); Kim and Mackey (2014); Kirman
(2010); Kukacka and Kristoufek (2020); Lee and Kim (2018); Maswana (2009); Matesanz
Gomez et al. (2017); Matutinović (2001); Milne (2009); Monasterolo et al. (2019); Mueller

(2020); Plummer and Armitage (2007); Ryan et al. (2007); Sitthiyot (2019); Stauffer et al. (2022);
Tang and Gao (2014); Wiesner and Ladyman (2021); Xepapadeas (2010); Zheng and Chen

(2012); Watson et al. (2011); Markose (2005); Yaneer (2004); Villani et al. (2018); Fraccascia et al.
(2018); Raimbault (2019); Li et al. (2020); Sun and Zhong (2020)

45

Meso

Adamides and Pomonis (2009); Aeeni and Saeedikiya (2019); Ahmad (2019); Batabyal and
Beladi (2011); Braz and de Mello (2022); Budd et al. (2017); Chae (2012); Chakraborti et al.

(2021); Cioffi-Revilla (2014); Corbacioglu and Kapucu (2006); Coyne et al. (2021); Garmendia
and Gamboa (2012); Garmendia and Stagl (2010); Georgiev et al. (2015); Gimzauskiene and

Kloviene (2010, 2011); Hartwell (2019); Hausner et al. (2021); Hommes (2006); Korhonen and
Snäkin (2015); Korotkikh and Korotkikh (2009); Kukacka and Kristoufek (2021); Li et al.

(2010); Millhiser and Solow (2007); Oldham (2020); Patrucco (2011); Phillips (2019); Qiu-Xiang
et al. (2018); Rammel et al. (2007); Rutkauskas et al. (2014); Shachak and Boeken (2010); Shobe
(2020); Stahel (2006); Stuart et al. (2022); Tesfatsion (2006); Wink et al. (2017); Zhang and Cui

(2016); Zhang et al. (2021a); Dai (2021)

39

Micro

Albin and Foley (2001); Aldunate et al. (2005); Aouad and Bento (2019); Bento and Garotti
(2019); Berg et al. (2002); Çıdık and Phillips (2021); Dong and Fisher (2019); Gligor et al.

(2022); Guo et al. (2021); Jemmali (2022); Kopp and Salecker (2020); Lamghari Elidrissi et al.
(2020); Liu et al. (2021); Majeed and Shah (2015); Mylek and Schirmer (2020); Naderpajouh

and Hastak (2014); Oughton et al. (2018); Sfa et al. (2020); Shen (2021); Vallance (2016); Varga
et al. (2016); Watson et al. (2011); Zhu et al. (2017); May et al. (2011); Marle (2020); Zhang et al.

(2021b); Brocal et al. (2019); Aldhyani et al. (2021); Wheeler (2007)

29

Grand Total 113

Macroeconomics counts applications that are primarily directed at national and global
economic issues. Microeconomic applications count applications that are primarily con-
cerned with specific organisations and how individual agent behaviour contributes to
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collective phenomena. Meso economics is focused on the interaction of micro elements
with macro elements and how the two dimensions influence and change each other. For
example, from the publications considered in our systematic review, Li et al. (2010) see the
disruption and uncertainties that external influences have on local organisational processes
and systems.

The frequencies of the trio of macro, meso, micro groupings for the publications
considered are relatively evenly distributed (Table 4). The importance of meso consid-
erations (n = 39) shows that complex systems theoretical frameworks can be expected to
lead researchers towards the interface between individual agents with their locality and
the associated relational connections they have with regions, nations, and globalisation.
Examples of this from the meso publications we review, include Shobe’s (2020) critique of
the difficulty with applying an optimal policy process to the decentralisation of environ-
mental policy making due to the tightly connected and interlinking of organisations and
devolved political geographies who have a stake in outcomes. Shobe sees studies of linked
and adaptive complex systems as a key methodology for improving policy applications.

Zhang et al. (2021b) acknowledge the paradoxes and contradictions within patterns
of agent interactions and how they make sense of the world. This is an aspect of complex
outcomes that needs acknowledgment in applications to management practice. Korhonen
and Snäkin’s (2015) approach to modelling the Finnish energy system argues it is important
to research the interdependent aspect of systems and their boundaries, thereby examining
a specific city in relation to other municipalities with which it is regionally linked. Such a
quantitative model evidences the importance of collaboration between cities and regions.
Similarly, but applying a case study approach rather than a quantitative model, Braz and
de Mello (2022) propose a meso complexity informed systems framework that includes
management mechanisms, in addition to attributes of the internal and external environment.

Patrucco (2011) describes how changes in the network of the automobile production
system in northern Italy is sustained by the dynamic interactions between firms. This
modifies the behaviour of the key economic actors involved and promotes cross sector in-
novation and change with macro consequences. Furthermore, Gimzauskiene and Kloviene
(2011), argue for an integrated meso approach to performance management that includes
both internal and external influences for any individual organisation. Complexity, as uncer-
tainty in the operating environment, becomes a key component of adaptive performance
management (Gimzauskiene and Kloviene 2010). Likewise Batabyal and Beladi (2011)
argue the multiple influences on range management in farming.

Garmendia and Gamboa’s (2012) seek to model the many interests of different social
groups towards sustainable natural resource management in northern Spain. They evidence
that patterns of actor priorities can be grouped rather than being unrelated, but more
importantly can give feedback into the dynamics of higher-level deliberation about social
and economic change.

A model of service innovation developed by Chae (2012, p. 820) provides evidence of
the meso dimensions that impact change in the service industry.

‘Services arise and are emergent through recombination and/or reconfiguration of
diverse resources and contexts from service provider, customer, and other economic actors.
This recombinant/reconfiguring process, along with an effective balance of mutation and
crossover, is a key for business growth and customer service experience.’

Garmendia and Stagl (2010) examine the interaction of participation about sustain-
ability with the need to change social views and attitudes to ecology and economics. They
conclude that there are uncertainties about participatory approaches to changing public
attitudes towards the economics of sustainability.

These sorts of ambitious attempts at modelling the meso complexity and uncertainty
of interactive agents and systems raises the issue about how useful such models can be for
applied operational management applications, and whether the research outcomes offer
only broad advice, such as the need for a good external view of economic and social change,
and the ability to adapt policy and decisions rapidly in response.
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Nevertheless, Adamides and Pomonis (2009) argue the emergence of new forms
of organisational order from this complex and unpredictable range of meso influences.
Rammel et al. (2007) assert the importance of a conceptual approach that understands
non-linearity, non-equilibrium, and the resulting co-evolution of the system, if any progress
is to be made in a research agenda that informs resource management. For Tesfatsion (2006)
and Hommes (2006) ABM and its advancement through related dynamic methods is the
research design of choice for progressing research on these meso-economic approaches.
Phillips (2019) is concerned with the real-world example of bankers and financiers at the
micro level misunderstanding risk with adverse consequences for macroeconomic policy,
as in the Great Financial Crisis of 2008. Power Law distributions are seen as the research
solution for getting better decision making that avoids such risks in the future.

Given that complexity focused approaches to solving meso-economic challenges
are conceptually and methodologically ambitious, and offer limited insights to ‘wicked’
problems, it is not surprising that some applications identified in the selected publications
reviewed still use either a macro or micro approach. Here, the system boundaries are
restricted to either the global geopolitical economic system, often in the form of ecological
economics, or the detail of production or performance within a single organisational system.

Of the 45 publications identified in Table 4 as having macro applications, five of these
are published in the journal Ecological Economics. Monasterolo et al. (2019) argue for
the changes in economic modelling necessary if countries are to hit global climate targets.
Complexity science and evolutionary economics are seen as providing the fundamental
framework for these changes. Garver (2019) argues for law and governance system changes
in order to make global ecological improvements and identifies system leverage points
to achieve change. Balint et al. (2017) cite both micro and macroeconomic literature, but
produce largely macroeconomic conclusions about the importance of complexity economics
models to provide knowledge on coalition formation, the macroeconomic impact of climate
change, energy market dynamics, and the uptake of sustainable technologies. An earlier
article by Plummer and Armitage (2007) provides an evaluative framework for the adoption
of macro ecosystem and livelihood conditions, alongside the necessary governance changes.
Matutinović (2001) hypothesises that socio-economic diversity is a prerequisite for social
and ecological stability. At the core of these articles published in Ecological Economics is a
meta world view of economics embedded with other global systems such as the available
physical resources, climate dynamics and population demographics.

The other publications classified as being applied to macroeconomics in Table 4 include
two in sources covering agricultural economics. Xepapadeas (2010) argues for a complexity
approach to modelling that includes: nonlinear feedbacks, and spatial and temporal aspects.
Darnhofer (2014) develops the concept of resilience as an alternative to equilibrium. This
is a method for substantiating both complex system dynamics and the role of individual
farms in managing macro social and ecological change. Farms are resilient to external
changes by having a buffer capability, and an adaptive and transformative capability.

Other articles classified in Table 4 as having a macroeconomic approach include one
about the importance of legal governance within a global economic system (Kim and
Mackey 2014). Another by Holt et al. (2011) in Post Keynesian Economics argues that com-
plexity economics needs a broad view of what is accepted within the economics discipline,
rather than recognizing alternatives to classicism as heterodoxy. Furthermore, Brunk and
Hunter (2008) offer an ecological approach to economic stagnation. They conclude that
traditional macroeconomic policy approaches will exacerbate economic problems. Mueller
(2020) concludes on the inevitable risk of policy failure for much macroeconomic inter-
vention into complex global and national systems. Matesanz Gomez et al. (2017) argue
the great financial crisis of 2008 resulted in increased macroeconomic system changes in
Europe that challenge the commonly accepted notion of identifiable core and peripheral
euro zone countries. Gaffeo and Tamborini (2011) examine the challenge of regulating
macroeconomic finance in an age of globalisation and open capital markets. They see the
usefulness of network theory and approaches but conclude that major questions remain
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about how to apply such idea to regulatory policy interventions. Milne (2009) examines the
aims of macroprudential policy and concludes the most important aspect is to maintain the
flow of finance through the economic system.

Twenty-nine publications are classified in Table 4 as being primarily micro in their
complexity economics design. Jemmali (2022) creates a smart car parking system that
enables a health service to vaccinate the most efficient number of people with a given
period of time and resources. Gligor et al. (2022) research gender differences in logistics
innovation. They identify different causal configurations for innovation with important
gender differences across these configurations.

Several publications focus on novel approaches to understanding risk. Brocal et al.
(2019) critique current models of risk management and propose a complex system of
governance for better risk management. Çıdık and Phillips (2021) research professional
opinions about high-risk buildings and conclude that collective culture as social interaction
is an important aspect for reducing risk in addition to structured interventions for assessing
physical conditions. Mylek and Schirmer (2020) measure the extent to which public actors
have some degree of cognitive complexity as ‘integrated complexity’ in their ability to
comprehend the socio-economic trade-offs, if policy interventions are to reduce wildfire
risks. Another study that brings advances in complexity theory to agent perspectives and
how they interact dynamically, is Naderpajouh and Hastak’s (2014) concept of Interaction
Analysis (IA). This forms a new type of risk assessment that estimates newly emerging
risks in major construction projects.

Other microeconomic publications informed by complexity economics also examine
uncertain outcomes from agent activities. Guo et al.’s (2021) model theorises how to
optimise concessions to suppliers. This is during the unstable context of managing an
ongoing public-private partnership contract. Kopp and Salecker (2020) look at how traders
interact with their neighbours. Sellers’ decisions about a buyer are often influenced by debt
obligations and past interactions, including similar experiences of education, and living in
close proximity. Kijazi and Kant (2013) theorise an approach to complex agent behaviour
as ‘socially rational’ agents. These types of analysis of complex agents takes economic
perspectives far beyond the concept of rational economic agents who are assumed to behave
in similar ways. Nevertheless, agents are influenced by complex patterns of behaviour,
often influenced by similar cross cutting social networks.

Not all the micro focused publications examine human interaction and behaviour.
Zhu et al. (2017) analyse physical inputs and processes, rather than human actors, this in an
engineering production process. They develop a quantitative model to measure the likely
boundaries of component degradation (condition-based maintenance) within a complex
multifaceted engineering process.

4. Conclusions

Figure 2 shows the frequency of publications from our systematic review over time.
This highlights the growing applications of complexity theory in economic research. The
trend for the publications included in our systematic review also provides some interesting
suggestions on the influence of the global environment and the importance of the contextu-
alization of such events. For instance, the increase in publications during 2010 reflects the
impacts of the financial crisis and a moment when academic scholarship further questioned
the use of traditional ‘linear’ economic ontologies. There is also an increasing trend in
relevant publications during the last 15 years, with some fluctuations in the most recent
period after 2018. This may result because of publications taking their time to get listed
on databases.
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Figure 2. Frequency of Publications Over time.

Table 5 shows which of the reviewed publications have had the greatest impact through
citations. The ratio index shows the annual ratio of citations per year, to avoid overly rating
the impact of older articles. Hommes (2006) and Tesfatsion’s (2006) contributions to the
Handbook of Computational Economics have the highest ratios, an indication of the
primacy that economics places on these kinds of contemporary quantitative models. Next,
in Table 5 are a cluster of several authors publishing in the journal Ecological Economics, a
journal that is clearly making an important impact in the integration of complexity theory
with macro and meso system modelling that juxtaposes environmental and sustainability
issues with the operations of governments and markets. This typifies the interdisciplinary
approach of complexity economics. It is also an important observation given the current
international concern about climate change and climate warming.

Table 5. Yearly ratio of citations—Top 15.

Rank Author(s) Year Cited by Ratio

1 Hommes 2006 576 33.88
2 Tesfatsion 2006 447 26.29
3 Plummer and Armitage 2007 346 21.63
4 Darnhofer 2014 161 17.89
5 Rammel, Stagl, and Wilfing 2007 228 14.25
6 Garmendia and Stagl 2010 175 13.46
7 Balint et al., 2017 73 12.17
8 Fraccascia, Giannoccaro and Albino 2018 45 9.00
9 Kirman (2010) 2010 116 8.92
10 Coyne et al. (2021) 2021 16 8.00
11 Jemmali (2022) 2022 7 7.00
12 Garmendia and Gamboa (2012) 2012 72 6.55
13 Brocal et al. (2019) 2019 26 6.50
14 Zhang et al. (2021b) 2021 13 6.50
15 Kukacka and Kristoufek 2020 19 6.33

The interdisciplinary nature of complexity theory goes much wider than just this
important single journal of Ecological Economics, and the different juxtapositions of other
disciplines with economics is evidenced by the range of publication titles in Table 1. The
nature of this interdisciplinarity is that it manifests itself especially in sub-disciplinary
areas such as business and management studies, and ecology, rather than impacting the
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historical core of the foundation social science disciplines such as economics, sociology,
and psychology. This leaves complexity economics open to the criticism that it is on the
periphery of the single discipline. However, conversely the interdisciplinary approaches
are contemporary and dealing with current real-world problems and applications. An
example is Darnhofer’s system model of farm management published in 2014 that deals
with how farms can be resilient to ecological and economic change, and it has the fourth
highest citation ratio in Table 5. Not all interdisciplinary complexity work is applied across
the meso ‘connect’ and some highly cited scholars attempt an ambitious system world
macro view especially when modelling global issues such as sustainability (Balint et al.
2017; Plummer and Armitage 2007).

In the publications reviewed there was a strong presence of ecology and climate change
modelling that locate economics in a greater ‘world/ecological/global system’. Table 1
evidences this with nine publications coming from Ecological Economics and seven from
Ecological Complexity. (The later journal includes important global systems approaches
but is less directly related to economics and the analysis of markets). Highly cited examples
of the more economics focused approaches in Table 5 include Rammel et al. (2007) and
Garmendia and Stagl (2010) and Garmendia and Gamboa (2012).

In terms of metatheory, complexity contributes a stinging critique of earlier economic
approaches through its focus on unpredictability (Arthur 2013, 2021; Beinhocker 2006).
Linked to this is a revision of economic agents who become not only consumers, but active
actors politically, and motivated by a range of social aspects. Agents are therefore seen as
heterogeneous and diverse, but with some consistent patterns of behaviour, often manifest
in networks. They are not homogeneous. This has influenced the type of modelling that
results (Hommes 2006; Tesfatsion 2006; Monasterolo et al. 2019; Balint et al. 2017).

This aspect of complexity, and the acknowledgement of multiple influences on dy-
namic economic systems, results in numerous publications having a strong ambition to
develop meso models that have the potential to include both macroeconomics and microe-
conomics in some aspect. Here, there is a linking of the levels of analysis (Korhonen and
Snäkin 2015; Garmendia and Stagl 2010; Chae 2012). However, this also results in a caution
about how the theory is applied. Sometimes applications are speculative and based on
general principles rather than offering prescriptive techniques. Good examples are the
approaches towards the management of risk in sectors such as finance, engineering, and
production (Chae 2012; Naderpajouh and Hastak 2014; Zhu et al. 2017).

Some important conclusions can be drawn about the use of methods in complexity
economics. Agent based models and similar theoretical simulations of how a complex
economy might behave are popular and often widely cited (Hommes 2006; Tesfatsion 2006).
It is surprising that mixed methods and causal configurative methods do not feature more.
The best example of such practices being a recent publication that includes Qualitative
Comparative Analysis (Gligor et al. 2022). It is the experience of the authors of this system-
atic literature review that these types of contemporary complexity appropriate methods are
used much more in political science, public policy and sociology. Furthermore, in the UK,
they have made an important impact on the work of the HM Treasury (Bicket et al. 2020).

The use of general systems models in the tradition of the late Donella Meadows (2008)
continue to have a wide use and impact in complexity economics, especially when con-
current with ecological issues (for example, Matutinović 2001; Garver 2019). This is again
evidenced from the important impact of the journal Ecological Economics. System models
that combine economics with environmental issues also span a wide range of publications
including: Cambridge Journal of Regions, Economy and Society, Ecological Complexity,
Forest Policy and Economics and The Economic Review of Agricultural Economics.

Overall, there are two key sets of publications that our systematic literature review
exposed about complexity economics. On the one hand, there is the scholarship that
explicitly addresses recognisable aspects of the contemporary agenda of the economics
discipline. We have tended to focus on this literature in the examples used in the thematic
analysis. The second area of literature is more implicit in its juxtaposition of complexity

149



Economies 2022, 10, 192

and economics, it being primarily concerned with the scientific development of complexity
theory. In this second field of publications, the ambitious and wide coverage of complexity
science across many disciplines, results in the continuing development of the broad theo-
retical perspective, but where the application to the working practice of economics is often
weak. In our review we have chosen to highlight more the best working examples of the
application of complexity science that in our opinion are having the greatest impact on
the application and practice of economics. It is our argument that this continues to be an
important development and one that will continue to change the nature of economics and
its applications. The literature review provided gives evidence for our argument.
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Abstract: Building on the well-established relationship between economic dynamics and political
processes, we focus on the most important element of the political process, namely, general (or
national) elections, and look into their effects on public finance and total economic output. In this
vein, the present study has three objectives: (i) to investigate political budget cycles in Greece during
the period known as the ‘Third Hellenic Republic’ (in Greek, ‘Metapolitefsi’, hereafter THR) since 1974;
(ii) to assess whether national elections affect total economic activity in a stabilizing or destabilizing
way; and (iii) to examine the possible effects of the external sector of the economy on the budget
balance. The empirical findings of our analysis document how the Greek economy was characterized
by sharp political budget cycles in correspondence with the THR, exerting a destabilizing effect on
the total output of the economy. Performances of the external sector of the economy have significantly
affected budget balances in Greece.

Keywords: political budget cycles; electoral cycles; economic destabilization; international trade

JEL Classification: D72; E62; H62

1. Introduction

Over the last decade, Greece has repeatedly faced bankruptcy risk as a result of its
public debt crisis. Bankruptcy is still plausible nowadays, since the Greek government’s
consolidated gross debt has surpassed 200% of GDP1, topping all European Union (EU)
member states and amounting to more than twice the EU average. In this study, we
document how the political process has been instrumental in the Greek debt crisis—mainly
through the emergence of severe political budget cycles—and we explore the generating
mechanism of these cycles and their impact on the stability of the aggregate economy and
international trade.

Political budget cycles (or electoral fiscal cycles) occur when governments in pre-
election periods pursue expansionary fiscal policies (e.g., public spending increases, tax
cuts, budget deficit increases) followed by restrictive fiscal policies in post-election periods.
In fact, excessive public spending and tax reductions are basic mechanisms generating
political budget cycles. Each one is associated with different social welfare implications
(Alesina 1987). Reducing taxes tends to be of practical concern to relatively wealthier
people, while policies leveraging public spending—usually materializing through increases
in transfer payments—favor the less well-off (Alesina 1988). Earlier studies support the
hypothesis that budget cycles are stronger on the expenditure side (e.g., Rogoff 1990; Alt
and Rose 2007), although there is some evidence on the existence of budget cycles on the
revenue side (e.g., Katsimi and Sarantides 2012). The final outcome of this political and
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economic behavior is the creation of budget cycles which are neither due to exogenous
shocks nor due to policy failures. Instead, they are deliberately generated in the context
of governments’ opportunistic efforts to maximize their re-election chances (Philips 2016).
The success of this practice hinges on the voters’ myopic perspective and the ability of
incumbent politicians to exploit their temporary information advantage2.

Political budget cycles have been the subject of empirical research documenting how
the ability of governments to create political-economic cycles becomes limited as (i) the level
of socioeconomic development rises (Block 2002; Shi and Svensson 2006; Klomp and de
Haan 2013), (ii) the quality of institutions improves, and (iii) the transparency of its political
process increases (Persson and Tabellini 2005; De Haan and Klomp 2013; Veiga et al. 2017).
In other words, this happens when the quality and duration (or maturity) of democracy
in a given country increase (Shi and Svensson 2003; Brender and Drazen 2005; De Haan
2013). In particular, the quality of institutions, and especially the existence of effective
mechanisms controlling the financial decisions of governments (checks, balances, and fiscal
rules), seem to be the most important means of limiting the extent of political budget cycles,
as institutions shape the choices of the electorate and determine the incentives as well as
the opportunities for incumbents to resort to these cycles (Chang 2008; Streb and Torrens
2013; Gootjes et al. 2021)3.

Therefore, the main conclusion of the existing works is that political budget cycles
are more evident in developing economies (Brender and Drazen 2005), being negligible
(or very limited) in wealthier countries (Andrikopoulos et al. 2004; Shi and Svensson
2006; Mandon and Cazals 2019). Our analysis focuses on Greece, a European country
representing a remarkable deviation from the aforementioned rule. Chortareas et al. (2018)
have documented the occurrence of opportunistic budgetary policies in this country, despite
mixed evidence on their effectiveness in maximizing re-election prospects (Brender and
Drazen 2008; Aidt et al. 2011; De Haan and Klomp 2013). In a more recent work, we
have documented the significance, direction and size of political budget cycles in Greece
(Petrakos et al. 2021a). This process is justified with the limited quality of the country’s
institutions (Afonso et al. 2015) and lack of internal/external controls (Trantidis 2016), as
well as with the fact that its governments often pursue clientele policies (Mitsopoulos and
Pelagidis 2011) and resort to populism (Christodoulakis 2019).

This paper serves three main objectives. The first is to investigate the existence of
political budget cycles in Greece in the Third Hellenic Republic (in Greek, ‘Metapolitefsi’,
hereafter THR) since 1974. For this purpose, we specified econometric models in which
the actual budget balance (as the percent share of Gross Domestic product, GDP) is used
as the dependent variable, with the aim of quantifying the effects of the electoral cycle on
the formation of budget balances in Greece. The second objective is to examine whether
general (or parliamentary) elections affect a country’s GDP, and whether the effects are
stabilizing or destabilizing. More specifically, the question is whether general elections
have statistically significant (stabilizing or destabilizing) effects on GDP. The third objective
is to examine the possible impact of the external sector of the economy (i.e., external trade)
on budget deficits. Based on these objectives, the structure of the paper is organized as
follows. Section 2 introduces empirical data and presents the empirical methodology.
Section 3 illustrates our findings in full detail and discusses the main results of this study,
and Section 4 concludes the paper with some remarks for future research.

2. Methodology

2.1. Study Area

Considering Greece, a Southern European country, as the study area, our empirical
analysis tests the intensity of political economic cycles and, particularly, political budget
cycles over the THR since 1974, and more specifically, during a time interval encompass-
ing more than four decades (1974–2020). This relatively long time horizon is considered
representative of sequential economic downturns (Salvia et al. 2020), from the democratic
recovery after the colonel’s dictatorship (1967–1973) in the hand of the center-right ‘Nea
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Dimokratia’ party of K. Karamanlis and G. Rallis (1974–1981), to intense economic develop-
ment under the government of the socialist party of A. Papandreou (1981–1989). After a
relatively short dominance of a center-right government with K. Mitsotakis (1990–1993),
the socialist party of A. Papandreou won the 1993 elections, taking the lead continuously
up to 2004 with three governments of K. Simitis (1996–2004), after the premature death of A.
Papandreou (1996). A moderate economic growth—mostly characterized by rising expendi-
ture in public infrastructure expanding the public debt significantly—was the main trait of
this political phase. The subsequent center-right government of K. Karamanlis (2004–2009)
consolidated the intense economic expansion following the 2004 Olympic Games celebrated
in Athens, introducing some reforms and trying to manage the early signs of the imminent
financial crisis (Vinci et al. 2022). The short center-left government of G. Papandreou
(2009–2010) was unable to manage the drastic impact of the recession on Greek society
(Tomao et al. 2021), and a more evident instability characterized the political life of the
country for some years (2011–2012). Alternated center-right (A. Samaras) and center-left
(A. Tsipras) governments was representative of the 2010s political course of Greece. While
reducing the impact of the crisis, the center-right government—answering the pressing
requests of the European Commission and International Monetary Fund—was forced to
cut salaries and pensions (Salvati 2016), and introduced a sort of austerity regime in public
expenditures causing urban poverty, among others (Gkartzios 2013; Rontos et al. 2016;
Panori et al. 2019). The subsequent center-left government tried to alleviate the economic
consequences of Troika’s austerity, while fueling social spending, public infrastructure, and
tourism (Salvati 2019).

2.2. Logical Framework and Scope of the Study

The existence of political budget cycles has been documented for the Greek econ-
omy, with specific reference to a shorter time period, namely, 1980–2017 (Petrakos et al.
2021a). We have also demonstrated how these cycles have been generated primarily on
the expenditure side and not on the revenue side (Petrakos et al. 2021c). The present
analysis differs substantially from the existing research in many aspects. For the first time
in the literature, the effects of the external sector of the economy (exports, imports, trade
balance) were examined as explanatory variables of the public budget deficit in the context
of political budget cycles and prove to be significant. These outcomes support the ‘twin
deficit hypothesis’ (Miller and Russek 1989; Cavallo 2005; Corsetti and Müller 2006; Kim
and Roubini 2008; Algieri 2013; Badinger et al. 2017; Afonso et al. 2022). Relating budget
deficits to trade deficits, these outcomes had important policy implications for economic
competitiveness (e.g., Rontos et al. 2016; Di Feliciantonio et al. 2018; Benassi et al. 2022).
Moreover, we explicitly examined the effects of unemployment on the evolution of public
budget deficits, regarded as a significant policy issue (Salvati and Benassi 2021). We studied
a relatively long time series, incorporating predictors that may evaluate the influence of
several election rounds from 1974 to 2019.

Our second goal was to ascertain the possible existence of a relationship between
election years and total real output (hereafter ‘real GDP’). In other words, we investigated
whether the rate of change of total real GDP (hereafter ‘DTYGR1’) during the election years
differs from the corresponding rate of change of non-election years (Petrakos et al. 2021b).
Our final objective is to examine the possible effects of the external trade (exports of goods
and services, imports of goods and services, and balance of goods and services) on the state
budget balance, testing in this way the hypothesis of a direct linkage of budget balances
with economic competitiveness at large.

2.3. Variables and Indicators

To achieve our objectives, we constructed five econometric models using the following
dependent (1) and explanatory (2–10) variables:

(1) The actual budget balance (ABB) of a general government as a percent of GDP, as
defined and measured by Eurostat. The minus (−) sign corresponds to a deficit, while the

159



Economies 2022, 10, 198

plus (+) sign corresponds to a surplus. We consider the actual budget balance as a percent
share of GDP (instead of computing absolute monetary terms) for three main reasons:
because (i) percent metrics provide a more reliable indicator of the relative magnitude of
the actual budget balance; (ii) percentages remove the long-term effect of inflation on fiscal
aggregates; (iii) the main fiscal policy condition of the EU member states, in order to avoid
entering the Excessive Deficit Procedure (EDP) of the Stability and Growth Pact, is not to
exceed 3% of their GDP.

(2) The one-year lag of the actual budget balance (ABB-1) of a general government
as a percent of GDP, since the public balance might be ‘compounded’ in the sense that
the budget deficit of the previous year might affect, to some extent, the deficit of the
current year. In effect, the one-year lag of the dependent variable is used to control for the
autoregressive, AR(1), component of the actual budget balance (Petrakos et al. 2021a).

(3) The two-year lag of the actual budget balance (ABB-2) of a general government as a
percent of GDP, since not only the budget deficit of the previous year but also the deficit of
the year before might affect the deficit of the current year. In effect, the two year lag of the
dependent variable is used to capture the autoregressive, AR(2), component of the actual
budget balance. We also considered the impact of a three-year lag of the actual budget, but
our preliminary analysis suggests that this variable is largely insignificant.

(4) The growth rate of real total GDP (TYGR), as estimated by the World Bank.
(5) The change in the growth rate of total real GDP (DTYGR1), i.e., the difference

between the growth rate of total real GDP of the current year and the previous one, i.e.,
DTYGR1i = TYGR1i − TYGR1i−1. This variable is introduced as it might not be the rates of
change in total real GDP that cause pressures for expansionary fiscal policy as much as it is
the variations (or fluctuations) of these rates from year to year.

(6) The unemployment rate (UNR) as it is measured by Eurostat and the Hellenic
Statistical Authority (ELSTAT).

(7) Exports of goods and services as a percent of GDP (EXPO) as they are estimated by
the World Bank (World Development Indicators).

(8) Imports of goods and services as a percent of GDP (IMPO) as they are estimated by
the World Bank (World Development Indicators).

(9) Balance of goods and services as a percent of GDP (BAGS), estimated as the
difference between exports of goods and services and imports of goods and services as a
percent of GDP (BAGS = EXPO − IMPO).

(10) Election (ELE), a binary variable taking the value of 1 for (general) election years
and 0 otherwise.

2.4. Statistical Analysis

We have specified five linear regression models with the actual budget balance as the
dependent variable. In what follows (Section 3), results of these models were presented
and commented in the order they are listed in Table 1, reporting the regression coefficients
of each model in separated tables. All models were checked against the basic assumptions
of Ordinary Least Square (OLS) model fitting, i.e., testing for linearity, homoscedasticity,
independence, and normality assumptions (Ciommi et al. 2019). Results of statistical checks
were presented in a graphical form (Lamonica et al. 2020).

Table 1. Specification of econometric models used in our analysis (Acronyms in Section 2.3).

Model Dependent Variable Predictors

1 Actual Budget Balance ABB-1, TYGR, UNR, ELE
2 Actual Budget Balance ABB-1, TYGR, EXPO, IMPO, ELE
3 Actual Budget Balance ABB-1, ABB-2, TYGR, EXPO, IMPO, ELE
4 Actual Budget Balance ABB-1, ABB-2, TYGR, BAGS, ELE
5 Actual Budget Balance ABB-1, ABB-2, TYGR, BAGS, UNR, ELE
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3. Results and Discussion

3.1. Outcomes of Model 1

Model 1 provided the simplest specification of the variability in the actual budget bal-
ances of Greece (1974–2020) using only four variables. Since the lagged dependent variable
is included in the explanatory variables, residuals are independently distributed (Salvati
2022). Plotting the residuals versus the fit, we verify that the linearity and homoscedasticity
assumptions hold (Figure 1). Finally, a QQ plot and histogram of the residuals reveal no
serious departures from normality (Ciommi et al. 2018). ABB-1 and UNR are significant
at α = 0.01, ELE is significant at α = 0.05, and TYGR is significant at α = 0.1. Low Vari-
ance Inflation Factors (VIF) values indicate no evidence of multicollinearity (Table 2). The
proportion of explained variance is relatively high (adjusted-R2 = 0.70).

Figure 1. Residual plots for Model 1 with Actual Budget Balance as dependent variable.

Table 2. Regression coefficients of Model 1 (see Table 1 and Section 2 for model’s description).

Variable Coefficient Standard Error t-Value p-Value VIF

Constant −3.18 1.170 −2.71 0.010 -
Budget Balance, previous year 0.75 0.098 8.02 0.000 1.22
GDP growth 0.22 0.122 1.81 0.078 1.52
Unemployment 0.16 0.057 2.83 0.007 1.26
Election year −1.84 0.755 −2.44 0.019 1.02

3.2. Outcomes of Model 2

EXPO and IMPO were introduced in Model 2 together with the predictors already
considered in Model 1. Residual plots in Figure 2 document how results of Model 2 fully
adhere to linearity, homoscedasticity, independence, and normality assumptions. ABB-1,
TYGR, and EXPO are significant at α = 0.01, while ELE and IMPO are significant at α = 0.05.
VIF values indicate evidence of a residual multi-collinearity in Model 2, mainly attributable
to IMPO and EXPO variables (Table 3). The proportion of explained variance is rather high
(adjusted-R2 = 0.74).
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Figure 2. Residual plots for Model 2 with Actual Budget Balance as the dependent variable.

Table 3. Regression coefficients of Model 2 (see Table 1 and Section 2 for the model description).

Variable Coefficient Standard Error t-Value p-Value VIF

Constant −3.710 2.360 −1.57 0.125 -
Budget Balance, previous year 0.531 0.108 4.93 0.000 1.86
GDP growth 0.335 0.122 2.74 0.009 1.77
Exports 0.444 0.122 3.63 0.001 5.97
Imports −0.312 0.140 −2.24 0.031 4.66
Election year −1.733 0.708 −2.45 0.019 1.03

3.3. Outcomes of Model 3

The lagged variable ABB-2 was introduced as a predictor in Model 3 and accounted for
a particularly high proportion of the explained variance (adjusted-R2 = 0.75). The residual
plots in Figure 3 indicate no deviations from the basic regression assumptions. EXPO was
significant at α = 0.01, ELE, IMPO, TYGR, and ABB-1 were all significant at α = 0.05, and
ABB-2 was significant at α = 0.1 (Table 4). A weak multi-collinearity issue (VIF > 5) was a
distinctive characteristic of the estimation of Model 3, in line with what has been observed
for the results of Model 2.

Figure 3. Residual plots for Model 3 with Actual Budget Balance as the dependent variable.
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Table 4. Regression coefficients of Model 3 (see Table 1 and Section 2 for the model description).

Variable Coefficient Standard Error t-Value p-Value VIF

Constant −3.100 2.410 −1.28 0.207 -
Budget Balance, previous year 0.365 0.144 2.53 0.016 3.29
Budget Balance, two years before 0.228 0.130 1.76 0.087 2.52
GDP growth 0.313 0.121 2.58 0.014 1.71
Exports 0.458 0.121 3.78 0.001 5.88
Imports −0.326 0.138 −2.36 0.023 4.51
Election year −1.767 0.701 −2.52 0.016 1.03

3.4. Outcomes of Model 4

To cope with the weak multi-collinearity observed in Model 3, the variables IMPO and
EXPO were replaced with their difference, named BAGS, in Model 4. The residual plots
in Figure 4 indicate that the basic assumptions were not violated with this specification.
The proportion of explained variance remained satisfactory (adjusted-R2 = 0.73). ABB-1
and BAGS are significant at α = 0.01, ELE is significant at α = 0.05, TYGR is marginally
significant at α = 0.05, and ABB-2 is marginally significant at α = 0.1 (Table 5). Low VIF
values indicate no evidence of multicollinearity.

Figure 4. Residual plots for Model 4 with Actual Budget Balance as the dependent variable.

Table 5. Regression coefficients of Model 4 (see Table 1 and Section 2 for the model description).

Variable Coefficient Standard Error t-Value p-Value VIF

Constant 1.003 0.979 1.02 0.312 -
Budget Balance, previous year 0.426 0.145 2.93 0.006 3.12
Budget Balance, two years before 0.224 0.134 1.68 0.102 2.52
GDP growth 0.236 0.118 2.01 0.052 1.51
Balance of goods and services 0.449 0.125 3.60 0.001 1.52
Election year −1.724 0.723 −2.39 0.022 1.03

3.5. Outcomes of Model 5

Unemployment rate (UNR) was introduced as an additional predictor in Model 5. The
proportion of explained variance was satisfactory (adjusted-R2 = 0.75). Plots of residuals
(Figure 5) indicate no violation of the basic econometric assumptions for Model 5. ABB-1 is
significant at α = 0.01, ELE, ABB-2, TYGR, BAGS, are all significant at α = 0.05, and UNR is
significant at α = 0.1. Low VIF values indicate no evidence of multicollinearity (Table 6).

163



Economies 2022, 10, 198

Figure 5. Residual plots for Model 5 with Actual Budget Balance as the dependent variable.

Table 6. Regression coefficients of Model 5 (see Table 1 and Section 2 for the model description).

Variable Coefficient Standard Error t-Value p-Value VIF

Constant −0.920 1.450 −0.63 0.532 -
Budget Balance, previous year 0.417 0.141 2.95 0.005 3.12
Budget Balance, two years before 0.290 0.136 2.14 0.039 2.73
GDP growth 0.274 0.117 2.35 0.024 1.56
Balance of goods and services 0.304 0.147 2.06 0.046 2.23
Unemployment rate 0.117 0.067 1.75 0.089 1.96
Election year −1.744 0.704 −2.48 0.018 1.03

In order to investigate possible differences in the mean growth rate (%) of total (real)
GDP between the two ELE groups (i.e., election and non-election years), the null hy-
pothesis H0: μ1 − μ2 = 0 was tested against the alternative H1: μ1 − μ2 	= 0, where
μ1 = E(DTYGR1|ELE = 0) and μ2 = E(DTYGR1|ELE = 1). H0 is rejected at α = 0.05, and the
differences in the means of GDP growth are significant. The results of our analysis were
presented in Table 7 and Figure 6.

Figure 6. Interval Plot (95% Confidence Interval around the mean) of changes over time in the growth
rate (%) of total (real) Gross Domestic Product (DTYGR1) against election year (1) or non-election
year (0); pooled standard deviation (3.20) was used to calculate the intervals.
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Table 7. Descriptive statistics of the growth rate (%) of total (real) Gross Domestic Product (DTYGR1)
by election year.

Year No. Years Mean Standard Deviation 95% Confidence Interval

No election 31 0.823 3.620 (−0.338; 1.983)
Election 14 −1.229 1.929 (−2.956; 0.499)

3.6. Discussing the Outcomes of Econometric Models (1 to 5)

The models illustrated above have a good fit as the adjusted R2 was systematically
above 0.7. In all of them, the actual budget balances (which correspond to public deficits in
the case of Greece) were strongly correlated to their one-year lagged values (the coefficient
of ABB-1 is 0.75 and 0.53, respectively, in Models 1 and 2). The impact of ABB-1 was reduced
slightly when considering the two-year lagged variable ABB-2 (ABB-1 coefficient ranged
between 0.37 in Model 3 and 0.43 in Model 4, while ABB-2 coefficient ranged between 0.22
in Model 4 and 0.29 in Model 5). Hence, we conclude that public deficits were persistent in
Greece, adjusting slowly over longer periods of time that could last up to two years.

Regarding the impact of the external sector of the economy (EXPO, IMPO, BAGS),
exports of goods and services tend to reduce the budget deficit, while imports seem to
increase it (Models 2 and 3). Moreover, the balance of goods and services (BAGS = EXPO −
IMPO) tends to reduce the budget deficit (Models 4 and 5). This result is a strong indication
for the presence of ‘twin deficits’ in the case of the Greek economy. In particular, according
to the ‘twin deficits hypothesis’, large and growing budget deficits are reflected in the
widening of the current account deficit, leading to declining economic policy credibility,
macroeconomic imbalances, and a slowdown in economic growth. Although making
use of different approaches, these findings are in line with earlier literature testing this
hypothesis for Greece (Vamvoukas 1999; Pantelidis et al. 2009; Kalou and Paleologou 2012;
Magazzino 2012; Piersanti 2000; Forte and Magazzino 2013; Panousis and Koukouritakis
2020; Katrakilidis and Trachanas 2011; Paparas et al. 2016; Kosteletou 2013). Few additional
studies ended up with more mixed, and sometimes contrasting, results (Algieri 2013;
Papadogonas and Stournaras 2006).

The results of all econometric models presented in our study demonstrate how the
growth rate of real GDP positively affects the actual budget balance, reducing budget
deficits. The coefficient of GDP growth rate varied between 0.335 (Model 2) and 0.221
(Model 1). This finding implies that during times of economic slowdown, Greek govern-
ments tend to respond with expansionary fiscal policies. Unemployment also affected the
dependent variable in a positive way, although with a relatively low coefficient (0.162 in
Model 1 and 0.117 in Model 5). This correlation appears counterintuitive at first (sensu
Rontos et al. 2019). However, economic dynamics in the 2010s may justify this outcome in
the case of Greece, since the country was under budgetary supervision by the European
Institutions (‘Troika memoranda’). In that decade, budget deficits were strictly controlled,
and unemployment skyrocketed to unprecedented levels, fueling income inequalities and
rising social segregation, especially in urban areas (Gavalas et al. 2014; Di Feliciantonio and
Salvati 2015; Panori et al. 2019; Rontos et al. 2016; Salvati 2016, 2018).

Election years (ELE) were found statistically significant in all econometric models. In
other words, the political cycle (general parliamentary elections) in Greece was demon-
strated to significantly affect the actual budget balance as a percent share of GDP. In all
models, the ELE coefficient was higher than −1.5, ranging between −1.72 (Model 4) to
−1.77 (Model 3). That is, in the years of general (or national) elections, budget deficits
increased by more than 1.5% of GDP. More precisely, the increase was as high as 1.84% of
GDP according to Model 1, 1.73%, 1.77%, 1.72% and 1.74% of GDP, respectively, according
to Models 2, 3, 4, and 5. This effect is disproportionately high in comparison with other
developed economies, where the effects of budget cycles have been estimated to be well
below 1% of GDP (Andrikopoulos et al. 2004) and, in most cases, insignificant (Mandon
and Cazals 2019).
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We finally investigated the relationship between general elections (ELE) and changes
over time in the growth rate of real GDP (DTYGR1) between 1974 and 2019. Descriptive
statistics indicate that in non-election years, economic growth rates amounted to 0.82%,
on average. On the contrary, in election years, the value of economic output decreased at
a rate of 1.23% on average. This evidence suggests how the electoral cycle in Greece has
serious destabilizing effects on total real output.

4. Concluding Remarks

The empirical results of our study demonstrate how severe political budget cycles have
characterized Greece since 1974. These persistent political budget (or fiscal) cycles have
contributed to the country’s public debt. Moreover, the political budget cycles in Greece
have played a destabilizing or pro-cyclical role, in terms of their effects on the country’s real
GDP. This is mainly due to the fact that the cycles materialize through an ‘unproductive’
public expenditures’ increase, especially a rise in social transfers, during the election years
(Petrakos et al. 2021d). It is therefore crucial to restrict political budget cycles, basically to
improve the country’s public finances and to stabilize the Greek economy—considering
that the country had lost 30% of its real GDP between 2007 and 2020. Moreover, at the end
of 2021, the gross debt of the general government in Greece had skyrocketed to 209% of
its GDP, a magnitude more than two times higher than the corresponding average of the
Eurozone (102% of GDP).

In addition, the existence of large political budget cycles suggests that certain socio-
political characteristics in Greece—such as low-quality political institutions and insufficient
control mechanisms or ineffective checks and balances—strongly resemble those of devel-
oping countries. These characteristics are basically the result of low-quality governance.
Consequently, the effects of the electoral cycles cannot be ignored by any systematic scrutiny
of the reforms needed to boost economic growth and to reduce budget deficits and public
debt. Short-term performances of the external sector of the economy, namely, the balance
of goods and services, were finally documented to affect the budget balance in Greece.
Reduced external sector deficits and, more generally, a reduction in the balance of payments
deficits, may contribute to the handling of budget deficits. Since the improvement of the
trade balance is the result of the rising competitiveness of a given economic system, this
should be a long-term objective of economic policy pursued through the implementation
of specific strategies. Such issues are arguably among the most serious structural problems
of the Greek economy and, as such, call for an effective and immediate policy response.
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Notes

1 See Eurostat, online data code: GOV_10DD_EDPT1, update: 22 February 2022.
2 See Downs (1957); Nordhaus (1975); Rogoff and Sibert (1988); Rogoff (1990); Alesina and Perotti (1995); Persson and Tabellini

(2000); Eslava (2011); De Haan (2013); Bonfiglioli and Gancia (2013). More recent contributions include the empirical studies by
Dubois (2016); Mandon and Cazals (2019); Bohn (2019); Garcia and Hayo (2021); Gootjes et al. (2021).

3 Another factor that may influence the occurrence of political budget cycles is uncertainty regarding the outcome of the forthcoming
elections, given that if governments are very confident of their re-election possibilities, they have limited motivation or no
motivation at all to resort to them (Schultz 1995; Alt and Rose 2007; Hanusch and Magleby 2014; Eibl and Lynge-Mangueira 2017).
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Abstract: This paper examines the association between environmental uncertainty, accounting in-
formation relevance, and organizational performance. From a contingency approach, this paper
attempts to contribute to a stream of research that investigates the relationship between accounting
information relevance and organizational performance. The presence of environmental uncertainty
in this relationship has not been fully established. This paper contributes to this area by suggest-
ing a framework to study and explain this connection. An online questionnaire-based survey was
conducted, which produced 119 valid responses (a response rate of 23%) from large manufacturing
companies operating in Portugal. The results suggest that in contexts of environmental uncertainty,
the relevance of non-financial information increases. However, the relevance of financial informa-
tion continues to outstrip that of non-financial information. The results also suggest that financial
information and non-financial information are complementary, and not substitutes, and can be used
simultaneously in different situations. These results have several implications for professionals
involved in decision-making activities. It offers findings which are potentially useful for both theory
and practice. The study addresses an identified gap in the literature and adds to the existing body of
work analyzing the association between environmental uncertainty, accounting information relevance
for decision-making purposes, and organizational performance.

Keywords: environmental uncertainty; financial information; non-financial information; organiza-
tional performance; contingency theory; survey; Portugal

1. Introduction

In recent decades the organizational environment has changed, being more complex,
turbulent, and unpredictable than in the past, posing new challenges to managers as they
must make decisions in uncertain environments (Al-Mawali and Am 2016; Baines and
Langfield-Smith 2003; Chenhall 2003; Chenhall and Langfield-Smith 1998a; Chong 1996;
Otley 2016). Recently, in dealing with the unprecedented situation of the COVID-19 pan-
demic, decision makers have faced many types of environmental uncertainty; for example,
uncertainty about the reliability of information flows (Lodge and Boin 2020), irrational
reactions of financial markets, extreme volatility of the economy, etc. Making decisions in
such an environment where information is incomplete and there are no correct and clear
answers is unprecedented in its degree of uncertainty (Aon 2020). Nevertheless, decision
makers must obtain proper information to make strategic decisions that would influence
organizational competitive advantages and performance (Adeniran and Obembe 2020;
Oyewo 2021).

Although several empirical studies have shown the influence of perceived environmen-
tal uncertainty on decision-making, few have examined the role of accounting information
in explaining this association (Abu-Rahma and Jaleel 2019). In this context, accounting
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information becomes relevant, namely non-financial, external, and future-oriented infor-
mation, to support organizational change and decision-making. For an organization to
survive and operate with success, it is critical that managers have access to useful and
timely information so they can act and make the best decisions (Al-Mawali and Am 2016;
Alves 2017; Oyewo 2021; Thuan et al. 2022; Visedsun and Terdpaopong 2021).

In this study, accounting information is defined as the formalized financial and non-
financial information (Massicotte and Henri 2021) provided on a regular basis for decision-
making purposes. However, a major problem that managers face is the need for credible in-
formation to assist them in the decision-making process (Frazer 2020). Additionally, despite
non-financial information having gained growing relevance (Czaja-Cieszyńska et al. 2021),
it does not substitute for financial information, which is considered of little relevance in
uncertain decision-making contexts, because it is too aggregated and available too late
(Chenhall and Langfield-Smith 1998b; Johnson and Kaplan 1987), even if in some cases,
financial information continues to have the confidence of managers in decision-making
(Bhimani and Langfield-Smith 2007; Chow and Van der Stede 2006; Hyvönen 2007). Non-
financial information is, therefore, complementary to financial information and these two
types of information can be used simultaneously in different situations or for different pur-
poses (Chenhall and Langfield-Smith 2007; Chow and Van der Stede 2006; Lau and Sholihin
2005; Massicotte and Henri 2021; Monteiro et al. 2021; Visedsun and Terdpaopong 2021).

Following the contingency approach, several authors argue that the fit between inter-
nal factors (e.g., organizational structure, management accounting systems and characteris-
tics of accounting information) and external factors (e.g., environmental uncertainty and
intensity of competition) leads to a better management and organizational performance
(Al-Mawali and Am 2016; Baines and Langfield-Smith 2003; Boulianne 2007; Chenhall 2003;
Chong 1996; Löfsten and Lindelöf 2005; Oyewo 2022; Turner et al. 2017). For example, some
studies suggest that giving greater weight to non-financial and external information in a
context of environmental uncertainty improves organizational performance (Al-Mawali
and Am 2016; Hoque 2004, 2005; Hoque and James 2000). Thus, to promote organizational
performance, it is critical to adjust the accounting information relevance to the level of
environmental uncertainty.

In fact, some empirical studies report a direct and positive effect of environmental
uncertainty on accounting information relevance/use for decision-making purposes (e.g.,
Al-Mawali and Am 2016; Cescon et al. 2019; Latan et al. 2018; Oyewo 2021, 2022). Furthermore,
previous literature also shows a direct and positive effect of accounting information or man-
agement accounting practices on performance (e.g., Adeniran and Obembe 2020; Baines and
Langfield-Smith 2003; Cadez and Guilding 2008; Hoque and James 2000; Latan et al. 2018;
Turner et al. 2017; Visedsun and Terdpaopong 2021). Concerning moderation analysis, Hoque
(2005) showed that environmental uncertainty moderates the relationship between the use of
some non-financial performance measures for performance evaluation and organizational
performance. Al-Mawali and Am (2016) concluded that environmental uncertainty mod-
erates the relationship between customer accounting information use and organizational
performance. However, to the best of our knowledge, no recent study examines, specifically,
the association between environmental uncertainty, accounting information relevance, and
organizational performance, or investigates the influence of environmental uncertainty on the
relationship between non-financial information relevance for decision-making purposes and
organizational performance.

Therefore, the main purpose of this paper is to analyze the association between
environmental uncertainty, accounting information relevance in decision-making, and orga-
nizational performance. Furthermore, we intend to analyze how environmental uncertainty
moderates the relationship between non-financial information relevance and organizational
performance. In this way, this paper aims to answer to the following research questions:
What is the association between environmental uncertainty, accounting information rele-
vance, and organizational performance? How does environmental uncertainty influence the
relationship between non-financial information relevance and organizational performance?
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This study provides additional insights regarding the relevance of financial and non-
financial information for decision-making purposes under uncertainty contexts and its
influence on organizational performance, thus contributing to the literature in this research
field. Hence, it extends the knowledge on which is the most suitable accounting informa-
tion for certain situations. Moreover, our study also documents the moderating role of
environmental uncertainty on the relationship between non-financial information relevance
for decision-making purposes and organizational performance.

The remainder of the paper is structured as follows. In Section 2, we present a summary
of the relevant literature and develop our research hypotheses. The research design of this
study, including the sample, data collection, and variables measurement, is detailed in
Section 3. Section 4 presents and discusses the results regarding the association between the
degree of environmental uncertainty, accounting information relevance, and organizational
performance. Finally, Section 5 provides the main conclusions, theoretical and practical
implications, and limitations of this research, outlining, also, future research opportunities.

2. Theoretical Framework and Research Hypotheses

Organizational environment considers the set of physical and social factors external to
organizations that influence their internal characteristics and are therefore considered in the
decision-making process (Haldma and Lääts 2002; Löfsten and Lindelöf 2005). Factors such
as globalization of operations, increased competition, technological changes, the demand
for continuous improvement, and new demands on social and environmental responsibility
cause constant changes that lead to increased environmental uncertainty (Latan et al. 2018;
Löfsten and Lindelöf 2005; Mia and Clarke 1999; Newkirk and Lederer 2006; Otley 2016).
Environmental uncertainty represents a challenge for every organization today and is
related to the lack of information and the speed of information, which limit actions
(Latan et al. 2018). Given its influence on organizational structure and systems, environ-
mental uncertainty is one of all the variables used in the pioneer contingent studies that
has gained the widest attention in management accounting research (Otley 2016).

Recently, in dealing with the unprecedented situation of the COVID-19 pandemic,
many decision makers have faced environmental uncertainty, about the reliability of in-
formation flows (Lodge and Boin 2020), irrational reactions of financial markets, extreme
volatility of the economy, etc. Making decisions in such an environment is unprecedented
in its degree of environmental uncertainty (Aon 2020). In these contexts, the informa-
tion needed by managers in decision-making increases (Baines and Langfield-Smith 2003;
Chenhall and Langfield-Smith 1998a, 1998b; Chong 1996; Latan et al. 2018), given the
increased unpredictability of future events (Chenhall and Morris 1986). In these conditions
of high uncertainty, sophisticated accounting information can help managers enhance
decision-making, providing some alternatives and solutions (Latan et al. 2018). On the
other hand, environmental uncertainty makes it more necessary for managers to resort to
strategic planning (Baines and Langfield-Smith 2003; Newkirk and Lederer 2006) and thus
it encourages the introduction of action plans to respond to threats and opportunities (Mia
and Clarke 1999).

Managers that face greater environmental uncertainty attach a greater utility to non-
financial information, because they consider it more suitable (Boulianne 2007; Chenhall
and Morris 1986; Hoque 2005; Hoque and James 2000; Lal and Hassel 1998; Monteiro
et al. 2022). Traditional accounting information, mainly on financial and internal events,
is too aggregated and inappropriate (Chenhall and Langfield-Smith 1998b; Johnson and
Kaplan 1987) and is therefore inadequate and unhelpful in contexts of environmental
uncertainty (Hayes 1977). Another limitation of this information is that it does not reflect
the efficiency of organizations concerned with intangible factors such as quality, continuous
improvement, and customer satisfaction (Baines and Langfield-Smith 2003). In these cases,
decision makers need timely, non-financial, and external accounting information (e.g., on
markets, customers, and competitors) (Afifa and Saleh 2021; Boulianne 2007; Chenhall and
Morris 1986). This is the most relevant information for making better decisions (Baines and
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Langfield-Smith 2003), as well as to focus management control on the strategic uncertainties
of the organization (Vaivio 1999). It is within this context that the first research hypothesis
is formulated.

Hypothesis 1. The relevance attributed to non-financial information for decision-making is greater
when environmental uncertainty is higher.

As previously mentioned, traditional management accounting information, mostly in-
ternal and financial information, has lost some relevance for decision makers in the current
circumstances of the organizational environment (Johnson and Kaplan 1987; Ma et al. 2022).
Under such circumstances, non-financial, external, and timely accounting information
has won the confidence of managers because it alerts them to new situations, allowing
a better understanding and control of costs, and enables the achievement of competitive
advantages (Chenhall and Langfield-Smith 1998a; Oyewo 2022; Vaivio 1999). Quantita-
tive non-financial information, in particular, helps to attain organizational alignment by
integrating the horizontal and vertical dimensions of performance (Bertolotti et al. 2019).
Moreover, non-financial information gains relevance for assessing performance in various
areas of the organization, such as processes and operations, human resources, customers,
and corporate strategy (Baines and Langfield-Smith 2003; Bhimani and Langfield-Smith
2007; Chenhall and Langfield-Smith 2007). Managers know that good performance in
these areas leads to good non-financial performance, which increases an organization’s
financial performance (Baines and Langfield-Smith 2003; Turner et al. 2017). For instance,
Turner et al. (2017) have shown that customer performance positively influences financial
performance.

However, non-financial information does not replace financial information, and in
many cases financial information is more relevant than non-financial information (Bhimani
and Langfield-Smith 2007; Chow and Van der Stede 2006; Hyvönen 2007; Massicotte and
Henri 2021). According to Bhimani and Langfield-Smith (2007), in strategy development
both financial and non-financial information is used, while in strategy implementation
greater emphasis is placed on financial information. In turn, Massicotte and Henri (2021)
report the use of financial and non-financial information to oversee strategy implementation.
Therefore, several authors consider that the main purpose of non-financial information is to
complement financial information (Chenhall and Langfield-Smith 2007; Chow and Van der
Stede 2006; Lau and Sholihin 2005), which is not sufficient for decision-making purposes
(Monteiro et al. 2021). Additionally, for companies’ performance measurement, financial
measures are usually used, while non-financial measures such as customer satisfaction and
loyalty, and employee satisfaction, cannot be ignored (Visedsun and Terdpaopong 2021).
Based on the literature review, the following two hypotheses are proposed.

Hypothesis 2. Managers assign greater relevance to financial information for decision-making
than to non-financial information.

Hypothesis 3. Managers believe that financial information and non-financial information are
complementary.

Contingency research in management accounting considers that several internal and
external contingent factors influence the characteristics of management accounting systems
and accounting information required for decision-making (e.g., Abdel-Kader and Luther
2008; Cescon et al. 2019; Chenhall and Morris 1986; Chong and Chong 1997; Haldma
and Lääts 2002; Hoque 2005; Hoque and James 2000; Mia and Clarke 1999; Oyewo 2022;
Turner et al. 2017). In fact, according to Otley (2016), contingency research seeks to discover
when specific accounting information and management accounting practices might be most
appropriate for organizations in their specific circumstances. Furthermore, several studies
also conclude that the fit between contingent factors such as environmental uncertainty,
technology, business strategy, and organizational structure, management accounting sys-
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tems, and accounting information required for decision-making improves organizational
performance (e.g., Al-Mawali and Am 2016; Baines and Langfield-Smith 2003; Boulianne
2007; Cadez and Guilding 2008; Chong 1996; Hoque 2005; Hoque and James 2000; Löfsten
and Lindelöf 2005; Mia and Clarke 1999; Oyewo 2022; Turner et al. 2017). For instance,
Al-Mawali and Am (2016) show that the fit between environmental uncertainty and cus-
tomer accounting information use improves organizational performance. In contexts of
environmental uncertainty, if higher relevance is attributed to non-financial information,
organizational performance will also be greater (Hoque 2004, 2005; Hoque and James 2000).
Quality non-financial information contributes to decision-making success which, in turn,
is relevant for business success (Monteiro et al. 2022). Therefore, the following research
hypothesis is formulated:

Hypothesis 4. The match between environmental uncertainty and non-financial information
relevance improves organizational performance.

3. Research Design

The goals of this section are threefold: (i) to present the data collection instrument,
(ii) to describe the sample and procedure of data collection, and (iii) to define the variables
considered in the construction of the survey questionnaire.

3.1. Data Collection

A quantitative research approach was adopted to test the developed hypotheses. For
the data collection, an online questionnaire-based survey was chosen, primarily because
it could reach many respondents (Abdel-Kader and Luther 2008), in addition to enabling
the respondent to answer how and where he/she wants, without feeling the pressure to
respond immediately (Gillham 2008). The questionnaire also allowed us to collect the
data needed to test the developed hypotheses in the previous section (Gillham 2008). Fur-
thermore, with a questionnaire survey, it is possible to collect sufficient data to allow the
generalization of results to the population being analyzed, which allows advances in con-
tingency research that comes from the ascertainment of general patterns (Chenhall 2003).

As this instrument is not without limitations, to minimize them, the recommendations
of Hill and Hill (2008) were followed. The questions were organized into sections to
create a common thread between them and a pre-test was conducted. We sent to experts
(i.e., three academics and five practitioners) a draft of the questionnaire for review and
recommendation. The purposes of the pre-test were threefold: (i) to assess the adequacy of
our questionnaire design, (ii) to verify whether the items captured the relevant dimensions
of our variables, and (iii) to verify whether practitioners found the questionnaire items
understandable and plausible. The feedback led to minor changes in the structure of the
questionnaire and the wording of some individual items.

To implement the survey, we chose to send it by electronic mail, as in previous studies
(e.g., Cadez and Guilding 2008; Cescon et al. 2019; Holm et al. 2016; Hyvönen 2007; Latan
et al. 2018; Lau and Sholihin 2005; Massicotte and Henri 2021; Monteiro et al. 2022). A
free software program available on the internet was used for this purpose. It does not
require programming skills and is inexpensive to use (Fleming and Bowden 2009; Ganassali
2008). Compared with conventional questionnaire-based surveys (i.e., mail, telephone,
and on-site), online questionnaire-based surveys have two main advantages: (i) low-cost
administration, enabling large sample sizes, and (ii) speed and accuracy of data collection
(Fleming and Bowden 2009). Moreover, Loomis and Paterson (2018) stress that there are no
significant differences between the two data collection modes regarding response rate, item
nonresponse, and nature of the data, which validates this approach.

3.2. Sample and Procedure

After finalizing the questionnaire, the target population of the study was selected. For
this, we asked the National Statistics Institute (NSI) a list of the top 500 manufacturing
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companies, according to turnover, operating in Portugal. The choice of the larger manufac-
turing companies is justified by the fact that several studies state that larger companies have
greater information needs for planning, control, and decision-making purposes (Abdel-
Kader and Luther 2008; Alves 2010; Chenhall 2003; Chenhall and Langfield-Smith 1998a;
Haldma and Lääts 2002). In addition, most of the studies reviewed had as targets the
larger manufacturing companies (e.g., Baines and Langfield-Smith 2003; Cescon et al. 2019;
Hoque and James 2000; Oyewo 2021; Visedsun and Terdpaopong 2021). Therefore, to be
able to compare our results with those of these studies, it was considered important that
the target population had similar characteristics.

Since we needed email addresses to send the questionnaire and collect the data,
we updated the information provided by the NSI through a telephone call made to all
companies. This led to the exclusion of nine companies1. After that, the questionnaire
was sent to the person in charge of the financial department of 491 large manufacturing
companies operating in Portugal that are the subjects of this study. Three months after the
first mailing, a second mailing of questionnaires was carried out. Aware that the number
of contacts, the persistence of the researcher, and the personalization of those contacts
significantly affect the response rate to surveys (Ganassali 2008), along with the third
mailing of questionnaires, we started making phone calls inviting financial managers to
participate in the study. At the end of this process, 119 questionnaires were received. As
there was a need to exclude five questionnaires because they were incorrectly completed
(Gillham 2008), 114 usable responses were considered, which corresponds to a response rate
of 23%. This response rate is above or in line with those of previous studies on management
accounting (Baines and Langfield-Smith 2003; Cescon et al. 2019; Holm et al. 2016; Latan
et al. 2018; Monteiro et al. 2022; Visedsun and Terdpaopong 2021).

Regarding the characteristics of the firms surveyed (turnover and number of employ-
ees) it was verified that 49% of the firms had turnover exceeding EUR 55 M and 57% had
more than 250 employees (Table 1). Regarding the respondents, it appears that 50% were in
an administrative/financial position.

Table 1. Characteristics of sample and respondents.

Description Quantity (%)

Size (turnover EUR):
Less than 25 M 13 (11.40%)
25 M to 35 M 21 (18.42%)
35 M to 55 M 24 (21.05%)
55 M to 90 M 22 (19.30%)

More than 90 M 34 (29.82%)
Size (number of employees):

Less than 100 15 (13.16%)
100 to 249 34 (29.82%)
250 to 500 38 (33.33%)

More than 500 27 (23.68%)
Position of respondents:

Managing/financial director 57 (50.00%)
Management controller 22 (19.30%)

Accountant 21 (18.42%)
Administrator/manager 7 (6.14%)

Other 7 (6.14%)

To examine possible differences between respondents and non-responding companies
concerning turnover and number of employees, like Drury and Tayles (2006) and Guilding
et al. (2000) we used the nonparametric test of Mann-Whitney. Regarding the turnover,
some differences were found in central tendency. Through the analysis of the median, it was
found that firms with higher turnover were also the ones that answered the questionnaire.
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3.3. Variables Measurement

Some instruments developed in previous studies were used or adapted to measure the
variables needed to test the research hypotheses developed in this study. Besides ensuring
a greater reliability and validity of the information gathered, using instruments tested
in other studies allows a more accurate comparison of results (Chenhall 2003). In this
context, we will describe how the variables were operationalized and the instruments used
to measure them.

The environmental uncertainty variable was measured based on an instrument de-
veloped by Teo and King (1997) and used later by Newkirk and Lederer (2006). Some
adjustments were made in this instrument resulting from the studies of Chenhall (2003)
and Löfsten and Lindelöf (2005). We added two items presented by Löfsten and Lindelöf
(2005) (the intensity of research and development; and the legal, political, and economic
constraints), and an item suggested by Chenhall (2003) (the requirements in terms of social
and environmental responsibility) that recognizes social and environmental issues as rele-
vant sources of environmental uncertainty (Latan et al. 2018). Respondents were requested
to indicate their perception about the predictability of 15 items using a Likert-type scale
ranging from 1 (strongly disagree) to 5 (strongly agree). Rating on these items was aver-
aged to determine the environmental uncertainty index. Prior studies have used a similar
approach to measure environmental uncertainty (e.g., Hoque 2005; Oyewo 2022).

In order to measure accounting information relevance (financial and non-financial),
we used an instrument based on a set of items identified in the literature (Baines and
Langfield-Smith 2003; Chow and Van der Stede 2006; Vaivio 1999). Comprising 25 items,
this instrument considers nine items to measure financial information relevance (indicators
of costs, results, profitability, and return on investment) and 16 items to measure non-
financial information relevance (indicators related to processes and operations, employees,
and suppliers and customers). Respondents were asked to indicate the relevance attributed
to these items of financial and non-financial information to decision-making purposes
using a Likert-type scale ranging from 1 (no impact) to 5 (very relevant). The respective
scores were additively combined and averaged to derive indexes for financial information
relevance and non-financial information relevance. A similar approach was used by Baines
and Langfield-Smith (2003).

To measure the organizational performance variable, an instrument previously used
by Hoque and James (2000) and modified by Cadez and Guilding (2008) was adopted.
This instrument, which was used in several studies (e.g., Abernethy and Lillis 1995; Baines
and Langfield-Smith 2003; Chenhall and Langfield-Smith 1998b; Oyewo 2022), consists
in asking respondents to assess the organization’s performance compared to that of com-
petitors. This instrument considers seven2 financial and non-financial dimensions and
uses a Likert-type scale ranging from 1 (much worse than competitors) to 5 (much better
than competitors). Rating on these dimensions was averaged to determine the organiza-
tional performance index for each company. Prior studies have used a similar approach to
measure organizational performance (e.g., Cadez and Guilding 2008; Oyewo 2022).

Statistical analysis of the data collected was performed using the SPSS program, as in
previous studies (e.g., Hoque 2005; Monteiro et al. 2021; Monteiro et al. 2022). We carried
out univariate, bivariate, and multivariate analyses. In the next section, we proceed to the
presentation and discussion of results.

4. Results and Discussion

The goals of this section are to describe the variables and analyze the association
between environmental uncertainty, financial and non-financial information relevance
in decision-making, and organizational performance. In addition, we analyze how the
interaction between environmental uncertainty and non-financial information relevance for
decision-making purposes influences organizational performance. That is, in this section
we present a descriptive analysis of the variables and test the hypotheses developed in
Section 2.
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4.1. Descriptive Analysis

The reliability and descriptive statistics of the variables under study are presented in
Table 2. As shown, and except for environmental uncertainty, the variables were established
with all the items considered in the questionnaire. For the creation of the environmental
uncertainty variable, 2 of the 15 items were excluded (the shortage of skilled labor and the
shortage of materials) since Cronbach’s alpha improves with this exclusion. We used Cron-
bach’s alpha to assess the reliability, or internal consistency, and it appears that all the items
had a good or very good internal consistency (Marôco 2021; Pestana and Gageiro 2014).

Table 2. Reliability and descriptive statistics of variables.

Variable
Number of
Items Used

Cronbach’s
Alpha

Mean
(n = 114)

Standard
Deviation

Environmental uncertainty (EU) 13 0.79 3.31 0.53
Financial information (FI) 9 0.87 4.24 0.55

Non-financial information (NFI) 16 0.93 4.04 0.62
Process and operations (PO) 5 0.87 4.13 0.68

Employees (E) 5 0.90 3.75 0.76
External environment (EE) 6 0.88 4.21 0.67

Organizational performance (OP) 7 0.86 3.60 0.50

Regarding environmental uncertainty, the perception of respondents indicated that
the level of uncertainty was moderate (3.31) and resulted essentially from the intense
competition on prices, quality, and product differentiation, and the high level of social and
environmental responsibility. Thus, it seems that factors related to intense competition
drive environmental uncertainty (Baines and Langfield-Smith 2003; Mia and Clarke 1999).
The same was true regarding the requirements in terms of social and environmental respon-
sibility, as advocated by Chenhall (2003) and Latan et al. (2018), which were perceived by
respondents as very high. In fact, most Portuguese companies operate in the highly com-
petitive environment of the European Union (Monteiro et al. 2021). In addition, social and
environmental issues have been also one of the biggest priorities of the European Union.

Concerning the relevance attributed to financial and non-financial information for
decision-making purposes, the results indicate that it was significant (high or very high).
The financial indicators considered most relevant were the overall results of the organiza-
tion, production costs, and sales costs. In turn, the most relevant non-financial indicators
were related to customer satisfaction, loyalty, and complaints, all of which are external
indicators. Curiously, non-financial indicators related to employees were deemed the least
relevant for decision-making.

Respondents’ perceptions of organizational performance when compared to com-
petitors’ performance are also shown in Table 2. The results obtained reveal that respon-
dents considered their organization’s performance to be moderately higher than that
of competitors.

4.2. Hypotheses Testing

In this section we demonstrate how the hypotheses formulated in the second section
of the paper were tested, using bivariate and multivariate analyses. An objective of this
study was to examine the nature and strength of the association between key variables.
This was achieved using correlation analysis, in particular Spearman correlations. Here,
when the coefficients are closer to 1 it means a strong positive association between two
variables; in contrast, coefficients closer to zero imply weak association. A summary of the
results obtained is presented in Table 3.
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Table 3. Spearman correlations.

Variable EU FI NFI PO E EE OP

Environmental uncertainty (EU) 1
Financial information (FI) 0.09 1

Non-financial information (NFI) 0.21 * 0.76
** 1

Process and operations (PO) 0.12 0.73
**

0.85
** 1

Employees (E) 0.23 * 0.63
**

0.90
** 0.68 * 1

External environment (EE) 0.21 * 0.72 * 0.90
** 0.69 * 0.73

** 1

Organizational performance (OP) −0.06 −0.08 −0.07 −0.18 −0.07 0.02 1
**, * Significant at 1 and 5% (two-tailed), respectively.

Our analysis begins by examining the strength of the association between variables
using the Spearman correlation coefficient (Table 3). It appears that there was a positive asso-
ciation, although weak, between environmental uncertainty and non-financial information
relevance, related to employees and the external environment. These results are statistically
significant (p-value < 0.05), suggesting that with increasing environmental uncertainty
greater emphasis should be placed on non-financial information in decision-making. It
should be noted, however, that this association between environmental uncertainty and
non-financial information relevance was not evident when it comes to information related
to processes and operations. Still, the results allow supporting Hypothesis 1. These results
are consistent with those of other studies, conducted in other countries (Boulianne 2007;
Chenhall and Morris 1986; Chong and Chong 1997; Hoque 2005; Hoque and James 2000;
Lal and Hassel 1998). Therefore, we can state that the relevance attributed to non-financial
information for decision-making purposes is greater when environmental uncertainty is
higher. In these contexts, managers need sophisticated accounting information to enhance
decision-making quality (Latan et al. 2018) and non-financial information, in particular,
contributes to decision-making success (Monteiro et al. 2022).

No statistically significant association was evidenced between environmental uncer-
tainty and financial information relevance in decision-making. Regarding the relevance
attributed to accounting information, the results (Table 3) indicate a strong and positive
association between the relevance attributed to financial information and the relevance
attributed to non-financial information in decision-making. Thus, it appears that when
greater relevance was attributed to financial information in decision-making it was also
attributed to non-financial information, whether related to processes and operations and
employees (p-value < 0.01), non-financial information connected with customers and sup-
pliers (p-value < 0.05), or vice versa. As argued by Chenhall and Langfield-Smith (2007),
non-financial information complements financial information but does not replace it, con-
firming Hypothesis 3. These findings are in line with the results obtained by Lau and
Sholihin (2005) and Chow and Van der Stede (2006). Financial information is not sufficient
for decision-making purposes (Monteiro et al. 2021). In several situations, both financial
and non-financial information is used (Bhimani and Langfield-Smith 2007; Massicotte
and Henri 2021). Therefore, we can state that financial information and non-financial
information are complementary.

To compare the relevance given to financial information and non-financial information,
both overall and partial (processes and operations, employees and outside), we used the
nonparametric Wilcoxon test, which allows comparing measures of central tendency of
two variables (Marôco 2021; Pestana and Gageiro 2014). Previous studies have used
the Wilcoxon test for similar analyses (e.g., Holm et al. 2016). The results obtained and
summarized in Table 4 show that there are statistically significant differences (p-value < 0.01)
between the relevance attributed to financial information and non-financial information
in decision-making. Through the analysis of the measure of central tendency of these
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variables it was found that the median of the relevance attributed to financial information
(4.17) is above the median of relevance attributed to non-financial information (4.06).
However, despite this difference between the relevance attributed to financial information
and non-financial information related to processes and operations and employees, no
statistically significant differences between the relevance attributed to financial information
and non-financial information related to the external environment could be demonstrated.
In this context, as verified by Bhimani and Langfield-Smith (2007), there are situations
in which financial information is considered more relevant to decision-making than non-
financial information. In this study, these situations fell into the contexts of decision-making
associated with processes and operations, and employees. These results confirm Hypothesis
2 and are consistent with those obtained by other authors (Chow and Van der Stede 2006;
Hyvönen 2007). Financial information remains relevant for managers (Hyvönen 2007).
Therefore, we can state that managers assign greater relevance to financial information for
decision-making than to non-financial information in decisions related to internal processes,
operations, and employees.

Table 4. Wilcoxon tests: relevance of financial and non-financial information.

Description
Financial and
Non-Financial

Financial and
Process

Financial and
Employees

Financial and External
Environment

Z −4.87 −2.54 −7.02 −0.12
Asymp. Sig. (two-tailed) 0.00 0.01 0.00 0.90

To test Hypothesis 4, and thus assess the adjustment between the environmental
uncertainty and the relevance assigned to non-financial information, as in previous studies
(e.g., Hoque 2005; Hyvönen 2007; Oyewo 2022), we used the linear regression model
that allows estimating the direct effects and interaction of independent variables on the
dependent variable. Following Afifa and Saleh (2021) and Oyewo (2022), before performing
the regression analysis, multicollinearity between the predictor variables considered in
each regression model was inspected using correlation analysis. Table 3 shows that all
Spearman correlations were at the acceptance level (low correlation levels) and, thus, there
was no problem with multicollinearity. Consequently, a regression model was run using
the SPSS program. According to Gerdin and Greve (2008, p. 1003) “one frequently used
technique for testing the existence of a significant difference in regression coefficients is the
moderate regression analysis (MRA)”.

MRA has usually the following format:

Y = α0 + β1X1 + β2X2 + β3X1X2 + e

where Y represents organizational performance (dependent variable); X1 represents envi-
ronmental uncertainty (independent variable); X2 represents the non-financial information
relevance (moderator); X1X2 is the moderating effect that X2 has on the relationship be-
tween X1 and Y; α0 represents a constant; and e is the error variable (Gerdin and Greve 2008).

The results (Table 5) show that there was no effect of environmental uncertainty in
the relevance attributed to non-financial information and in the interaction between these
variables on the dependent variable related to organizational performance. This is because
the linear regression model and the effects (direct and interactive) of independent variables
on organizational performance were not statistically significant.
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Table 5. Results of regression.

Variable Coefficient Standard Error t-Value p-Value

Constant (α0 ) 6.02 1.93 3.12 0.00
Environmental uncertainty (X1 ) −0.71 0.59 −1.21 0.23
Non-financial information (X2 ) −0.59 0.48 −1.24 0.22

X1X2 9.173 0.14 1.21 0.23

R2 = 0.01; F3,110 = 0.53; p = 0.66

In order to verify a possible partial effect of non-financial information and environ-
mental uncertainty on the organizational performance, we used the linear regression for
each of the components of non-financial information (processes and operations, employees,
and external environment). The results presented in Table 6 confirm that there was no direct
effect of the relevance attributed to non-financial information, nor any effect resulting from
the interaction with environmental uncertainty on the organizational performance. The
models presented and the effects of independent variables on organizational performance
are not statistically significant.

Table 6. Additional regression analysis (partial effects).

Variable Coefficient Standard Error t-Value p-Value

Constant (α0) 3.78 1.99 1.89 0.06
Environmental uncertainty (X1) 0.08 0.61 0.14 0.89

Process and Operations (X2) −0.05 0.48 −0.09 0.92
X1X2 −0.02 0.15 −0.13 0.90

R2 = 0.02; F3,110 = 0.80; p = 0.49

Constant (α0) 5.77 1.42 4.07 0.00
Environmental uncertainty (X1) −0.67 0.44 −1.55 0.13

Employees (X2) −0.56 0.37 −1.51 0.13
X1X2 0.17 0.11 1.54 0.13

R2 = 0.02; F3,110 = 0.81; p = 0.49

Constant (α0) 5.96 1.67 3.57 0.00
Environmental uncertainty (X1) −0.78 0.52 −1.51 0.13

External environment (X2) −0.54 0.40 −1.37 0.17
X1X2 0.18 0.12 1.48 0.14

R2 = 0.02; F3,110 = 0.81; p = 0.49

As there was no direct effect from environmental uncertainty and the relevance as-
signed to non-financial information, not even one resulting from the interaction between
them on organizational performance, Hypothesis 4 is not confirmed. In this sense, the re-
sults are surprising and contradict the results obtained by Hoque and James (2000), Hoque
(2005), and Al-Mawali and Am (2016), who concluded that organizational performance
is influenced by the interplay between environmental uncertainty and the relevance as-
signed to non-financial information for decision-making or the use of customer accounting
information. These differences can occur because other aspects are not being considered,
which may also influence environmental uncertainty, non-financial information relevance,
and organizational performance. Therefore, additional research should be conducted to
investigate this association.

5. Conclusions

In recent years, the organizational environment has changed significantly because of
the globalization of business, increased competition, rapidly changing technologies and
demands for continuous improvement, and more recently as a result of the pandemic crisis
and the recent war in Ukraine, all of which have increased uncertainty for companies. In
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these circumstances, managers need not only more accounting information, but also more
timely accounting information to make better decisions and thus achieve their goals. That
is why non-financial information becomes relevant in decision-making, and also because it
is available sooner and a good non-financial performance may translate into good financial
performance.

From the literature review, four hypotheses were formulated aiming to analyze the
association between environmental uncertainty, (financial and non-financial) accounting
information relevance in decision-making, and organizational performance. It appears
that the organizational environment of large manufacturing companies operating in Por-
tugal has a moderate uncertainty, resulting mainly from intense competition and high
demands for social and environmental responsibility. In situations of higher environmental
uncertainty, greater emphasis is given to non-financial information for decision-making,
particularly to the non-financial information related to employees and customers, and
supplier assessment. However, in general, managers continue to attach greater relevance
to financial information than to non-financial information related to processes, operations,
and employees. The same is not true for non-financial information related to the exter-
nal environment. Our results suggest that in the evaluation of customers and suppliers,
non-financial information is of similar relevance to managers as financial information.
Furthermore, when greater relevance is assigned to financial information, greater emphasis
is also given to non-financial information. Thus, we conclude that financial information
and non-financial information are complementary.

Regarding the impact of environmental uncertainty and the relevance attributed to
non-financial information on organizational performance, contrary to the results of Hoque
and James (2000), Hoque (2005), and Al-Mawali and Am (2016), the data collected did not
reveal statistically significant results. Thus, there is a need to understand what additional
factors (e.g., contingent factors such as competitiveness, strategy, technology, organizational
structure, and organizational and national culture) can influence these variables and have
led to different findings.

The implications of this paper are relevant not only for researchers but also for practi-
tioners (e.g., accounting professionals and managers). From the theoretical point of view,
the results of this study contribute to theory by validating the findings of previous con-
tingency studies regarding the influence of environmental uncertainty on non-financial
information relevance for decision-making purposes. In line with the contingency per-
spective, non-financial information is more relevant under specific circumstances, that is,
uncertainty contexts. Nevertheless, this information should be combined with financial
information, given their complementary nature. The results regarding the influence of
environmental uncertainty on the relationship between non-financial information relevance
and organizational performance, however, challenge findings of previous studies. Thus,
further research is needed to examine this relationship, considering also what additional
factors can influence this relationship and justify the different results achieved.

From the practical point of view, the findings of this research reveal the need for
accounting professionals and managers to provide and use non-financial information in
decision-making, namely in uncertainty contexts. In these contexts, given their comple-
mentary nature, not only non-financial information should be provided and used, but
also financial information. These findings support the implementation of accounting prac-
tices, in particular strategic management accounting practices, which collect and provide
financial and non-financial information. Some of these strategic management accounting
practices are particularly devoted to providing non-financial information on customers,
which is considered relevant to decision-making purposes. Therefore, organizations re-
garding the external environment as uncertain have a greater tendency to use strategic
management accounting practices to survive intense competition (Oyewo 2022).

This study has some limitations that should be considered when interpreting the re-
sults. A main limitation relates to the instrument used for data collection, the questionnaire-
based survey, as it restricts the number of questions, prevents the placement of new
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questions to clarify certain situations detected, does not allow the respondent to aid in the
interpretation of questions, and is not always filled in by the most suitable person. Another
limitation arises from the fact it was a “cross section” study. Studies with contingency
approaches have been the target of some criticism (Chapman 1997; Tillema 2005). Longitu-
dinal studies using qualitative methods, such as case studies, may help to overcome these
criticisms, since these approaches consider the specific context of the organizations not
captured by questionnaire-based surveys (Otley 2016). However, “surveys” are needed to
make generalizations and thus build a coherent whole (Chenhall 2003; Tillema 2005).
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Notes

1 One company was excluded because it ceased activity. Another company has been excluded for failing to engage in the
transformation. Two companies were excluded because they had ceased to form two new companies (already part of the list
supplied by the INE). Finally, five companies were excluded because we could not reach them (via phone and email).

2 We adopted the seven dimensions used by Cadez and Guilding (2008).
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Abstract: We examine the effects of receiving remittances on household saving behaviour and
expenditure patterns in Vietnam. We consider the amount of saving, the saving rate, and the share of
expenditure, as well as per capita expenditure on education, health, assets, house repairs, food, non-
food, and utilities. We apply propensity score matching to data from the Vietnam Household Living
Standard Survey (VHLSS) of 2012. We find that remittances have a positive impact on household
savings and increase both the amount of saving and the saving rate. As far as expenditure patterns
are concerned, our results indicate that receiving households spend more on health, assets, and house
repairs, and less on food. This finding suggests that households tend to use remittances productively,
with receiving households increasing their investments in human and physical capital. For the
economy as a whole, remittances can create more opportunities for the development of services
provided by banks, financial institutions, hospitals and healthcare centres, and give incentives to the
production of building materials and tangible assets.

Keywords: remittances; household saving behaviour; household expenditure patterns; propensity
score matching; Vietnam

1. Introduction

Remittances are a common source of income for households in many developing
countries (McKenzie and Sasin 2007), and Vietnam is no exception (Nguyen 2008). The
flow of external remittances into the country increased significantly between 2000 and
2021. According to the World Bank’s Migration and Development Brief 36, in 2021, Vietnam
received an inflow of remittances estimated at 18 billion USD, equal to 4.9% of GDP
(Ratha et al. 2022, p. 31). In addition, Vietnam’s rapid urbanisation and the migration of
labourers from rural to urban areas have led to an increasing trend in internal remittances
(World Bank 2012). In spite of the fact that both external and internal remittances have
become more prevalent in the country, there are only a few papers that have investigated
the effects of remittances on income and welfare (Nguyen 2008; Nguyen and Mont 2012;
Nguyen et al. 2017; Nguyen and Vu 2018). This paper contributes to the literature on
the effects of remittances in Vietnam by studying how they affect saving behaviour and
expenditure patterns.

In general, quite a few papers have examined the effect of remittances on savings
and expenditure patterns (see, e.g., Castaldo and Reilly 2007; Ang et al. 2009; Tabuga 2010;
Clément 2011; Haider et al. 2016; Quartey et al. 2019; Opiniano 2021; Salahuddin et al.
2022). Both the life-cycle theory of Modigliani and Brumberg (1954) and the permanent
income hypothesis proposed by Friedman (1957) have been influential with regard to
the identification of possible relations among remittances, expenditures, and savings.
According to the life-cycle theory, how much households consume and save depends on
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the total income they receive rather than on the specific sources from which they derive
their income. This means that remittances are fungible and used like income from other
sources, such as wages. The implication is that remittances, like any other income, can
influence both household consumption and household saving (Haider et al. 2016; Nguyen
and Vu 2018). Likewise, remittances can be used both for investment expenditures (such as
education, health, and housing) and consumption expenditures (such as food, non-food,
and utilities), as shown by Castaldo and Reilly (2007), Adams et al. (2008), Ang et al. (2009),
and Tabuga (2010). In this view, there would be no significant differences between the
expenditure patterns of households that receive remittances and those that do not.

According to the permanent income hypothesis, however, remittances can be either
a type of permanent income or a type of transitory income. In the first case, remittance
income is perceived as stable over time, and households tend to use it for consumption.
Therefore, remittances are predominantly used for consumption expenditures rather than
for savings and investments. For example, Clément (2011) found that, in Tajikistan, house-
holds receiving remittances allocated a higher share of expenditure to food and utilities
and a lower share to housing and investment than households not receiving remittances,
concluding that remittances are not used productively. Likewise, Zhu et al. (2014) found
that Chinese rural households tend to use their remittances for consumption rather than
for investment, concluding that, in rural areas of China, remittances should be considered
as permanent income. Their findings were confirmed by Démurger and Wang (2016), who
stressed that remittances could be detrimental to sustaining investment in human capital
for rural families in China. By contrast, if remittances are treated as a form of transitory
income with unexpected, accidental occurrence, then they will be used mainly for saving
and investment due to the zero propensity to consume from this income component. In
this way, remittances would have a productive use and influence the growth and devel-
opment capabilities of households (Yang 2008; Randazzo and Piracha 2019). For example,
Adams and Cuecuecha (2010) found that, in Guatemala, households receiving external
remittances used these productively on two forms of investment expenditure: education
and housing. Moreover, these households also spent less on food than households not
receiving remittances. The productive use of remittances for education was also found in
the studies of Cardona-Sosa and Medina (2006) in Colombia, Yang (2008) in the Philippines,
and Randazzo and Piracha (2019) in Senegal. In addition, Taylor and Mora (2006) found
that, in Mexico, remittances increased expenditures on education, health, and housing
rather than those on consumption goods. Similar findings were obtained by Ponce et al.
(2011) for Ecuador, and by Berloffa and Giunti (2019) for Peru. Using a dataset of 141
countries, Ait Benhamou and Cassin (2021) found that remittances tended to increase
investment in education at the expense of investment in physical capital.

As far as Vietnam is concerned, the literature about the impact of remittances has
focused mainly on income and expenditure. Most studies have relied on the Vietnamese
Household and Living Standards Survey (VHLSS) datasets and defined remittances as
receipts of households from other people, such as migrant members, relatives, and friends.
Using the VHLSS 2002 and 2004 datasets, Nguyen (2008) found that, as far as external
remittances are concerned, the impact on income was much higher than the impact on
consumption expenditures, which suggests that a large proportion of these remittances
were used for saving and investment. For internal remittances, by contrast, the effect on
consumption expenditures was only slightly smaller than the effect on income.

The effect of external remittances on investment expenditures was confirmed by
Nguyen and Mont (2012), who used the updated VHLSS 2006 and 2008 datasets. House-
holds receiving remittances were likely to invest these in housing, land, debt payments,
and saving, rather than to increase their consumption. In addition, Nguyen and Vu (2018)
examined the patterns and impact of migration and remittances on household welfare in
Vietnam using data from the VHLSS 2010 and 2012 datasets. They found that remittances
help households increase per capita income and per capita expenditure, with the effect of
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remittances on expenditure being smaller than the effect on income. They concluded that
households receiving remittances use these not only for consumption but also for saving.

Lastly, Nguyen et al. (2017) conducted a study to investigate the effect of remittances
on the expenditures of internal migrant households in rural areas of three provinces (Ha
Tinh, Thua Thien Hue, and Dak Lak) for the years 2007, 2008, and 2010, using data from a
non-VHLSS survey. Remittances were defined as household receipts from migrant members
who had moved to urban areas outside the original province for at least 1 month. The
authors showed that migration with remittances had a positive effect on housing and other
non-food expenditures, while migration without remittances had a positive effect on food,
healthcare, and other non-food expenditures, but a negative one on education expenditures.

This paper focuses on the impact of remittances on the saving behaviour and expen-
diture patterns of Vietnamese households. More specifically, our research question was
the following: when it comes to saving, investment, and consumption, do households
that receive remittances differ from households that do not receive remittances? Using the
propensity score matching (PSM) approach proposed by Rosenbaum and Rubin (1983), we
compare households that receive remittances to households that do not, as well as explore
how the former use their remittances. As far as saving behaviour is concerned, we look
at the saving amount and the saving rate. Regarding expenditure patterns, we consider
both the shares and the per capita expenditures on education, health, assets, house repairs,
food, non-food, and utilities. We treat the first four categories as household investment
expenditures, and the last three as household consumption expenditures. We also explore
whether remittances increase household income, by comparing the incomes of receiving
and non-receiving households.

2. Methodology

2.1. Methods

Two approaches have been dominant in the empirical research on the impact of
remittances on saving behaviour and expenditure patterns: the Working–Leser Engel
curve regression approach (Working 1943; Leser 1963) and the PSM approach (Rosenbaum
and Rubin 1983). The first relies on the hypothesis of household utility maximisation to
construct a basic model to estimate the shares of expenditure as a function of the logarithm
of total household expenditure. The basic model has then been extended to include other
variables assumed to affect the shares, such as household characteristics (Deaton 2019).
In this way, empirical researchers have added a dummy variable to study the impact of
remittances on household expenditure patterns (Taylor and Mora 2006; Castaldo and Reilly
2007; Tabuga 2010). The Working–Leser Engel curve regression model then looks as follows:

wij = αj + βj ln(zi) + γjxi + θjREMITi + νij, (1)

where wij is the share of expenditure of good j by household i, zi is the total expenditure
of household i, xi is the vector of household characteristics of household i, REMITi is a
binary variable indicating whether household i receives remittance (REMITi = 1) or not
(REMITi = 0), and νij the error term.

The coefficient θj in Equation (1), considered as the difference in the shares of expen-
diture on good j by a receiving and non-receiving household, is often estimated by OLS
regression. However, since the remittance variable REMITi is also influenced by the house-
hold characteristics xi, this can lead to an endogeneity problem. Unobserved variables
may affect both the household expenditure pattern and its remittance status. Theoretically,
this is a major problem that needs to be solved. If not, the estimated impact of household
remittances on expenditure patterns will be biased (Deaton et al. 1989).

One popular method to avoid endogeneity in this approach is to use instrumental
variables. With aggregate data, Aggarwal et al. (2011) suggested using per capita GDP and
the unemployment rate as instrumental variables in studying the impact of remittances
on financial development. With microdata, however, it is difficult to identify a suitable
instrumental variable for remittances (Randazzo and Piracha 2019). Furthermore, McKenzie
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and Sasin (2007) argued that it is difficult to determine a valid instrumental variable
that strongly correlates with the receipt of remittances but has no direct influence on the
household expenditure pattern. Using invalid instruments can result in an even larger bias
in impact estimates (Nguyen and Mont 2012; Randazzo and Piracha 2019).

Instead, the PSM approach proposed by Rosenbaum and Rubin (1983) performs well
when it comes to estimating the effect of remittances on expenditure patterns (Caliendo
and Kopeinig 2008; McKenzie et al. 2010; Clément 2011; Li 2012; Randazzo and Piracha
2019). That is why we apply this alternative method in our paper. In general, PSM has been
applied to estimate causal treatment effects in various fields of study. The basic idea of PSM
is to compare and match households in the treated group with those in the non-treated
group in terms of similar observable characteristics. In other words, the causal effect of the
treatment is measured by the difference in outcomes between the treated and non-treated
groups that have similar observable characteristics. In this way, selection bias between
treated and non-treated households can be reduced (Clément 2011). Usually, this approach
consists of six steps as shown in an application by Caliendo and Kopeinig (2008).

Step 1. We begin by constructing a logit/probit model to estimate the propensity score,
i.e., the probability that a household receives remittances, as a function of a set of household
characteristics. According to Caliendo and Kopeinig (2008), the choice between logit and
probit is not critical since both usually yield similar results in the case of a binary dependent
variable. Following previous papers (Caliendo and Kopeinig 2008; McKenzie et al. 2010;
Clément 2011; Li 2012), we use a logit regression,

logit(P(REMITi = 1)) = ln
(

P(REMITi = 1)
1 − P(REMITi = 1)

)
= βxi + εi, (2)

where P(REMITi = 1) is the probability of receiving remittances for household i with
observed covariates xi, β is the effect of xi on (the logit of) the probability of receiving
remittances, and εi is the error term.

The observed covariates to estimate the propensity score using Equation (2) should be
chosen on the basis of relevant theories, institutional settings, and previous empirical stud-
ies, and they should have a simultaneous impact on the treatment (receiving remittances)
and on the potential outcomes (expenditure patterns and saving behaviour) to attain a
reliable result (Heckman et al. 1997; Caliendo and Kopeinig 2008; Li 2012). We followed
Clément (2011), Randazzo and Piracha (2019), and other remittance studies applying the
PSM approach by not including income as a covariate to estimate the propensity score, for
two reasons. First, according to the authors of these studies, household income does not
have an impact on receiving remittances; thus, its addition in the logit regression would
not be meaningful. Second, theories of consumption state that household characteristics
influence household income. Hence, including income as a covariate together with these
characteristics could cause an endogeneity bias.

Step 2. We determine the region of common support by comparing the range of
the propensity scores of households receiving remittances (the treated group) to that of
households not receiving remittances (the non-treated group). The determination is based
on the minima, maxima, and density of the propensity scores in the treated and non-treated
groups (Caliendo and Kopeinig 2008). The purpose is to ensure that treated households
can be matched with some non-treated households having a similar propensity score.
Any treated household which has a propensity score lying outside the region of common
support is dropped, since we cannot find any non-treated household with which it can be
matched (Caliendo and Kopeinig 2008).

Step 3. We use PSM estimators to match each observation in the treated group with one
or more observations in the non-treated group. Rosenbaum and Rubin (1983) constructed
several PSM estimators, which differ in the way the neighbourhood for each treated
observation is defined and in the weights that are assigned to the neighbours. Each
estimator presents advantages and drawbacks in terms of the quality and quantity of the
matches (Caliendo and Kopeinig 2008). Asymptotically, all PSM estimators should yield the
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same results; in practice, however, various matching estimators should be implemented to
compare the results and check the robustness of the findings (Caliendo and Kopeinig 2008;
Garrido et al. 2014; Randazzo and Piracha 2019). Following previous empirical studies, we
consider the k-nearest neighbour (kNN) estimator (with k = 5), the radius calliper estimator
(with caliper r = 0.001), and the kernel estimator.

The kNN estimator matches each treated household with the k closest non-treated
households in terms of propensity score. We applied both k = 5 and k = 10, but report
the results for k = 5 only, since the results for k = 10 are similar. Using the kNN estimator,
bad matches can occur if there are treated households for which the nearest non-treated
households lie relatively far away. This problem can be avoided by applying the radius
calliper estimator. The calliper is the maximum propensity score difference that can be
allowed. A calliper fixed at 0.001 means that each treated household must be matched
with non-treated households with a propensity score that differs at most 0.001 from the
propensity score of the treated household. For both of these estimators, each treated
household is matched with only a few households in the non-treated group. As a result,
non-treated households not matched with any treated household are excluded from the
matched sample. By contrast, typical of the kernel estimator is that it matches each treated
household with a weighted average of all households in the non-treated group.

Step 4. It is crucial to check whether the observed covariates and propensity score
distributions of the treated and non-treated groups are balanced after matching. If these
distributions are not balanced or equivalent after matching, the results of the PSM approach
could be misleading and biased, and the propensity scores estimated by the selected
covariates need to be re-examined (Rosenbaum and Rubin 1983; Caliendo and Kopeinig
2008; Garrido et al. 2014). Various tests have been proposed to check the balancing property
of the observed covariates and propensity score distributions after matching (Rosenbaum
and Rubin 1985; Sianesi 2004; Ho et al. 2007; Austin 2009). More details on the tests we
apply can be found in the Supplementary Materials.

Step 5. If the matched sample is sufficiently balanced, the effect caused by the treatment
can be determined by the average treatment effect on the treated (ATT), which is defined as
the difference between the expected outcomes with and without treatment for households in
the treatment group. In this paper, the ATT is the effect of remittances on saving behaviour
and expenditure patterns, defined as follows:

ATT = E(Yi1|REMITi = 1)− E(Yi0|REMITi = 1), (3)

where E(Yi1|REMITi = 1) and E(Yi0|REMITi = 1) are the expected outcomes with and
without treatment for households in the treatment group. In PSM, the expected out-
comes without treatment for households in the treatment group, E(Yi0|REMITi = 1) , are
simply the expected outcomes for households in the non-treated group after matching,
E(Yi0|REMITi = 0) . Hence, we obtain

ATT = E(Yi1|REMITi = 1)− E(Yi0|REMITi = 0). (4)

Step 6. We apply the bounding approach proposed by Rosenbaum (2002) (see the
Supplementary Materials for more details) to test whether our results are robust. In PSM,
unobserved covariates are assumed not to influence the ATT. If there are any unobserved
covariates that affect the treatment and the outcomes simultaneously, a hidden bias might
occur. Rosenbaum’s test allows us to examine whether the ATT is sensitive to the influence
of unobserved covariates under varying degrees of assumed hidden bias (Becker and
Caliendo 2007).

As mentioned before, the PSM method performs well in situations where we cannot
find suitable instrumental variables to avoid the endogeneity problems which often occur
when studying the effect of remittances on household expenditure patterns and saving
behaviour (Caliendo and Kopeinig 2008; McKenzie et al. 2010; Li 2012; Démurger and
Wang 2016; Randazzo and Piracha 2019). An additional advantage of the PSM method is
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that it allows us to reduce the sources of bias in observational data (Heckman et al. 1998).
Since non-matched households are excluded, the bias from non-overlapping observations
is reduced. Moreover, the technique allows us to reweigh the non-treated households so
as to obtain equivalent distributions for the treated and non-treated households, which
diminishes the bias due to the difference in density weighting between these two groups.
In the next section, we apply the PSM method making use of the psmatch2 module in Stata
(Leuven and Sianesi 2018) and the statistical software package JMP (SAS Institute Inc., Cary,
NC, USA).

2.2. Data

We use the VHLSS survey of the year 2012, which collected data on 9399 households.
We deleted six households with household heads younger than 18 years. Next, we ex-
cluded three households which answered ‘do not remember’ to the question whether they
received remittances, 608 households with missing educational information, and three
households for which we could not determine the saving rate. Overall, our final sample
consists of 8778 households of which 2174 households (24.73%) received remittances, and
6604 households (75.23%) did not. Regarding the sources of remittances, 2071 received
internal remittances, and 159 households received external remittances. Because the sample
of households receiving external remittances was small, we did not analyse the impact of
internal and external remittances separately. Instead, we focused on total remittances.

In the literature, remittances have been defined in at least two different ways. Remit-
tances can be conceived broadly as the sum of what a household receives from migrant
members, relatives, friends, and neighbours (Castaldo and Reilly 2007; Clément 2011). Most
studies of remittances in Vietnam have defined remittances in this way, by using available
information of household receipts in the VHLSS dataset (Nguyen et al. 2008; Nguyen and
Mont 2012; Nguyen and Vu 2018). A more narrow definition of remittances comes from
the literature on the new economics of labour migration (Stark and Bloom 1985). Here,
remittances are limited to what migrant members send to their families. This provides
information on both remittances and migration, which has been used in numerous studies
(Tabuga 2010; Démurger and Wang 2016; Nguyen et al. 2017; Randazzo and Piracha 2019).

In this study, we adopt the more narrow definition of remittances. One reason for
this is that migration within Vietnam, as well as to other countries, has increased rapidly
in recent years (Junge et al. 2015; Nguyen et al. 2017; Luong 2018; Nguyen and Vu 2018).
Vietnam’s 2009 census showed that 8.5% of the population represented inter- and intra-
provincial migrants, and the government expects that this percentage will continue to rise
(World Bank 2016). Furthermore, around four million people of Vietnamese descent are
living abroad (Ministry of Foreign Affairs of Vietnam 2012). Another reason is that most of
the current literature on remittances in Vietnam is based on the broad definition.

We use the VHLSS 2012 dataset because it contains a special module on migration with
extensive data on both migrants and how much they send home—information which is
missing in earlier and later waves of the VHLSS survey. This also explains why the VHLSS
2012 dataset has been used in other studies of migration in Vietnam, such as the volume
on rural–urban migration edited by Liu and Meng (2019). In accordance with the data of
the special module, we define migrant members as people who have left their households,
but are still considered as important to the household in terms of either filial responsibility
or financial contributions. We also take our remittance data from this module. It should
be noted, however, that these data do not coincide perfectly with the remittance data in
other modules of the survey. Since the survey calculates a household’s total income on
the basis of the remittance data of the other modules rather than on the data of the special
migration module, we adjusted the income data of households. More precisely, we replaced
the remittance data used by the survey to calculate total income using the remittance data
from the migration module. In this way, we obtain what we call the adjusted income of
households, which we use as an outcome variable.
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We use two sets of outcomes for saving behaviour and expenditure patterns. Regarding
saving behaviour, we study the saving amount (expressed in 1000 Vietnamese dong,
VND) and the saving rate. With respect to expenditure patterns, we analyse the share
of expenditure and per capita expenditure (1000 VND) on various categories, including
education, health, assets, house repairs, food, non-food, and utilities. A description of the
expenditure categories can be found in Table 1.

Table 1. Description of expenditure categories.

Category Description

Education
All education expenses of the household members, including tuition fees, contributions to class,
school, uniforms, books, study instruments (paper, pen, etc.), coaching sessions, and others (such as
exam fees, travel, rent, and student body insurance).

Health All expenses for healthcare and health checks, such as doctor fees, lab fees, hospitalisation,
prescription, travel, and insurance fees.

Assets All expenditures on house equipment, such as bikes, motorbike, car, boat, phone, air conditioner, and
washing machine.

House repairs All costs for repairing and maintaining the house.

Food All expenditures on food and drink.

Non-food All expenditures on non-food consumption categories.

Utilities All expenditures on water, electricity, and waste.

Following previous empirical studies on remittances in developing countries, we
include the following numerical covariates in the logit model: household size, number of
members with a high-school degree or above, age of the household head and its squared
mean-centred term (to observe a nonlinear relationship), number of elderly members over
70 years old, number of children below 6 years old, and number of children between 6 and
14 years old. We also explore the effect of the following categorical covariates: living area
of the household (urban/rural), ethnicity of the household head (Kinh/minorities), marital
status of the household head (married/otherwise), and the six regions of Vietnam (Red
River Delta, Midlands and Northern Mountainous Areas, Northern and Coastal Central
Region, Central Highlands, South-Eastern Area, and Mekong River Delta). We specify this
region covariate by means of five dummy variables in the logit model, with Mekong River
Delta as the base region group.

The characteristics of the households with and without remittances can be found in
Table 2. Households receiving remittances tended to have a smaller size, lower educational
levels, more elderly members, and fewer children than those not receiving remittances.
In addition, households receiving remittances were more likely to be rural and of Kinh
ethnicity, and to have an older and nonmarried household head. Furthermore, there were
some differences in the regional distribution of both types of households; for example,
the South-Eastern Area was characterised by a relatively small proportion of households
receiving remittances.

Descriptive statistics of adjusted income, remittances, saving amount and rate, and
expenditures (both shares and per capita amounts) for the whole sample, as well as for
families with and without remittances, are shown in Table 3. For households receiving
remittances, these constituted about 15% of their adjusted income. Nevertheless, their
adjusted income, total expenditure, and per capita expenditure were on average lower
than those of households who did not receive remittances. However, receiving households
appeared to save more, as shown by a somewhat higher saving amount and saving rate.
Lastly, concerning expenditure patterns, receiving households tended to spend more on
health, assets, and house repairs, while non-receiving families tended to spend more on
education, food, non-food, and utilities.

193



Economies 2022, 10, 223

Table 2. Descriptive statistics of the sample characteristics.

Whole Sample Households with Remittances Households without Remittances

(N = 8778 and
W = 21,870,190)

(N = 2174 and
W = 5,427,473)

(N = 6604 and
W = 16,442,717)

Numerical variables Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Household size 3.836 1.516 3.478 1.686 3.954 1.437
Number of members with at least
high-school degree 0.881 1.128 0.738 1.017 0.928 1.158

Age of the household head 49.736 13.817 58.116 11.748 46.969 13.324
Number of elderly members 0.210 0.498 0.329 0.595 0.171 0.454
Number of children 0–5 years 0.342 0.589 0.244 0.512 0.375 0.609
Number of children 6–14 years 0.539 0.760 0.283 0.597 0.623 0.789

Categorical variables (%)

Living area household
Urban 30.79 20.99 34.02
Rural 69.21 79.01 65.98

Ethnicity household head
Kinh 87.95 91.37 86.81
Minor ethnicity 12.05 8.63 13.19

Marital status household head
Married 81.93 78.24 83.14
Otherwise 18.07 21.76 16.86

Region of household living
Red River Delta 24.92 28.36 23.78
Midlands and Northern
Mountainous Areas 12.54 12.39 12.59

Northern and Coastal Central
Region 22.39 26.96 20.88

Central Highlands 5.17 2.92 5.91
South-Eastern Area 16.81 8.75 19.47
Mekong River Delta 18.17 20.62 17.37

Note: N = actual sample size; W = total sample weight.

Table 3. Descriptive statistics for adjusted income, remittances, saving behaviour, and expenditure
with sample weights.

Whole Sample
Households with

Remittances
Households without

Remittances

Numerical Variables Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Adjusted income (1000 VND) 99,406.460 99,510.700 89,412.370 80,718.890 102,705.400 104,774.100

Remittances (1000 VND) 3259.227 15,572.290 13,133.170 29,116.130

Saving amount (1000 VND) 22,027.620 71,713.220 22,227.710 67,708.120 21,961.570 72,991.840
Saving rate −0.005 1.456 0.059 0.642 −0.026 1.638

Total expenditure (1000 VND) 77,378.850 61,546.320 67,184.660 56,730.740 80,743.780 62,696.420

Share of education expenditure
(%) 0.044 0.069 0.034 0.064 0.048 0.070

Share of health expenditure (%) 0.048 0.079 0.064 0.096 0.043 0.072
Share of assets expenditure (%) 0.040 0.089 0.041 0.095 0.040 0.087
Share of house repairs (%) 0.012 0.056 0.015 0.066 0.010 0.052
Share of food expenditure (%) 0.542 0.129 0.536 0.133 0.544 0.128
Share of non-food expenditure (%) 0.280 0.096 0.278 0.101 0.280 0.095
Share of utilities (%) 0.034 0.033 0.031 0.025 0.035 0.035

Per capita expenditure (PCE)
(1000 VND) 21,329.770 17,054.220 20,383.920 16,176.260 21,641.980 17,324.120

PCE for education (1000 VND) 1086.043 4559.845 718.995 1839.826 1207.199 5145.896
PCE for health (1000 VND) 1072.264 2672.007 1420.606 3260.805 957.283 2436.128
PCE for assets (1000 VND) 1223.634 6611.444 1426.143 10,424.190 1156.789 4718.759
PCE for house repairs (1000 VND) 3582.293 2255.531 537.692 3030.480 298.992 1929.331
PCE for food (1000 VND) 10,704.140 6671.854 10,007.310 5234.823 10,934.150 7067.761
PCE for non-food (1000 VND) 6111.310 6252.114 5649.425 4550.661 6263.771 6713.151
PCE for utilities (1000 VND) 99,406.460 99,510.700 623.750 787.180 823.795 1278.468

Note: VND = Vietnamese dong.

3. Results

We proceed in three steps. First, we present the results of the propensity score regres-
sion. Next, we derive the region of common support and compare the density distributions
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before and after matching. In the third and final step, we analyse to what extent receiving
remittances influences saving behaviour and expenditure patterns.

3.1. Results of the Estimated Propensity Score by Logit Regression

Table 4 presents two models for the estimation of the propensity score based on the
selected household characteristics. In an initial model, we included all observed covariates.
However, the effects of the number of elderly members and of the number of children
below 6 years old on the propensity score turned out to be insignificant at the 5% level.
Therefore, we excluded these two variables from the final model, to only show the impact
of the significant characteristics.

Table 4. Initial and final logit model for propensity score estimation.

Variable
Coefficients Initial Model

(Chi-Square Value)
Coefficients Final Model

(Chi-Square Value)

Age of the household head 0.101 *** (677.99) 0.101 *** (700.42)

Squared age of the household head (mean-centred) −0.003 *** (208.09) −0.002 *** (252.88)

South-Eastern Area −0.625 *** (31.04) −0.627 *** (31.28)
Central Highlands −0.529 *** (13.05) −0.527 *** (12.95)
Northern and Coastal Central Region 0.162 ** (3.88) 0.165 ** (4.00)
Midlands and Northern Mountainous Areas 0.169 * (2.71) 0.178 * (3.00)
Red River Delta 0.004 (0.00) 0.015 (0.03)

Urban −0.491 *** (53.99) −0.488 *** (53.49)

Number of members with at least high-school degree −0.193 *** (41.81) −0.200 *** (45.94)

Married household head 0.389 *** (25.70) 0.388 *** (26.70)

Number of children 6–14 years −0.249 *** (21.25) −0.273 *** (28.48)

Household size −0.097 *** (12.80) −0.074 *** (12.08)

Kinh household head 0.287 *** (8.17) 0.294 *** (8.61)

Number of elderly members 0.116 (2.64) /

Number of children 0–5 years 0.079 (1.41) /

Constant −5.791 *** (533.53) −5.857 *** (559.30)

Pseudo R2 0.189 0.189
−Log-likelihood (full model–constant model) 928 *** (1856.23) 926 *** (1852.70)
Observations, N 8778 8778

Note: *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively. The reference household of the
model is a household in a rural area of the Mekong River Delta, where the household head is not married and of
minor ethnicity.

The importance of each explanatory variable was estimated by means of the log-worth,
defined as −log10(p-value of the F-test) (Kessels and Erreygers 2019). In Figure 1, the
horizontal bar graph depicts the log-worth values of the variables relative to the most
important variable, age of the household head, for which the log-worth values of its main
and squared term combined are normalised to 100%. The age of the household head and the
squared age, thus, had the greatest effect on the propensity score, followed by region, urban
living area, education, older children, marital status of the household head, household size,
and ethnicity of the household head.
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Figure 1. Importance of the explanatory variables to the propensity score estimates obtained from
logit regression.

The overall goodness of fit, as measured by the pseudo R2, indicates that the observed
characteristics explain 18.9% of the propensity score. There is no threshold for this number
in the PSM approach. Most of the previous papers set it around 10%, e.g., 10% and 8% in
the research of Clément (2011) and Démurger and Wang (2016), respectively. Hence, the
explanatory power of the logit model for the estimated propensity score in our study seems
satisfactory. In addition, to check whether there is any indication of missing variables in
our logit regression, we performed a lack-of-fit test. The test result (p = 0.9997) suggests
that there is no immediate evidence of missing variables. Note that the PSM approach
does not aim to maximise the fit of the model, but uses the propensity score as a balancing
mechanism (Randazzo and Piracha 2019).

The final model in Table 4 suggests the following results:

• The probability of receiving remittances increases steeply with the age of the household
head until the age of 70 is reached, after which the probability decreases.

• There are significant differences in the probability of receiving remittances between
households in different regions. According to the coefficients of the different regions,
the probability of households receiving remittances is the highest for the Midlands
and Northern Mountainous Areas, followed by the Northern and Coastal Central
Region, the Red River Delta, the Mekong River Delta, the Central Highlands, and the
South-Eastern Area. However, the difference in the probability of receiving remittances
of households in the Mekong River Delta and households in the Red River Delta is
not significant.

• Rural households have a higher probability of receiving remittances than urban households.
• As far as education is concerned, the probability of receiving remittances depends nega-

tively on the number of well-educated members. Migrants from a well-educated house-
hold could have less strong motives to send remittances to support their home families.

• With regard to the marital status of household head, married household heads have a
higher probability of receiving remittances than the others.

• Older children negatively affect the probability of receiving remittances. Migrant
members could have less responsibility to support their home families in cases where
these consist of older children. As in Hua and Erreygers (2020), we considered older
children as belonging to the household labour force, and not as dependent members,
as in other empirical papers. This result confirms the role of older children as labourers
in households.

• The probability of receiving remittances depends negatively on household size. This
implies that small families tend to receive remittances more often than larger families.

• Lastly, the effect of the ethnicity covariate reveals that the Kinh have a higher prob-
ability of receiving remittances than other ethnic groups. This result supports the
conclusion of Nguyen and Vu (2018) and Coxhead et al. (2019), who found that people
from minor ethnicities were less likely to migrate than Kinh people.

196



Economies 2022, 10, 223

3.2. Defining the Common Support for Propensity Scores of Treated and Non-Treated Groups

Table 5 contains the minima and maxima of the estimated propensity scores for treated
and non-treated households. The range of propensity scores for both groups is largely
overlapping with a region of common support ranging from 0.0017 to 0.7048. Any treated
household with a propensity score outside this range was excluded.

Table 5. Descriptive statistics of propensity score estimates from the final logit model.

Household Group N Mean Std. Dev. Min Max

With remittances 2174 0.3965 0.1662 0.0017 0.7063
Without remittances 6604 0.1987 0.1732 0.0007 0.7048

The top left panel of Figure 2 plots the densities of the propensity scores of the treated
and non-treated households before matching. The density plot for the treated households
shows an inverted U-shaped distribution, while, for the non-treated households, the
distribution is right-skewed. Hence, there is a substantial difference between the two
distributions before matching. After matching, the distributions are nearly equivalent, as
shown in the remaining panels of Figure 2.

Figure 2. Propensity score distribution before and after matching.

3.3. Impact of Remittances on Saving Behaviour and Expenditure Patterns
3.3.1. Effect of Remittances on Saving, Adjusted Income, and Total Expenditure

The ATT estimates presented in Table 6 are the differences in saving amount and rate,
adjusted income, and total expenditure between households with and without remittances.
As far as the saving amount and rate before matching are concerned, we find that the
effect of remittances is only significant for the saving rate. After matching, however, the
results of all matching estimators show that the differences in both saving amount and
rate between treated and non-treated households are significant. Mainly, households with
remittances tend to save more in level (between 4.6 and 4.9 million VND), as well as in
rate (between 16.8% and 20.7%) than those without remittances. These results imply that
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remittances impact saving behaviour positively. Moreover, the significant results for all
matching estimators confirm the robustness of our findings.

Table 6. ATT estimates of the effect of remittances on saving, adjusted income and total expenditure.

Treated Non-Treated Difference S.E. t-Statistic

Saving amount

Unmatched 21,322.069 18,775.257 2546.813 1680.144 1.52
5NN 21,353.926 16,441.609 4912.318 2000.714 2.46 **
Radius 21,362.624 16,712.992 4649.633 2044.478 2.27 **
Kernel 21,353.926 16,537.695 4816.232 1932.336 2.49 **

Saving rate

Unmatched 0.047 −0.049 0.096 0.039 2.44 **
5NN 0.048 −0.125 0.173 0.055 3.17 ***
Radius 0.048 −0.119 0.168 0.041 4.14 ***
Kernel 0.048 −0.159 0.207 0.037 5.66 ***

Adjusted income

Unmatched 89,125.092 96,554.327 −7429.236 2291.376 −3.24 ***
5NN 89,214.019 83,375.030 5838.989 2617.316 2.23 **
Radius 89,509.807 84,803.818 4705.989 2651.937 1.77 *
Kernel 89,214.019 83,836.196 5377.824 2483.378 2.17 **

Total expenditure

Unmatched 67,803.022 77,779.071 −9976.049 1486.577 −6.71 ***
5NN 67,860.093 66,933.422 926.670 1753.725 0.53
Radius 68,147.183 68,090.826 56.356 1780.121 0.03
Kernel 67,860.093 67,298.501 561.592 1681.281 0.33

Note: *, **, and *** indicate significance at the 10% level (t > 1.645), 5% level (t > 1.96), and 1% level (t > 2.575),
respectively.

The high savings of remittance-receiving households could be caused by their higher
income. Table 6 shows that the adjusted income of non-receiving households is significantly
higher both before and after matching (between 4.7 and 5.8 million VND after matching).
This finding supports the evidence of Nguyen and Vu (2018) that remittances help reduce
poverty for the receiving households. By contrast, as Table 6 also shows, the difference in to-
tal expenditure between remittance receiving and non-receiving households is insignificant
after matching.

3.3.2. Effect of Remittances on Household Expenditure Patterns

With respect to shares of expenditure, Table 7 shows a significant difference in the
shares of expenditure on health, assets, house repairs, and food between households with
and without remittances after matching. Receiving households spend significantly more on
health (between 0.9% and 1.0% of their total expenditure), assets (between 0.6% and 0.7%),
and house repairs (between 0.3% and 0.4%), but less on food (between 2.0% and 2.2%).

As far as per capita expenditure is concerned, we observe in Table 8 that receiving
households have a higher per capita expenditure than non-receiving households, al-though
the difference is not significant according to the radius estimator. Nguyen and Vu (2018)
also found that remittances help receiving households increase per capita consumption.
Furthermore, Table 8 shows significantly higher spending on health (between 228 and 243
thousand VND), assets (between 496 and 537 thousand VND), and house repairs (between
215 and 236 thousand VND) by receiving households compared with non-receiving house-
holds. These differences in expenditure patterns provide evidence that remittances tend to
be used productively for human and physical capital investment, since spending on health,
assets, and house repairs can be considered as investment expenditures (Taylor and Mora
2006; de Brauw and Rozelle 2008).
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Table 7. ATT estimates for the impact of remittances on the share of expenditure.

Treated Non-Treated Difference S.E. t-Statistic

Education

Unmatched 0.033 0.046 −0.013 0.002 −7.92 ***
5NN 0.033 0.033 0.000 0.002 0.22
Radius 0.033 0.033 0.000 0.002 0.08
Kernel 0.033 0.033 0.000 0.002 0.05

Health

Unmatched 0.065 0.043 0.022 0.002 11.17 ***
5NN 0.065 0.055 0.010 0.003 3.50 ***
Radius 0.065 0.056 0.010 0.003 3.68 ***
Kernel 0.065 0.056 0.009 0.003 3.49 ***

Assets

Unmatched 0.043 0.043 0.000 0.002 0.03
5NN 0.043 0.036 0.006 0.003 2.24 **
Radius 0.043 0.037 0.006 0.003 2.04 **
Kernel 0.043 0.036 0.007 0.003 2.47 **

House repairs

Unmatched 0.015 0.011 0.005 0.001 3.36 ***
5NN 0.015 0.012 0.003 0.002 1.80 *
Radius 0.015 0.011 0.004 0.002 2.21 **
Kernel 0.015 0.012 0.004 0.002 2.19 **

Food

Unmatched 0.537 0.548 −0.012 0.003 −3.63 ***
5NN 0.536 0.559 −0.022 0.004 −5.34 ***
Radius 0.536 0.555 −0.020 0.004 −4.93 ***
Kernel 0.536 0.559 −0.022 0.004 −5.78 ***

Non-food

Unmatched 0.278 0.278 0.000 0.002 0.09
5NN 0.278 0.275 0.003 0.003 1.07
Radius 0.278 0.277 0.001 0.003 0.43
Kernel 0.278 0.274 0.004 0.003 1.30

Utilities

Unmatched 0.030 0.032 −0.002 0.001 −2.93 ***
5NN 0.030 0.031 −0.001 0.001 −1.32
Radius 0.030 0.031 −0.001 0.001 −1.44
Kernel 0.030 0.031 −0.001 0.001 −1.37

Note: *, **, and *** indicate significance at the 10% level (t > 1.645), 5% level (t > 1.96), and 1% level (t > 2.575),
respectively.

The higher spending on health by receiving households is consistent with the results
of other studies on the role of remittances in developing countries such as Taylor and
Mora (2006), Ponce et al. (2011), Wen and Lin (2012), and Berloffa and Giunti (2019).
This remittance-induced expenditure on health confirms the altruism motive of migrant
members who send money home to care for other family members. This also creates more
opportunities for the development of hospitals and healthcare centres in the local economy.
Furthermore, expenditures on assets and house repairs can improve the quality of life of
the households, e.g., by expanding family business facilities for informal self-employed
workers (Adams and Cuecuecha 2010). This is especially relevant for Vietnam, where there
are large numbers of informal self-employed workers and small-scale family businesses.
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Table 8. ATT estimates for the impact of remittances on per capita expenditure.

Treated Non-Treated Difference S.E. t-Statistic

Expenditure per capita

Unmatched 20,331.619 20,633.493 −301.874 413.994 −0.73
5NN 20,341.403 19,483.273 858.130 477.386 1.80 *
Radius 20,368.527 19,768.648 599.879 498.593 1.20
Kernel 20,341.403 19,563.238 778.165 472.459 1.65 *

Education

Unmatched 700.610 1129.769 −429.158 112.147 −3.83 ***
5NN 701.579 737.116 −35.538 64.935 −0.55
Radius 708.431 798.690 −90.258 115.047 −0.78
Kernel 701.579 782.200 −80.622 103.507 −0.78

Health

Unmatched 1448.926 935.685 513.241 68.120 7.53 ***
5NN 1449.837 1207.229 242.608 95.503 2.54 **
Radius 1457.375 1218.209 239.166 90.199 2.65 ***
Kernel 1449.837 1221.525 228.311 86.381 2.64 ***

Assets

Unmatched 1488.071 1220.869 267.201 175.100 1.53
5NN 1489.008 952.164 536.843 247.270 2.17 **
Radius 1491.888 995.499 496.390 258.983 1.92 **
Kernel 1489.008 969.065 519.942 251.939 2.06 **

House repairs

Unmatched 536.503 307.776 228.727 57.022 4.01 ***
5NN 537.245 321.867 215.378 79.441 2.71 ***
Radius 519.236 303.151 216.086 74.544 2.90 ***
Kernel 537.245 301.387 235.858 75.382 3.13 ***

Food

Unmatched 9956.491 10,489.693 −533.203 159.427 −3.34 ***
5NN 9958.977 10,202.106 −243.129 184.490 −1.32
Radius 9973.769 10,244.294 −270.525 180.117 −1.50
Kernel 9958.977 10,184.127 −225.150 169.063 −1.33

Non-food

Unmatched 5614.585 5847.380 −232.795 143.296 −1.62
5NN 5618.003 5455.790 162.212 163.256 0.99
Radius 5629.198 5592.111 37.086 161.619 0.23
Kernel 5618.003 5500.074 117.929 150.432 0.78

Utilities

Unmatched 586.433 702.320 −115.888 24.676 −4.70 ***
5NN 586.756 607.001 −20.245 23.182 −0.87
Radius 588.630 616.696 −28.065 25.842 −1.09
Kernel 586.756 604.858 −18.103 24.316 −0.74

Note: *, **, and *** indicate significance at the 10% level (t > 1.645), 5% level (t > 1.96), and 1% level (t > 2.575),
respectively.

As far as food is concerned, we find that remittance-receiving households have a lower
expenditure share compared with non-receiving households. Nevertheless, per capita
expenditures on food are not significantly different between the two groups. This suggests
that remittances do not increase the demand for food.

In summary, we observe that remittances not only increase household saving, but
also have a positive effect on investment categories such as human and physical capital
investment. Our findings are consistent with those in the studies of Nguyen (2008), and
Nguyen and Mont (2012). These results reveal that remittances tend to be used productively

200



Economies 2022, 10, 223

and, therefore, have a positive effect on the growth and development of households and
the economy in Vietnam.

4. Discussion

In this section, we discuss the quality of our matching estimators and the sensitivity
of our results. Since some of the material is quite technical, we relegated most of it to the
Supplementary Materials.

4.1. Assessing the Quality of the Matching

As explained in more detail in Part I of the Supplementary Materials, two types of
tests can be conducted to check the quality of the matching process. The first type looks
at the difference in the distribution of the individual covariates between the treated and
the control group after matching. We consider three specific tests and report the results in
Tables S1–S3 of the Supplementary Materials. First, we use a t-test to check whether there is
a difference in the means of a covariate between households with and without remittances
after matching. Since the t-tests after matching are all insignificant, this is evidence of
covariate balance between the treated and the control group. Second, we calculate the
absolute standardised bias (ASB) for each covariate between households with and without
remittances after matching. The bias percentages for the different estimators, which are all
below 5%, with a maximum of 4.1% for the kernel matching estimator, indicate sufficient
covariate balance. Third, for the continuous covariates, we report the ratios of the variance
in the treated group to that in the control group. After matching, these ratios are closer to
unity compared with the ratios in the unmatched sample, providing further evidence of
proper balancing.

The second type re-estimates the propensity score by logit regression for the matched
sample and compares the joint explanatory power of all covariates to that of the initial
regression from the unmatched sample. We report the results for the three matching
estimators in Table S4 of the Supplementary Materials. First, while the pseudo R2 value is
18.9% before matching, it is only 0.1% after matching, indicating that the observed covariates
can explain very little of the propensity score in the matched sample. Accordingly, the
new regressions of the matched sample reveal that the likelihood ratio (LR) tests on the
joint significance of all covariates are insignificant. This confirms that the distributions
of the propensity scores for the treated and non-treated households after matching are
balanced, as shown in Figure 2. In addition, we consider the mean and median of the
absolute standardised difference or bias in the covariates across the treated and non-treated
households. The means and medians for the unmatched sample (before matching) are
rather high (25% and 18%), while, for the matched sample, they are low (between 1.3%
and 1.6%). The kernel estimator has the lowest mean and median (1.5% and 1.3%), thus
reducing the bias the most. This is line with Garrido et al. (2014) who found that the kernel
estimator had the lowest bias in their empirical study.

In summary, the results of all the tests confirm that the balancing property is satis-
fied. Thus, the distributions of households with and without remittances after matching
are equivalent. Therefore, the PSM approach can be applied to estimate the impact of
remittances on saving behaviour and expenditure patterns.

4.2. Analysing Sensitivity

Since the ATT estimates for the outcomes obtained from PSM are based on the observed
covariates only, other unobserved covariates are assumed not to impact these outcomes.
However, a sensitivity test is needed to investigate whether the average treatment effects
are sensitive to the influence of unobserved covariates or hidden biases. As described in
Part II of the Supplementary Materials, the bounding approach proposed by Rosenbaum
(2002) allows us to analyse the sensitivity of the ATT estimates. In this approach, the
sensitivity of the ATT to hidden bias is indicated using the critical value of the odds ratio.
A higher critical value indicates the greater extent to which an unobserved confounder
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would have to alter the odds of receiving remittances to completely determine the ATT. If
this critical value is relatively low, i.e., smaller than 2, the ATT is likely sensitive to hidden
bias (Clément 2011; Li 2012).

Table S5 of the Supplementary Materials shows that the critical values producing a
95% confidence interval including zero fluctuate around 1 to 1.2 for the saving amount
and adjusted income for the three matching estimators. This implies that households with
the same observed characteristics can differ in their odds of receiving remittances by as
much as 20% before the confidence interval on the ATT starts including zero. That is to
say, an unobserved characteristic would have to increase the odds ratio by at most 20%
before it could bias the ATT. Saving amount and adjusted income are, therefore, susceptible
to hidden bias. Nevertheless, this finding does not mean we have to reject the impact
of remittances on the saving level and adjusted income of households. It means that, if
there were an unobserved characteristic, the result could be different. In other words, it is
considered a ‘worst-case scenario’ that could happen if an unobserved covariate caused the
odds ratio of treatment assignment to differ between the treated and non-treated groups
(Clément 2011; Li 2012). In this research, we defined remittances as receipts of households
from migrant members, but other factors affecting income of those members could have
an impact on household remittances. Due to lack of information in the dataset, we could
not observe these covariates in our study. For the saving rate, the critical odds ratio is at
least equal to 2, highlighting that the impact of remittances on the household saving rate is
robust to the presence of unobserved characteristics.

Concerning the shares of expenditure, Table S6 of the Supplementary Materials reveals
that the ATT of house repairs is robust to hidden bias since the critical odds ratios are
larger than 2 for all matching estimators. However, there is no robustness guarantee for the
other outcomes, health, assets, and food, as indicated by critical odds ratios smaller than 2.
Regarding per capita expenditures, Table S7 shows that the ATT estimates of assets and
house repairs are robust, while the effect of health is likely sensitive to hidden bias.

The critical odds ratios of saving behaviour and expenditure patterns in our research
are of the same magnitude as those identified in other studies (Clément 2011; Li 2012).
Hence, the impact of remittances in our study has the same degree of sensitivity to unob-
servables as in other studies.

5. Conclusions

This study was an econometric analysis to analyse the impact of remittances on
the saving and expenditure behaviour of Vietnamese households. We applied the PSM
approach proposed by Rosenbaum and Rubin (1983) to the VHLSS 2012 dataset, which
allowed us to avoid the endogeneity problem when investigating the impact of remittances
using the Working–Leser Engel method. PSM has been widely used in the study of
causal treatment effects. The impact of remittances on saving behaviour and expenditure
patterns is determined by estimating the average treatment effect on the treated (ATT) for
the outcomes.

We found that households with remittances tend to have a higher saving amount and
rate than those without, while expenditures per capita of the two household groups did not
differ significantly. As far as expenditure patterns are concerned, remittances were used
productively in human and physical capital investment. We also observed that households
receiving remittances had a significantly lower expenditure share on food. This implies that
remittances stimulated investment rather than consumption. Our findings are consistent
with those of Nguyen (2008), as well as Nguyen and Mont (2012), who studied the impact
of external and internal remittances separately. Our study adds to the existing literature on
the effect of remittances by considering both external and internal remittances together.

Households receiving remittances were unlikely to consider their remittances as
expected and stable income. This suggests that remittances were treated as transitory
income, in accordance with the permanent income hypothesis. Since remittances were used
mainly for investment in human and physical capital, they created more opportunities
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for the development of services provided by banks, financial institutions, hospitals, and
healthcare centres, also in addition to providing incentives for the production of building
materials and tangible assets. Nevertheless, consistent with the study of Nguyen et al.
(2017), we found that remittances did not influence education. Therefore, we agree with
their suggestion that other capital sources should be considered for improving education,
especially in rural areas in Vietnam. More generally, as Yoshino et al. (2020) found, the
importance of remittances for investment in human and physical capital tends to diminish
as countries become richer. Remittances are gradually replaced by other forms of capital
inflows, such as foreign direct investment (FDI). To what extent this applies to a country
like Vietnam, which has grown quickly from the group of low-income countries to that
of middle-income countries, remains to be seen. As long as the flow of remittances is
relatively large, policymakers should encourage the productive use of these resources, e.g.,
by improving the efficiency of the banking system. In the long run, however, they must
take into account that the role of remittances will probably become smaller and smaller.

There are still some limitations to our research. Firstly, we were not able to investigate
the impact of external and internal remittances separately, due to the small size of foreign
receipts (only 159 households). Secondly, the matching method is based on the propensity
score estimated from the observed covariates. The ATT does not reflect the possible effect
of unobserved factors. Even when the impact of the observed covariates is significant, there
might still be some variables that remain unexplored. Lastly, while the PSM approach
allows us to test whether remittances have an impact on saving behaviour and expenditure
patterns, it does not reveal the extent of the effect. This means that other methods should
be applied to estimate the magnitude of the effect.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/economies10090223/s1: Additional explanation and Tables S1–
S7 on the tests of the matching quality (Part I) and the robustness (Part II).
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Abstract: Policymakers concur that social investments are crucial, and that inequality must be
decreased to accomplish long-term poverty reduction. Nigeria, one of the 20 poorest countries in
the world, has a severely unequal society at the moment, with over 80% of the people living in
deep, severe, and pervasive poverty, with an estimated 5% of the population possessing 85% of the
country’s resources. This article’s focus is on how benefits are dispersed among various demographic
groups. Previous data collection does not reflect the present realities of this topic. For this analysis, in
southeast Nigeria, data sets from government agencies and for-profit service providers were utilized.
The benefits of distinct quintiles were estimated using a marginal benefit incidence analysis. The
results show that governmental spending in Nigeria is not pro-poor and that the country’s southeast
governments supported spending for the wealthy rather than the poor. The results show, among
other things, that investment in health is not well directed; benefits from primary education and
primary healthcare appear to be disproportionately dispersed to the upper class in the states studied,
as they are throughout Nigeria. The paper serves as an example of the value of benefit incidence
analysis (BIA). This article recommends effective targeted discretionary spending to lower systemic
poverty and inequality. If education and health spending were more pro-poor, better education and
health outcomes, strong governance, high per capita income, and wider access to information would
all be more likely.

Keywords: health; expenditure; poverty

JEL Classification: A11; A13; G31; G32; G38

1. Introduction

Lack of resources can hurt relationships, health, life expectancy, education, and other
factors (Victoria 2018). However, global sustainable development goals are supporting
initiatives to fight poverty and enhance living conditions. Despite being Africa’s top oil
producer, Nigeria still has trouble turning its resources into better living circumstances.
According to recent estimations, Nigeria has emerged as the archetype for high-income
poverty in Africa. This is especially important given the 2014 GDP rebasing, which elevated
it to Africa’s largest economy, and the mismanagement of oil revenues since the 1970s.
When multiple perspectives on the nature of poverty in Nigeria are applied, there is
evidence that socially excluded people are impacted (Victoria 2018). However, compared
to other African and Asian nations with comparable histories, Nigeria’s development
paradox stands out. Despite receiving over $300 million in total oil revenue from 1975 to
2015, Nigeria’s current per capita income is still meager in real terms and lower than the
prediction. Adejuwon and Adekunle estimate that approximately 70% of Nigerians live in
poverty (2012). In Nigeria, poverty is widespread, severe, and enduring.

Nigeria is currently one of the world’s 20 poorest countries, with roughly half of
the population controlling 5% of the nation’s resources. This raises significant questions
regarding what transpired with the social investments, and, on the other hand, who
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benefited from them. Furthermore, Dauda (2017) observes that Nigeria’s poverty pattern
differs from that of many other countries in that, despite appearing to be making economic
progress, poverty is still increasing, with the North-West and North-East zones leading the
poverty index. On the other hand, prosperity has reduced poverty in developing nations in
Europe, North America, and Asia. This confirms the widely accepted view that there is no
direct correlation between poverty, development, and advancement.

Agu and Caliari (2014) assert that the government, including Nigeria, is responsible
for a sizeable percentage of the economic activity in most rising nations. They contend
that determining who gets what, when, and how is an important responsibility for the
government at all levels. However, experts have long disagreed on the connection between
government spending and economic growth. However, governments serve two main
purposes. These functions encompass social, public, and security benefits. Despite the
lack of an established framework on the mechanisms, the relationship between poverty
reduction and public spending has been a topic of discussion over the past 20 years
(Aigbokhan 2008; Al-Yousif 2000). The relationship between demographic dividends,
inequality, poverty, and public health spending is part of society’s larger picture. Injustice
and a lack of resources generate poor health outcomes since the impoverished receive few
significant benefits. Data show that residents of developing and transitional nations have
less access to healthcare services than citizens of affluent nations. Additionally, access
to healthcare is limited for the impoverished in their home countries. Furthermore, it is
said that in developing nations, access to healthcare is frequently hampered by a lack of
information and financial means.

Research indicates that there is a wide range of access to and utilization of government
services by Nigerian families (Eboh and Diejomaoh 2010). Typically, higher-income groups
benefit more from social investment by the government. Ben-Shahar asserts that the poor
are frequently left unprotected from the detrimental effects of budget cuts; these cuts are
frequently brought on by a framework’s inability to predict revenue, such as a decline in
the price of oil globally, which could result in a reduction in distributions to socioeconomic
areas (Brian et al. 2001). The Nigerian health system, which includes tertiary facilities, is
in disarray, according to data from numerous studies, which has fueled health tourism to
other nations with better health facilities. The wealthy classes are still supported of despite
this. In addition, Nigeria’s productive sectors of the economy have declined significantly
over the last two decades, and there is currently concern that the poor will pass on their
poverty to their children, as poverty has become hereditary in the country.

Throughout most of Sub-Saharan Africa, the poor are especially vulnerable. Poorer
households, for example, face crippling healthcare costs, thus allocating more healthcare
discretionary non-food spending has become imperative. Long-term, business analysts
and demographers have concluded that social interests in health and education should be
prioritized to achieve equitable gains across demographic groups and long-term poverty
reduction (Ogujiuba and Mngometulu 2022). Furthermore, contrary to earlier advancement
assumptions that financial disparity promotes poverty reduction and growth, Cornia et al.
(2004) assert that while inequality persists, no discernible progress toward sustainable de-
velopment can be made. This contradiction draws attention to the well-being framework’s
apparent value in promoting economic development and eliminating poverty. However,
rather than focusing on who receives what, when, and how, a large portion of the current
debate among experts on the relationship between public spending and demographic
dynamics has focused on determining the ideal population size and its implications for
expectations for everyday comforts.

In 2015, 368 million of the world’s 736 million extremely poor lived in just five coun-
tries, accounting for half of the total. India, Nigeria, the Democratic Republic of the Congo,
Ethiopia, and Bangladesh have the highest number of extremely poor people (in descending
order). They are also the most populous countries in South Asia and Sub-Saharan Africa,
which account for 85 percent (629 million) of the world’s poor. As a result, large reductions
in poverty in these five countries will be critical if the global target of reducing extreme
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poverty (those living on less than $1.90 per day) to less than 3% by 2030 is to be met (Roy
and Divyanshi 2019). Nonetheless, it is undeniable that most efforts made by densely
populated nations to offer a respectable standard of living in terms of social services are
continually stymied by rapid population growth without commensurate economic growth.
The benefit incidence among the various quintiles hence becomes crucial in general.

Howbeit, interests in health, education, and social issues were highlighted by the
Poverty Reduction Strategies Programs of the World Bank during the 1990s. They contend
that boosting the creation of human capital lowers poverty. According to the World Bank
(2021), human capital improves people’s human capacities and productivity, allowing them
to alleviate poverty and raise income through better chances. This simply suggests that
poverty is reduced positively when expenditure is placed on social issues, and adversely
when spending is concentrated on loss financing, economic, and community services.
Policymakers must comprehend the distributional effects of such expenditure since the
Nigerian government has resorted to using discretionary funds to mitigate the effects of
poverty over time due to economic hardship. There are various perspectives and studies
on the relationship between public sector spending and social development, even though
most scholars believe that there are situations where less government spending is beneficial
to social development and others where the opposite is true. As a result, there is a two-way
relationship between social progress and government investment. This is because higher
growth leads to better results, and higher sectoral outcomes, on the other hand, complement
expenditures on social infrastructure. As a result, understanding the links between poverty
reduction and redistribution impacts has become not just necessary but also imperative.

Nigeria, a third-world African country, is known as the world’s poverty capital. It has
surpassed India in terms of the number of people living in extreme poverty. Approximately
86.9 million people, or roughly 50% of the total population, live in extreme poverty. Despite
its smaller size, both geographically and in terms of population, the country is failing
to reduce poverty rates. This is due in part to the mismanagement of the oil industry
and the presence of corruption. In addition, the country is experiencing a “population
boom”, which will make managing poverty rates more difficult. However, the Nigerian
government has started several programs to aid those who are poor, but it is obvious that
these efforts have not been effective enough, largely to poor targeting of resources. The
country’s programs are not successfully reducing the rates of poverty because of the high
levels of corruption, unemployment, and inequality. The fact that Nigeria is the world’s
poorest nation influences the entire world in addition to Nigeria. Thus, Nigeria falls short
of the United Nations ambition to end world poverty by 2050. A bigger plan to adopt a
sustainable development framework, reducing the income gap between the wealthy and
the poor, and efficient resource allocation, is essential. Ogundipe and Nurudeen (2013)
assert that such a strategy would significantly lower poverty if social investments, notably
in health and education, were made with care. Due to inadequate healthcare, the poor are
vulnerable. Quality healthcare services affect attitudes toward work and society and beliefs
and value systems. They also have an impact on precise knowledge and the development
of a broad cognitive skill set. Lack of access to healthcare makes the poverty of the poor
even worse.

With a growing emphasis on the importance of pro-poor health financing, it is be-
coming increasingly important to be able to monitor the impact of policy and strategy on
poor healthcare consumers. While National Health Accounts are an important tool for
establishing the level, sources, and allocation of financial resources within the health system,
they provide little information about who benefits from the expenditure. Benefit incidence
studies look at how well governments use their limited resources to meet the needs of the
poor. They provide a revealing analysis of how, for example, groups divided by income
or gender use primary and hospital services differently in rural and urban settings. The
objective of this article is to demonstrate the effects of spending on a variety of demographic
groupings. Because of the close links between health sector policy goals relating to equity
of access, determining who benefits from public subsidies is critical for policymakers. The
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distribution of the benefits of social programs has a significant impact on progress toward
the SDGs’ general poverty reduction targets. Thus, periodic benefit incidence studies could
be a useful performance indicator for the health sector (for possible incorporation into
Sector Wide Approaches and Poverty Reduction Strategy Papers). Governments can be
held accountable for their success in allocating public resources, but they cannot be held
accountable for health-related improvements. This article provides context and assists in
the correction of existing flaws, allowing for the more effective implementation of future
resource distribution methods for reducing poverty and economic imbalance in Nigeria.

2. Literature Review

There is an alternative path that the causal relationship between healthcare benefits
and absenteeism takes. Leo (2014) claims that Nigeria’s social investment was already
among the lowest in the world before the 2010 GDP rebase, but it dropped even lower
after that. For instance, public health spending represented 2% of GDP before rebasing but
just 1% following it. In most impoverished countries, medical care is routinely postponed,
which hurts people’s well-being, income, and out-of-pocket spending over the long run.
Income, poverty, and education have a negative correlation, according to a prior study
(Dabalen et al. 2013). Before the Boko Haram insurgency in northern Nigeria, 10 million
Nigerian children (42 percent), according to Zachary (2014) and Bourne (2015), were not
enrolled in school (2015). In emerging nations, fiscal policy formulation and implementation
are challenging. Contrary to established economies, developing nations lack a de facto
progressive tax system and efficient tax administration to change the distribution of income
after taxes (Alesina 1999; Zee 1999; Atkinson 1999; Chu et al. 2000; Tanzi et al. 1999). In a
similar vein, many nations lack the administrative capacity and the resources necessary
to carry out cash transfer programs that can affect post-transfer income, consumption, or
other welfare metrics (Tanzi 1998; Chu et al. 2000; Bourguignon et al. 2008). Since in-kind
transfers often consist of social services such as education, healthcare, and social safety
net programs, governments of developing countries prefer to distribute resources in this
way. While many sorts of government spending are important for individual well-being,
social services are frequently viewed as the most important for enhancing the population’s
long-term earning capacity, especially for the poor.

The utilization of government inpatient and delivery services in India is pro-poor,
according to the findings of Bowser et al. (2019). When gross and net benefits are considered,
however, services become more equal and less pro-poor. Gross benefits are nearly equal for
all services when measured using state-level unit costs. Although there are some pro-poor
gross benefit trends for national outpatient services, the findings also show that national
gross benefit equality conceals a significant disparity across Indian states. While several
Indian states have pro-poor outpatient gross benefits, few have pro-poor inpatient and
delivery services. Net benefits, which consider both unit costs for each service and out-of-
pocket (OOP) expenses, follow a similar pattern. In addition, those who use public facilities
spend considerable OOP to supplement government services. On the other hand, according
to Peter et al. (2017), based on available international costing norms, India does not finance
primary healthcare services at a level sufficient to provide a comprehensive package of
services to its citizens. While states bear most of the financial burden for healthcare, the
federal government provides targeted grants for primary care to supplement state spending,
particularly in poorer states. Furthermore, the weak and disadvantaged members of society
may experience uncomfortable conditions and higher degrees of poverty as a result of the
lack of social benefits (transfers).

Castro-Leal et al. (1999) looked at health and education spending using comparative
benefit incidence analysis. Government health expenditures for the wealthiest 20% of the
population were roughly 2.5 times greater than for the poorest 20%, according to their data.
The wealthiest 20% of the population in five of the seven countries had more financial
improvements than the bottom 20%. Overall, the wealthiest 20% received around 1.5 times
the amount spent on primary care as the lowest 20%. The analysis indicated that public
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spending is reversing in all the countries studied. Moreover, the bounds of traditional
benefit-incidence were extended in research in Nepal, Sri Lanka, and Bangladesh studied
by Rannan-Eliya et al. (2001). To examine the total fairness of healthcare finance rather than
just the government’s share, this included both private and public healthcare spending.
While Sri Lanka’s health and financial situation has improved, Bangladesh’s has worsened.
The distributional effects of health expenditures in India and its major states were also
evaluated by Ajay et al. (2000) using BIA, and they found that the wealthy benefit more
from health spending than the poor. Compared to hospital treatment, the financial benefits
of primary and outpatient care were divided more fairly. Pro-rich favoritism was more
prevalent in rural than urban areas and poorer than affluent states. However, the findings
of Gomanee et al. (2005) demonstrate the need for new techniques in battling poverty rates,
as social service spending is not as successful as it should be in reducing poverty due to
inadequate targeting strategies. This has sparked a lot of debate over how effective the
Nigerian government’s targeting strategy is.

MBIA (marginal benefit incidence analysis) is a well-known approach for assessing
healthcare and education spending distributions in connection to socioeconomic welfare
distributions (Bowser et al. 2019). Instead of comparing descriptive statistics by stratified
variables, it integrates the distribution of benefits throughout the population into a single
number that is nearly comparable to the Gini coefficient and may be used to compare
results over time and space. This characteristic has led to the method’s usage in a variety
of non-industrialized nations, such as Vietnam, Pakistan, Jordan, and Nigeria, to give
quantitative proof of how medical care administration and expenditures are dispersed to
various population segments based on their socioeconomic position (Bowser et al. 2019).
Despite inherent subjective limitations and challenges to quantifying concepts, marginal
benefit incidence analysis has assumed a central role in most policy evaluations. This
method (MBA) is frequently employed to discover which demographic groups benefit from
government spending and to investigate the distributional impact of government spending
(cash or in-kind). The main premise is that government spending benefits should be
dispersed evenly, with those in the lowest quintile benefiting more than those in the richest
quintile. The method can therefore be used to assess how pro-poor the government’s fiscal
policies are. In other words, the Keynesian model proposes that government investment be
utilized to close skill gaps in the market, raise proficiency, and guarantee a fair distribution
of economic advantages (Van-de-Walle 1995).

The World Bank, Demery et al. (1995), Castro-Leal (1996), Sahn and Younger (1998),
Van-de-Walle (1995), and others have all utilized this method to examine low- and middle-
income countries. Furthermore, according to Reinikka (2002), the use of BIA is most
beneficial because there is minimal evidence of the effect of public sector investment on
development indicators, which is the case in Nigeria. However, classifying the receivers of
government healthcare spending is the same as evaluating how well healthcare initiatives
are working to combat poverty and inequality. Nonetheless, most subsequent benefit
incidence investigations were started by (Selowsky 1979). An estimate of the distributional
advantages of government spending is produced by their research.

3. Data and Methods

The numbers for this study were compiled using data from the Nigerian Living Stan-
dard Survey 2018 report as compiled by the World Bank (2021) microdata. The survey tar-
geted both city and rural families at the same time, and it included roughly 19,000 families.
The survey included a wide range of topics (including social and financial advice), and the
data included information on a family’s total spending. The 2018/19 NLSS questionnaire
covers all the demographic indicators, including those related to education, health, labor,
spending on food and non-food items, non-farm enterprises, household assets, and durable
goods, access to safety nets, housing conditions, economic shocks, exposure to crime, and
farm production indicators. The survey data includes information on resources and their
accessibility at the third level of government and is broken down by state, geographical
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region, and orientation (male/female). The 2018 HNLSS was a development of the 2010
review and an expanded adaptation of it. The sampling frame for the 2018/19 NLSS
was the national master sample created by the NBS, referred to as the NISH2 (Nigeria
Integrated Survey of Households 2). The enumeration areas (EAs) for the 2006 Nigeria
Census Housing and Population conducted by the National Population Commission were
used to create this master sample (NPopC). The NISH2 was developed by the NBS as a
framework for surveys covering issues at the state level. For surveys containing LGA-level
domains, NBS created a separate master sample from which the NISH2 EAs were produced
(the “LGA master sample”).

This analysis is premised on the data on income, spending, health, and education in
each of the five states in the southeast states of Nigeria. BIA identifies the recipients of
public goods and services. Additionally, using the information on unit costs, shows how
benefits affect various populations. Expenditure on health, for example, can be formally
written as:

Xj ≡
3

∑
i=1

Eij
Si

Ei
≡

3

∑
i=1

Eij

Ei
Si (1)

This is computed by multiplying the main health facility unit cost by the number
of secondary accesses multiplied by the secondary health unit cost, plus the number of
tertiary accesses multiplied by the tertiary unit cost. The number of secondary healthcare
consumers is then multiplied by the secondary healthcare unit cost, which is then multiplied
by the secondary healthcare unit cost. The number of tertiary healthcare users is multiplied
by the unit cost of supplying tertiary healthcare to obtain the result. According to Amakom
(2012), Xj is the total amount of social assistance (wellness) cash that benefits group j1 (j is
the economic group, and for the sake of this article, all families were divided into five
quintiles based on their economic status—from the lowest to the highest income group).
The subscript i denotes the level of social assistance (in Nigeria, medical care is divided
into primary, secondary, and tertiary, so i = 1 to 3), and the subscript S and E denote the
government social sector (health) subsidy appropriation and the number of people expected
to benefit from the wellbeing office for the (wellbeing area), respectively (wellbeing area).
This is determined by increasing the unit cost of an essential wellbeing office by the quantity
of primary access duplicated by the optional unit cost of auxiliary wellbeing, in addition to
the quantity of tertiary access duplicated by the tertiary unit cost.

As per Amakom (2012), the advantageous occurrence of absolute well-being attributed
to the group is not entirely settled by “the number of clients of essential medical services
from the gathering” (Epj). The quantity of buyers of optional medical services is then
duplicated by the unit cost of giving auxiliary medical care, which is then increased
by the unit cost of giving auxiliary medical services. The outcome is determined by
duplicating the amount of tertiary medical care clients by the unit cost of conveying tertiary
medical services.

The percentage of total health spending attributable to group (Xj) is then calculated by:

Xj ≡
3

∑
i=1

Eij

Ei

{
Si

S

}
≡

3

∑
i=1

eijsi (2)

Two important determinants are used in Equation (2):

1. The eijs are the group’s percentages of overall service usage (number of people who
visit a health facility in the health sector), indicating household behavior.

2. Government behavior is reflected in the si, which is the share of public spending
allocated to different types of services.

This study employed an approach where the monetary worth of the benefits people
receives from utilizing public services is not based on their behavior. Instead, the unit cost
of the service, or its value, was distributed equally among all users of the services in the
form of rewards. Instead, rather than determining the precise worth of services provided
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by the government, this research concentrates on the distribution of service recipients
and the benefits of counterfactual reciprocity of expenditures (Heltberg et al. 2003). The
possibility that a group will benefit from a government subsidy or investment is known as
this. Ajwad and Wodon (2001) and Lanjouw and Ravallion (1999) calculated the distribution
of additions to public service access rates at the margin using a single cross-sectional data
set. The spread of new access in lagging regions is predicted to follow the pattern observed
in areas with greater access rates; hence, both studies used this assumption to anticipate the
development of access through time. However, the methods used by Ajwad and Wodon
(2001) and Lanjouw and Ravallion (1999) to rate persons are dissimilar. In addition, while
Ajwad and Wodon categorized individuals based on their position in the local income
distribution, Lanjouw and Ravallion classed individuals as affluent or poor based on their
place in the national income distribution. This assumes that the works of Lanjouw and
Ravallion (1999) and Ajwad and Wodon (2001) disagree. The details are as follows:

1. How is endogeneity bias handled in the marginal benefit incidence analysis calcula-
tion? Both authors used the overall access rate means to derive the access rate in each
quintile. Ajwad and Wodon use the leave-out mean as their right-hand side variable
to eliminate endogeneity. Except for the quintile in which the relapse is complete,
they regressed against the mean of the admission rates across all quintiles. Lanjouw
and Ravallion, on the other hand, used an instrumental method to instrument the real
mean, using the leave-out mean.

2. Ajwad and Wodon used marginal benefit incidence analysis to constrain their esti-
mates. Although Lanjouw and Ravallion disagree, they believe that removing the
restriction will slant the numbers downward.

Lanjouw and Ravallion also describe the following econometric procedure, which has
been used in other studies (Ajwad and Wodon 2001; Kamgnia-Dia et al. 2008):

ρi,j,q = αq + βρk + μq (3)

where i refers to a small geographic unit, k to a bigger one, and q to the welfare quantile.
The program engagement rate for the partition and quantile is the left-hand variable.
The regressor is the percentage of people who participate in programs in the division’s
region. The marginal effect of increasing people’s program participation rates in a particular
location and quantile is q. Lanjouw and Ravallion (1999), as the percentage of a specific
quintile population who partakes in a program sponsored by the government, defined
the average participation rate. Each quantile’s regressor is run separately. Furthermore,
because ijk is included in k, the estimation has an upward bias. Lanjouw and Ravallion, as
previously stated, settled this issue by instrumenting k with the left-out mean. The thinking
behind the estimate is that by recognizing contrasts in cooperation, it will be feasible to see
how better coverage affects the participation of various demographic groupings. Assuming
q is greater than one, an overall expansion in inclusion is related to a lopsidedly critical
expansion in support of that division and quantile. Nonetheless, a key postulate in our
model is that the political process is consistent across all places and drives the link between
program preference and prevalence.

MBIA, on the other hand, is the consequence of government and household efforts
achieving “equilibrium”. It does not refer to a paradigm that guides government or
household activity. On the other hand, studies of demand functions for public services (e.g.,
Younger 1999) address this gap, but they are few. It also contrasts the costs and benefits.
The cost of providing public services is used by BIA as a measure of the value ascribed
to such services, and it is assumed that the costs of provision are a decent approximation
to the benefit that users attach to such services. MBIA does not, in most cases, cover the
total cost of providing public services (e.g., tax administration), including both monetary
and nonmonetary costs. At a given point in time, MBIA captures the best benefit incidence
of government spending. MBIA is required to provide a dynamic picture of incidence
over time for different years. Behavioral models, on the other hand, can better capture
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dynamic advantages from government spending than BIA. Benefit incidence estimates
frequently represent the average incidence. This means that BIA does not often provide
information on who gains from an increase or decrease in government spending, which are
crucial problems for policymakers; for a study of marginal incidence, see Younger (2002).
More MBIA should be carried out more frequently for emerging countries and transition
economies, despite the several inherent limitations of MBIA that have been recognized,
even when BIA is absent in many poor nations. When creating and implementing future
policy interventions, it is essential to establish a benchmark benefit incidence pattern with
the understanding that better methodologies for incidence evaluation should be employed
when resources are available.

Analytical Technique (Marginal Benefit Analysis)

Summarily, the steps employed in this article to compute marginal benefit analysis for
the southeast states of Nigeria are as follows:

1. The population was divided into equal-sized sections according to welfare standards.
This made it possible to split the population into quintiles. More information was
broken down by states, locales, and gender.

2. Identification of the households that received government assistance (education and
health). The Nigerian Living Standard Survey from 2018 served as the basis for this
(NLSS). Additional data was acquired from hospitals visited and schools.

3. The State Universal Basic Education Board (SUBEB) provided primary school infor-
mation; the Post-Primary School Management Board (PPSMB) provided secondary
school information; and the NCCoE, National Board for Technical Education (NBTE),
and National Universities Commission provided tertiary school information (NUC).

4. Information on primary healthcare was obtained from the Primary Health Care
Development Agency (PHDA) of the southeast states, information on secondary
healthcare from the Hospital Management Boards (HMB) of states, and information
on tertiary healthcare from the Ministry of Health within the states. See Figure 1 for a
map of Nigeria showing the area for analysis

5. Data sets were matched while considering any potential biases in household data
brought on by survey design, questionnaire format, and sample size. Using 2018
NLSS household data, we ranked persons in the southeast states based on household
consumption per capita, and an exception was given to those who received benefits.

6. The estimated cost of providing a service was determined by dividing government
expenditure on the service by the total number of users of the service, and then
dividing the estimated cost of providing quality service by the estimated price of
providing the service to arrive at the average benefit from government expenditure
on the service, using the methodology of Amakom (2012).

7. Finally, a two-stage least square method was used to calculate the distributional
spread of benefits across quintiles.

Figure 1. Map of Nigeria showing regions (spatial context for Southeast).
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4. Results and Discussion

Tables 1–3 below show the projected benefits and marginal odds of using public
primary, secondary, and tertiary healthcare services. Regressing each quintile’s participation
rate against the average participation rate yielded these results. The tables show the
increase in subsidy incidence per capita for each quintile because of a one Naira increase
in aggregate primary healthcare spending. According to Table 2, only three of the five SE
states (Anambra, Ebonyi, and Enugu) have a pro-poor goal in terms of primary healthcare.
Quintiles (1, 2, and 3) for the states demonstrated that the allocations helped the neediest
people the most. They were given a government benefit that was worth more than the N1
they spent. SDG 3: Good Health and well-being correspond to this. This increase, however,
will not result in a better average because the other states are still significantly below the
planned aim.

Beneficiaries of Health Expenditure across Quintiles in Southeast Nigeria

Below Table 1 shows the spread across quintiles for primary health care amongst the
SE States in Nigeria.

Table 1. Primary healthcare (benefit spread using 2018/19 HNLSS).

States Abia Anambra Ebonyi Enugu Imo

Quintile 1 0.964 1.385 1.113 1.453 0.988
T—Stat 2.515 2.335 2.449 2.262 1.558

Quintile 2 0.997 1.520 1.063 1.480 1.088
T—Stat 1.644 2.521 2.277 1.734 1.785

Quintile 3 1.112 1.393 1.067 1.327 1.063
T—Stat 2.559 3.060 2.446 1.555 2.466

Quintile 4 1.014 0.514 0.957 0.449 1.039
T—Stat 1.875 1.768 1.788 2.150 1.908

Quintile 5 0.923 0.200 0.822 0.300 0.837
T—Stat 6.619 1.997 5.992 3.908 8.282

Total 5.010 5.012 5.021 5.008 5.015
Source: Author’s Computations.

Table 2. Secondary healthcare (benefit spread using 2018/19 HNLSS).

States Abia Anambra Ebonyi Enugu Imo

Quintile 1 1.015 1.068 0.964 1.074 0.995
T—Stat 3.747 3.156 2.246 3.622 3.889

Quintile 2 0.927 1.117 1.016 1.076 1.015
T—Stat 6.721 2.458 7.400 2.142 3.556

Quintile 3 1.115 0.979 1.015 1.065 1.023
T—Stat 4.832 2.152 2.720 2.663 5.956

Quintile 4 0.879 0.973 0.891 0.993 1.057
T—Stat 1.445 1.591 1.958 1.163 1.727

Quintile 5 1.066 0.863 1.117 0.793 0.913
T—Stat 3.887 3.519 2.847 2.649 3.483

Total 5.002 5.000 5.003 5.001 5.002
Source: Author’s Computations.

N/b:

1. Based on the 2018 HNLSS, Tables 1–3 show the instrumental variables estimate of
the quintile-specific service rate regression coefficient on the average rate for the
southeast region.

2. The instrument for the real mean is the leave-out mean area service rate.
3. The t-ratios are the numbers in parentheses.
4. Quintile 1 (very poor); quintile 2 (poor); quintile 3 (moderate); quintile 4 (rich); and

quintile 5 (extremely wealthy).
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Table 3. Tertiary healthcare (benefit spread using 2018/19 HNLSS).

States Abia Anambra Ebonyi Enugu Imo

Quintile 1 0.633 0.700 0.670 0.760 0.803
T—Stat 2.246 2.934 1.705 2.450 3.177

Quintile 2 0.814 0.850 0.788 0.882 0.699
T—Stat 3.208 1.776 2.012 1.499 2.803

Quintile 3 1.082 0.974 1.019 1.070 0.975
T—Stat 4.525 2.167 2.456 2.886 3.850

Quintile 4 1.207 1.132 1.113 1.067 1.186
T—Stat 4.648 2.360 2.829 1.996 4.485

Quintile 5 1.264 1.344 1.411 1.223 1.338
T—Stat 4.613 3.926 3.258 4.165 3.615

Total 5.001 5.001 5.002 5.001 5.001
Source: Author’s Computations.

The affluent were substantially subsidized by the other three states, which increased
poverty and weakened the nation’s healthcare system. Despite some targeting displayed by
Ebonyi state, an overwhelming amount of money was given to the wealthy. This cash might
have gone toward aiding the underprivileged and impoverished people in our society.
Quintile 5 received funding from the states of Anambra and Enugu of 3.9 percent and
5.9 percent, respectively, on a scale of 100 percent, while the states of Ebonyi, Imo, and Abia
provided 26.4 percent, 16.7 percent, and 18.4 percent, respectively, in support of the same
group. This scenario assumes that anyone without access to basic healthcare will at the very
least experience poverty. The affluent were extensively supported by the other three states,
which led to a rise in poverty and a deterioration of the nation’s healthcare infrastructure.
Even though Ebonyi state showed some targeting, a disproportionate amount of money
was given to the wealthy. The less fortunate people in society may have benefited from
the use of these funds. Quintile 5 was financed by the states of Anambra and Enugu,
with 3.9 percent and 5.9 percent, respectively, on a scale of 100 percent, while the states
of Ebonyi, Imo, and Abia supported the same group with 26.4 percent, 16.7 percent, and
18.4 percent, respectively. According to the hypothetical situation, those without access to
primary healthcare will, at the very least, experience poverty.

The predicted gains and marginal probability from utilizing public secondary and
tertiary healthcare are shown in Tables 2 and 3 and were determined by regressing the
participation rates of each quintile against the overall participation rate. The estimated
figures in the table show the increase in the distribution of subsidies per capita for each
quintile because of an increase in total healthcare spending in Naira. For the demographic
group in quintile 1, three states in the southeast had an incidence of more than one at the
secondary healthcare level. However, the quintile 4 and quintile 5 demographic groupings
benefited the most from state governments’ discretionary spending. Table 3 demonstrates
that quintiles 1, 2, and 3 were more effectively targeted than quintiles 4 and 5. More than
60% of the resources were obtained by them. However, quintile 5 only received about 20%
of the funding, which is anti-poor and goes against SDG 1’s No Poverty aim. An identical
pattern was discovered at the tertiary level.

Table 4 below demonstrates that quintiles 4 and 5 had high significant values through-
out the five states. This group received around half of the public resources. However,
it is believed that this trend may be found across all of Nigeria’s states. The conceptual
framework demonstrates how the poor are shut out of the development process. Targeting
was insufficient for quintiles 1 and 2. In this case, the SDG 10 goal of reducing gaps was not
achieved because the disadvantaged groups (quintiles 1 and 2) did not benefit at this level.
They had about 155 resources in total. This condition is an abnormality in development.
Additionally, tertiary healthcare is designed to help the poor who cannot afford specialized
care, but in this case, that is not the case. In Nigeria’s five eastern states, the extremely
wealthy and wealthy fared better than the less fortunate. This circumstance will simply
serve to exacerbate the system’s growing inequity. Foster et al. (2002) agree with our results.
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Furthermore, previous research in Ghana, Malawi, Mozambique, Tanzania, and Uganda
revealed a lopsided benefit structure that favored the wealthy over the poor.

Table 4. Access to the healthcare system (poor versus rich): In the SE states, a summary of health
benefits is available (quintiles 2, 4, and 5).

Abia State

Quintiles Primary System Secondary System Tertiary System
Poor 19.9 18.5 16.3
Rich 38.6 38.9 49.4

Benefit/Loss −18.7 −20.4 −33.1
Anambra State

Poor 30.3 22.3 17
Rich 14.2 36.7 49.5

Benefit/Loss 16.1 −14.4 −32.5
Ebonyi State

Poor 21.2 20.3 15.8
Rich 35.4 40.1 50.4

Benefit/Loss −14.2 −19.8 −34.6
Enugu State

Poor 29.6 21.5 17.6
Rich 14.8 35.7 45.8

Benefit/Loss 14.8 −14.2 −28.2
Imo State

Poor 21.7 20.3 13.9
Rich 37.4 39.4 50.5

Benefit/Loss −15.7 −19.1 −36.6

Source: Author compilation; Underlying data were derived from estimates sourced from the National Bureau
of Statistics (NBS) and Harmonized Nigeria Living Standard Survey (HNLSS). Notes: Figures derived from
Annexure A; Benefits refers to Coefficient/Total × 100; Rich—Quintile 4+5; Poor—Quintile 2.

Because they cannot afford to pay for private medical care, the poor and very poor
make up a larger share of the population in developing countries and are in urgent need of
medical care. The state’s inability to lower child mortality, improve maternal health, combat
malaria, and treat other diseases, as outlined in the Sustainable Development Goals, may be
evidenced by lower life expectancies, an increase in the prevalence of chronic diseases, and
poor health conditions for the poor and very poor (SDGs). As a result, poor people with
poor health access have higher rates of poverty, lower incomes, and reduced productivity.
The fact that impoverished people have low earnings, which makes it difficult for them to
pay for treatment, remains the driving force behind initiatives to improve their access to
quality healthcare.

Compared to the wealthy in Abia state, the poor and very poor have less access to
healthcare services. However, the poor people of Anambra have little access to medical
facilities. Study findings indicate that wealthy people profit from secondary and tertiary
health programs available in the state, whereas the very poor receive fewer healthcare
advantages than wealthy people. The very poor are given precedence when it comes to
access to primary healthcare, but they still need more access than the wealthy, who can
pay for their care. Due to the outcomes, the poor and very poor are at risk of going even
further into poverty if a large portion of their population is unemployed or underproduc-
tive because of inadequate access to healthcare. This goes against the SDGs, which call
for the eradication of extreme poverty and hunger while simultaneously protecting the
environment. On the one hand, the wealthy may be vulnerable to the spread of disease
or illness, requiring additional spending and possibly a sacrifice in the meager comforts
enjoyed by the poor and severely poor to protect their area. The government will need to
increase recurrent spending to safeguard the state due to the chronic under-provision of
healthcare services for the poor. The gap between healthcare benefits for the very poor
and poor in Ebonyi state has widened. Healthcare remains prohibitively expensive for
low-income citizens of the state since the poor and the very poor have limited access to it.
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In addition to the prior discussion of the affordability issue, the lack of the restricted benefit
could hinder social development because many individuals are ill and cannot obtain the
right diagnosis or treatment because they lack access to qualified medical personnel. For
the state to encourage and maintain growth, it is pertinent to provide healthcare access
for the poor and the very poor. However, several factors that contribute to the core poor’s
lack of access to healthcare, including a lack of skilled personnel and funds, insufficient
logistics, a lack of a maintenance culture, and a high level of leadership turnover has been
identified in extant literature and studies. However, the repercussions could be detrimental
to the state’s ability to achieve inclusive growth.

The expansion of healthcare facilities in Enugu state has not directly led to higher
incomes for the underprivileged. The three healthcare systems’ distribution of benefits to
citizens, particularly the primary, secondary, and tertiary systems, continues to favor the
wealthy. This implies that the state’s most vulnerable residents cannot afford its healthcare
system. The rural health system’s provision of primary healthcare services aids the poor
and very poor, yet it is still insufficient for those with low incomes and a high risk of
requiring medical attention. Increased access is necessary to promote pro-poor growth
because these people have limited awareness of affirmative action and healthcare. Increased
access to healthcare services for these groups is justified economically in terms of revenue
production and stable policies that provide a smooth and well-functioning environment
that encourages entrepreneurship and creative thinking. Only productive citizens, that is,
those who are physically and mentally well will provide more revenue to the government.
If the poor and very poor have better access to healthcare, they will be more productive and
contribute their fair share to economic advancement. Even though the findings showed
increased access to primary healthcare services for all categories, which supports MDGs 4,
5, and 6, Enugu state could perhaps increase the benefit of secondary and tertiary healthcare
services, which specifically benefit the core poor, to achieve these goals.

Additionally, findings indicate that Imo state’s extremely poor residents are benefiting
less from healthcare services. As a result, those who fall into the extremely poor and poor
groups are more likely to experience early death and low quality of life. Imo state is still
far from achieving the Sustainable Development Goals due to the unequal distribution of
healthcare services. that nonetheless, in order to provide the core poor with sustainable
healthcare services, the state must manage the resources allotted, involve the population of
the poor, encourage education, and employ skilled health staff. Figures 2–6 shown below
typify healthcare services in Abia, Anambra, Ebonyi, Enugu and Imo States in Nigeria.

 

Figure 2. Access to healthcare services (Abia state). Source: Graphed by the author; Underlying data
were sourced from the Central Bank of Nigeria (CBN) and the National Bureau of Statistics (NBS).

218



Economies 2022, 10, 253

 

Figure 3. Access to healthcare services (Anambra state). Source: Graphed by the author; Un-
derlying data were sourced from the Central Bank of Nigeria (CBN) and the National Bureau of
Statistics (NBS).

 
Figure 4. Access to healthcare services (Ebonyi state). Source: Graphed by the author; Under-
lying data were sourced from the Central Bank of Nigeria (CBN) and the National Bureau of
Statistics (NBS).

 

Figure 5. Access to healthcare services (Enugu state). Source: Graphed by the author; Under-
lying data were sourced from the Central Bank of Nigeria (CBN) and the National Bureau of
Statistics (NBS).
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Figure 6. Access to healthcare services (Imo state). Source: Graphed by the author; Underlying data
were sourced from the Central Bank of Nigeria (CBN) and the National Bureau of Statistics (NBS).

Amakom and Uju (2012) investigated the relationship between a family’s health
out-of-pocket spending and its level of poverty. Their findings imply that substantial
out-of-pocket healthcare expenses have helped numerous families escape poverty. The
foregoing conclusions seem to be supported by WDI statistical data. The Nigerian Medical
Association (NMA) estimated in 2012 that roughly 5000 Nigerians travel to India and other
countries monthly for clinical therapy, indicating that the nation spends between $1 billion
and $2 billion on medical tourism annually. This means that out-of-pocket health spending
made up 95.34 percent of all private health spending in 2018. In the southeast region of
Nigeria, healthcare spending is wholly out of control. Families in need do not receive aid,
but wealthier people receive substantial subsidies. The Nigerian Living Standards Survey
from 2004 formed the basis for Amakom’s (2011) study of Nigeria, which is supported
by our findings. Using the benefit incidence technique, he examined public spending
initiatives aimed at alleviating poverty and inequality at all levels of the health system
(BIA). Primary healthcare did not appear to be specifically pro-poor, despite secondary
healthcare’s inconsistent outcomes.

Furthermore, results from other studies (Olamide et al. 2022) suggest the use of
bilateral links among countries in the reduction of poverty within a zone. This could be
achieved by leveraging the benefits of ICT’s poverty-reducing impacts, economic growth,
financial development, and trade openness. As applicable in other advanced and emerging
economies, the digital competence of Nigeria needs to be synchronized for effective service
delivery to the most vulnerable groups.

5. Conclusions

Improvement in the health of a country’s population, providing financial risk pro-
tection, and citizen satisfaction are the three goals of health systems. The availability of
good-quality and relevant data and evidence on the resources allocated and used to finance
and deliver health services is important for developing and implementing strategies to
meet those goals. Systematic health resource tracking can contribute to this effort. The
methodological framework of this article is more concerned with a broad philosophy
than with a policy framework for extending social services. The effect must be within the
political restrictions set by each group’s cost, benefits, and political clout, regardless of
whether procedures are approved, according to the research. The demographic quintiles
gained from discretionary government spending were analyzed in this article. This article
employed a modified method in which behavior data is not used to regulate the value of
money regarding the benefits a person receives from using government amenities. Fairly,
all persons who used the services received the same monetary worth of benefits, which is
the worth of the unit cost of delivering the service. This study focused on the distribution
of service beneficiaries rather than determining the exact value of government-sponsored
services to recipients. The binary strategy given by Sahn and Younger (1998) was intro-
duced because of the government’s deficient data structure and plan estimates. As a result,
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technicalities, such as the necessity to estimate unit subsidies, which are not included in
the first and second formulae, were avoided. The focus was solely on whether a service
is used, with consumers of communal services being counted and receiving one benefit
while non-consumers receive zero. Furthermore, how the health budget is split among the
population for health facilities is determined by the utilization of government resources.
This is known as current accounting, although the results may not accurately reflect the
distribution of changes across all groups or quintiles.

Empowerment in Nigeria could be enhanced by improving social investment facilities.
An increase in assets and capabilities is defined as empowerment. Quintiles 1 and 2 will be
able to fully participate, bargain, and hold accountable authorities that have an impact on
their lives because of this. For Nigeria to meet the task of invigorating sweeping economic
growth and social change, spending options should be created considering proof-based
examination and a survey of who obtains what, when, and how. To sum up, measures for
lessening poverty and inequality in Nigeria should consolidate distributive components
in addition to a high level of inclusion. Several indicators are indicating that those living
in poverty in the southeast region of Nigeria do not receive the same level of attention
and treatment as others who have a higher income. Some people might not be able to
receive any medical care at all because of inefficient discretionary targeting of healthcare
resources. This implies that the poor are less likely to benefit from the health protection
provided to others and that most children living in impoverished households do not receive
the necessary vaccinations against avoidable diseases. According to the aforementioned,
the most efficient strategy for all Nigerian states to tackle poverty in the nation would be
to focus all social sector resources on households in quintiles 1 (very poor) and 2 (poor)
throughout the entire nation. This would help to alleviate poverty by increasing the
productivity of able-bodied men and women.

The foregoing findings present a dilemma to policymakers: if existing users of public
education and health services are not the policymakers’ intended beneficiaries, a pertinent
question arises as to what policies should be implemented to modify the observed benefit
incidence and, as a result, enhance social spending targeting. To make public services, at
least, progressive, policymakers in nations with high poverty levels must make every effort
to skew the incidence of public social spending in favor of the poor and boost the use of
public services by the poor.

Recommendations

To make progress in this area, it is necessary to address several issues, including
governance, gender bias, the location of public healthcare and education services, pro-
urban bias, and the search for alternative in-kind transfer modalities in addition to joint
public financing and public provision of healthcare and education services. This article
recommends that policymakers in Nigeria should, amongst others, educate households
and communities and make them more aware of how to effectively receive healthcare in
their numerous jurisdictions to have the greatest positive influence on their socioeconomic
situation. Furthermore, a proper targeting mechanism for safety net measures must be
developed and is critical, as it would mitigate the current detrimental effects of health and
education spending, especially on the poor. One of these possibilities is better targeting
of healthcare and education spending among the poor. In addition, income redistribution
can still be accomplished through subsidies rather than direct consumer transfers, if per-
sons with exceptional needs are adequately targeted. The Nigerian government should
invest more in social services and enhance access to basic healthcare to reach SGD targets,
concentrating on outcomes rather than outputs.

To ensure an equitable distribution of resources, the income-sharing formula between
Nigeria’s three levels of government needs to be revised. Nonetheless, future studies could
focus on calculating the precise value of government-sponsored services to its users. An
important methodological lesson from this work is that future MBIA studies should pay
more attention to recording incidence statistics and other data breakdowns (such as by
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location, gender, and ethnicity), and the required auxiliary IDs. To make it simple to assess
the degree of progressivity of social spending, they should also provide information on
income or consumption distribution.
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Abstract: In a Ramsey policy regime, heterogeneity in beliefs about the potential costs of climate
change is shown to produce policy ambiguities that alter carbon prices and taxation. Three sources
of ambiguity are considered: (i) the private sector is skeptical, with beliefs that are unknown to the
government, (ii) private agents have pessimistic doubts about the model, or (iii) the policy authority
itself does not trust the extant scientific climate model and fears the worst. These three sources
of ambiguity give rise to four potential belief regimes characterized by differentials between the
government’s and the private sector’s inter-temporal rates of substitutions, with implications for
the prices of carbon and capital, framed in terms of distorted Arrow–Debreu pricing theory that
establishes an equivalence between the optimal carbon tax and the permit price of an underlying
asset—the government-imposed limit on emissions in economies with cap and trade. This paper
shows that in most instances, skeptical beliefs and resulting ambiguities justify higher carbon taxes
and lower capital taxes to offset the private sector’s increased myopia compared with rational
expectations. Conversely, ambiguities created by worst-case fears in either the private sector or in
government tend produce forces in the opposite direction.

Keywords: Knightian uncertainty; multiplier preferences; Ramsey planner; social planner; carbon
tax; capital tax; ambiguity premium; dynamic stochastic integrated general equilibrium (DSIGE);
robust Arrow–Debreu asset prices
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1. Introduction

“The trouble with the world is that the stupid are cocksure and the intelligent are full of
doubt.” Bertrand Russell

That global warming poses an existential threat to the future of humanity and the
planet is now a universally accepted scientific fact. Yet significant segments of society still
harbor doubt and skepticism about what scientists tell us, with some, including a previous
US Administration, either minimizing the threat or denying it altogether, and others fearing
the worst.1

In the minds of many, doubt or skepticism is justified by uncertainties surrounding
climate science, including the extent of terrestrial carbon uptake, mankind’s role in this,
the relationship between carbon and temperature, and, ultimately any claimed economic
damages.2 The nature and causes of resistance to accepting bad news and environmental
threats have been much discussed in the literature (see Meyer and Kunreuther (2017),
Kunreuther et al. (1978), Kaufmann et al. (2017)). At the simplest level, disbelief may be
motivated by myopic economic self interest, such as a refusal to contemplate the possibly
enormous costs of carbon abatement, and an unwillingness to accept significant taxation
on fossil energy (see Lifton (2017)). Alternatively, the much publicized threats of pending
climate-related disasters have likely contributed to a fear in some sectors of society that the
worst of climate catastrophes will ensue. For the analyst, some humility may be in order,
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because, as Millner et al. (2010) have noted, “our knowledge of the climate system is not
of sufficiently high quality to be described with unique probability distributions, and that
formal frameworks that account for aversion to ambiguity are normatively legitimate”. In
a recent paper, Pindyck (2017) warned that excessive reliance on Integrated Assessment
Models (IAMs), first introduced by Nordhaus (1993), “create a perception of knowledge
and precision that is illusory, possibly fooling policy-makers into thinking that the forecasts
that models generate have some kind of scientific legitimacy. The same goes for any illusion
that the probability distributions underling uncertainty can even be known”. It is this last
thought that mostly motivates the present paper.

For purposes of exposition, I shall give specific meaning to the terms skepticism and
doubt. Skeptics are said to be individuals who distort their probability assessments in favor
of different outcomes than predicted by science. Because such beliefs are arbitrary, they
are also, in principle, unknown to the government, thereby creating an ambiguity for the
policy maker (see Hansen and Sargent (2012)). By doubt I shall mean the kind of pessimism
regarding the trustworthiness of a given model that Hansen and Sargent (2012) have
described as emanating from a belief that nature is likely to produce worst-case outcomes.
Although the literature has focused solely on ambiguities inhabiting the policy authority,
both, government and private agents, may be pessimistic regarding the climate model.
Pessimists in this paper make decisions by playing a game against an imagined malevolent
opponent. A powerful and rational motive for pessimism is the prospect of tipping points
that Dietz et al. (2021) have described as the most important source of uncertainty, one
capable of throwing off all modeling descriptions and justifying preparedness for the
worst.3 In this paper, all pessimistic players use Hansen and Sargent’s (2008) min-max
strategies to compute their policies, meaning they are revealed to the authority, assumed to
be a Ramsey planner, in the form of additional implementability constraints under which
such a planner must operate.

The preceding sources of ambiguity give rise to four potential belief regimes:

1. Unknown private beliefs

(a) Political planner: The government strategically assumes private beliefs to be
true. Its ignorance of private beliefs produces ambiguity.

(b) Paternalistic planner: The government trusts and adheres to the true model.
However, the presence of unknown private beliefs creates ambiguity for policy.

(c) Pessimistic planner: Having doubts about the model and facing unknown
private beliefs, the planner confronts two sources of ambiguity.

2. Known pessimistic private beliefs

(a) Pessimistic planner: The planner’s own doubts doubts about the model and
the private sector’s pessimistic doubts that constrain the Ramsey planner’s
policy produce two sources of ambiguity.

The framework for studying policy with ambiguity is based on work by Hansen
and Sargent (2005, 2007, 2008), a general rationale for pursuing robust climate policy
under deep uncertainty having been provided by Workman et al. (2021). In their theory,
deviations of private-sector beliefs from some approximating or reference distribution—the
true scientific distribution—are represented as martingale multiplier distortions M, later
defined as likelihood ratios having well defined properties. A justification for this approach
to modeling ambiguity is based on a theorem by Strzalecki (2011), who axiomatized the
robust control criterion of multiplier preferences introduced by Hansen and Sargent (2001),
relating them to other classes of preferences studied in decision theory, in particular, the
variational preferences introduced by Maccheroni et al. (2006), and proving them to be
equivalent to multiplier distortions of probabilities.

As indicated earlier, the study of ambiguity in the context of climate policy is not
without precedent, but discussions have generally been limited to cases when only the
planner has doubts about the approximating climate-economic model. Such doubts in-
clude concerns about potential mis-specification of alternative models and ambiguity over
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how much weight to assign to each of these models, while agents themselves are usu-
ally assumed to have rational beliefs (see Millner et al. (2012), Brock and Durlauf (2015),
Cai et al. (2013), Cai and Lontzek (2019), Anderson et al. (2013), Berger et al. (2016),
Li et al. (2016), Lemoine and Traeger (2016), Rezai and van der Ploeg (2017), and Bar-
nett et al. (2020)). Hennlock’s (2009) is no exception in that, although he attributes deep
uncertainty to the consumer, the government, being a direct extension of the consumer,
remains the consumer’s sole agent, so that, in effect, it is the planner who is modeled
as having doubts about the model. In a bit of a twist to the approaches taken by other
researchers, Rezai and van der Ploeg (2017) studied the implications of adopting max-min,
max-max, and min-max regret policies when the planner faces alternative models rang-
ing from science-based paradigms to denialist imaginings, concluding that max-min or
min-max regret climate policies that rely on a non-skeptic view of global warming lead to a
substantial and moderate amount of caution, respectively, while max-max policies produce
policies that do not match the beliefs of climate skeptics. Later, Rezai and van der Ploeg
(2019) applied a version of Pascal’s wager and asked: what would an agnostic but rational
planner—one who does not know or care which model is correct—do when faced with
some probability that the approximating model, adhered to by so-called deniers, is false?
Their conclusions are briefly described in Section 13.

The literature on optimal climate policy has generally followed the tradition of welfare
analysis based on expected utility maximization within the framework of an integrated
climate assessment model, with government defined as a social planner (vid. Golosov
et al. 2014) seeking to maximize the expected welfare of society unconstrained by private
decisions or market outcomes. An alternative is to assume that the government is a Ramsey
planner, likewise seeking to maximize consumer welfare, akin to the authority introduced
by Chari et al. (1994) to study optimal dynamic capital taxation, but under constraints
imposed by market equilibrium.4 This paper studies both versions of government, in
which each type of planner must acknowledge the possibly distorted beliefs held by the
private sector.

In its essentials, the description of the economy here follows the recent literature on
optimal carbon taxation, foremost among them Nordhaus (2008), Acemoglu et al. (2012),
von Below (2012), Golosov et al.’s (2014), van der Ploeg and Withagen (2014), and Belfiori
(2017, 2018). The analytical framework is a by now familiar dynamic stochastic integrated
general equilibrium (DSIGE) model similar to those in Anderson et al. (2013) and Golosov
et al. (2014), which in turn are based on RICE—Regional Dynamic Integrated Model of
Climate and the Economy—developed by Nordhaus (1993, 2008, 2007).

The government’s fiscal policy tools include bond finance and taxes on carbon and
capital. I include a tax on capital because within a Ramsey planning framework, capital
and Pigouvian carbon taxation are tightly linked: (1) the government’s stochastic discount
factor for the return to capital and for the expected social cost of carbon (SCC) is the same,
and (2) the SCC and taxes on capital and carbon are influenced by the same shadow price.5

In essence, this paper will show how the planner’s ignorance of the model or of
skeptical private beliefs creates an endogenous gap between the government’s and the
household’s discount factors, leading to a gap in their respective Arrow–Debreu pricing of
carbon and capital that contributes to an ambiguity premium over the standard certainty-
equivalent formulation of the expected social cost of carbon.6 This finding is related to
recent papers by von Below (2012), Barrage (2018), and Belfiori (2017), who proved in
different contexts that the optimal tax on capital is negative, and the optimal tax on carbon
is higher than the standard Pigou rate, if the government’s subjective discount rate is
exogenously lower than the public sector’s.7 The underlying reason is that climate change
decreases the returns to capital, so that individuals, who are too impatient from a social
point of view, i.e., skeptical, do not save enough without a capital subsidy and, at the
same time, burn too much fossil fuel unless the latter is taxed sufficiently. The optimal
policy response is therefore to tax capital less and to tax carbon more.8 In the reverse
case, a pessimistic public motivated to over-invest and to under-utilize carbon may justify
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lower carbon and higher capital taxation, unless the government is also pessimistic. In this
paper, any disparity in discount factors between the government and the private sector is
endogenously driven, in this instance by heterogeneity in beliefs, fear of mis-specification,
and ambiguity.

The next section provides formal definitions of pessimism and skepticism as under-
stood in this paper, using multiplier preferences introduced by Hansen and Sargent (2001,
2005, 2008). Section 3 derives the Euler conditions for a consumer who may be skepti-
cal (Section 3.5) or pessimistic (Section 3.4), as defined in Section 2. Section 4 presents a
three-factor production function subject to damaging climate-related total productivity
shocks in a model of a firm renting capital and purchasing energy from the household.
Section 5 uses results from Sections 3.3, 3.6, and 4 to derive two versions of Hotelling’s
rule. Subject to constraints derived in Section 6, Section 7 presents the Ramsey planner’s
Euler conditions for the three belief regimes under study. Section 8 derives the possibly
distorted equilibrium prices of carbon damage and capital. In anticipation of the main re-
sults, Section 9 comments on this paper’s methodology and approach, which contain some
innovations. Section 10 derives the expected social cost of carbon, including an ambiguity
premium that governments in all four policy/belief regimes will implement. Section 11
establishes the conditions under which the planner may or may not impose an additional
ambiguity-related carbon tax premium over the social cost of carbon. Section 12 presents
a number of conditions under which a planner may or may not raise the subsidy rate on
capital, where it will become apparent that such conditions mirror those that drive results
for the carbon tax premium. Finally, before the paper’s conclusion, Section 14 describes
a reverse feedback from taxation to beliefs whereby a planner facing an economy with
pessimistic agents is able to manipulate debt and taxes to affect pessimistic beliefs.

Throughout, references to state-conditioned distorted (including robust) Arrow–Debreu
prices reflect the basic theme in this paper: that a Ramsey planner’s Pigouvian tax policy
under ambiguity is able to implement allocations via equilibrium pricing of an underlying
asset with unknown returns that have an equivalence in a cap and trade economy. In this
respect, this paper is most closely related to Barnett et al. (2020), who use asset pricing
methods not only to impute market valuations but also to ascertain social valuations, as
this paper intends. As in Barnett et al. (2020), the asset prices in this paper can be viewed
as equivalent to shadow prices of the expected discounted values of stochastic processes
impinging on the economy.

Climate policy that is motivated by a planner’s own deep or Knightian uncertainty is
an interesting and important topic and has been fairly exhaustively treated in the literature.
Furthermore, as has also been shown elsewhere in the literature, the effects of ambiguities
originating from the planner turn out not always to be clear-cut, depending on specific
features related to preferences and returns in the economy. More importantly, as maintained
in this paper, an equally or possibly more urgent issue for policy must be the role of beliefs
held in the private sector, because they affect consumption and investment decisions,
where heterogeneity between private and government beliefs will surely impact policy.
That public acceptance of climate science and its policy prescriptions are not unanimous
is uncontroversial and has been well documented. However, little attention has been
paid to its implications, particularly its effects on ambiguity in optimal climate policy. By
altering inter-temporal rates of substitution or pricing kernels that determine consumption
decisions and household wealth, belief distortions in the private sector impact a planner’s
implementability constraints and become more salient by the addition of ambiguities that
arise when those beliefs are unknowable to the government. Whatever deep uncertainty
may or may not already inhabit the mind of a planner, a welfare maximizing policy
authority would be remiss in ignoring the effects of private-sector belief heterogeneity and
associated ambiguities on its own policy decisions.

This paper then is the first systematic attempt to analyze the policy implications of
ambiguities arising from belief heterogeneity in the private sector regarding the nature
of anthropomorphic climate change. Significantly, this paper distinguishes between mere
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skepticism producing myopic behavior in the economy and true doubt as manifested
by worst-case fears leading to increased foresight. The analytic choice to investigate the
implications of belief heterogeneity and associated ambiguities by evaluating the planner’s
Euler conditions follows the example of Anderson et al. (2013). However, the particular
approach leading to a role for second-order moments as factors in optimal policy is an
innovation of this paper. The covariances between multiplier distortions and variables
in the economy that arise as relevant to policy will be shown to allow more detailed
descriptions of the effects of ambiguity on the social cost of carbon and on carbon and
capital taxation. As will become clear later, ambiguities resulting from belief heterogeneity
and distortions in the private sector produce ambiguity-related premiums on the social
cost of carbon and, separately, on the carbon tax and on capital subsidies.

2. Multiplier Preferences

The representative consumer and the government share a reference probability model,
given a joint density π(xt) of the history of shocks xt = x0, · · · , xt, where, as detailed later
in Section 4 (see Equation (21)), xt is a climate-induced damage shock to the production
economy at time t. The consumer and the government do not necessarily agree that π is the
true probability. The government may doubt the model fearing the worst, and the private
sector may either have similar doubts or be skeptical in some arbitrary way. Either may
then choose an alternative model via some distortion of π in a manner described by Hansen
and Sargent (2001, 2005, 2008), who invoke the Radon-Nikodym theorem to express any
alternative model as as a non-negative measurable mapping π̂(xt) = Mt(xt)π(xt), with
Et Mt = 1, where, since uncertainty is realized in t = 0, M0 = 1.9 Being the unconditional

likelihood ratio Mt(xt) = π̂t(xt)
πt(xt)

of an alternative density to π̂t(xt), Mt, is a martingale with
respect to the reference model π, Et Mt+1 = Mt, with the interpretation of a change in
measure. The distorted expectation of xt+1, given history xt, is10

Ẽt[xt+1|xt] = Et[
Mt+1

Mt
xt+1].

As described in more detail below, disbelief may take two forms, either as skepticism or
as pessimism, the latter being a manifestation of worst-case fears. Importantly, throughout,
any alternative model π̂(xt) is assumed to be absolutely continuous with respect to the
reference model π(xt).11

Later, it will be convenient to decompose Mt by defining the conditional likelihood

ratio mt(xt+1) ≡ M(xt+1)
M(xt)

, such that Etmt+1 = 1.

2.1. Skepticism (Random Belief Distortion)

As indicated in the introduction, for the purpose of this paper, skepticism refers to an
arbitrary rejection of the extant approximating model π(xt) in favor of some other model
Mtπ(xt), where Mt is a random variable with properties previously set out, including the
assumption of absolute continuity with respect to the true distribution πt(xt), which means
that households can be skeptics but not outright climate change deniers.

2.2. Pessimism (Ambiguity Aversion)

Pessimism or model doubt refers to a worst-case belief distortion π̂t(xt) = Mtπt(xt)
derived from the consumer’s having solved a min-max problem shown later.
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Following Hansen and Sargent (2008), define discounted relative entropy conditional
on date zero information as the distance υ0(π̂t, πt) between π̂t and πt associated with Mt
over time-t information and over an infinite horizon as

υ0(π̂t, πt) = (1 − β)E0

∞

∑
t=0

βt Mt log Mt

= βE0[
∞

∑
t=0

βt MtEt
Mt+1

Mt
(log Mt+1 − log Mt)],

= βE0[
∞

∑
t=0

βt MtEtmt+1 log mt+1],

where β is the subjective discount factor. With this definition, an agent’s ambiguity about π
is represented by a set of joint densities {Mt}∞

t=0 satisfying the constraint,

βE0MtEt[mt+1 log mt+1] ≤ η, (1)

where η > 0. In the following, a pessimistic consumer will choose a consumption plan
subject to the constraint in (1).12

3. Households

3.1. CRRA Preferences

Consumers derive utility from consumption ct, given a constant-elasticity preference
function u(ct),13

u(ct) =
c1−γ

t
1 − γ

, 0 < γ < 1,

= log ct; γ → 1,

with elasticities εcc = −uccc/uc = γ (implying constant relative risk aversion).
If γ = 1 (logarithmic preferences), εcc = 1. For the record, the constant intertemporal

elasticity of substitution for consumption is 1/γ. I will assume that γ ≤ 1, which accords
with much of the literature on long-run risk—the kind this paper is most concerned with.14

3.2. The Household’s Budget Constraint

The household owns three assets: (1) the stock of depreciating capital with a net yield
[(1− τk

t (xt))(rt(xt)− δ)]kt(xt−1), where rt is the real rental rate on capital kt(xt−1) left over
from last period, and τk

t is the tax on capital; (2) a government bond b(xt), defined as an
Arrow–Debreu security promising one unit of consumption in period t + 1, if the state is
xt+1 and zero otherwise, and (3) the resource Qt of fossil fuels from which it draws Et units
every period, according to the law of motion15

Qt+1 = Qt − Et, (2)

which, by the assumption of exhaustibility, implies

∞

∑
t=0

Et ≤ Q0. (3)

The household sells Et to the firm at a price pe
t with after-tax revenue (pe

t(xt) −
τe

t (xt))Et(xt), where τe
t is an excise (carbon) tax per unit of energy.

The household receives income from (1) inelastically supplied labor Ht at the competi-
tive wage wt = 1, (2) rent from capital, (3) revenues from the sale of fossil energy, and (4) a
lump-sum transfer from the government gt. It spends its resources on consumption ct, new
capital kt+1, and the purchase of a new Arrow security bt+1, trading at the state-contingent
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price p̂t+1(xt+1|xt) to be defined later. Summarizing, the household’s one-period budget
constraint is

0 ≤ Ht(xt) + bt(xt) + gt(xt) + Rk
t (xt)kt(xt−1)

+ (pe
t − τe

t )[Qt(xt)− Qt+1(xt)]− ct(xt)− kt+1(xt)−Et p̂t+1bt+1(xt+1)

≡ Lt(xt), (4)

where Rk
t (xt) = 1 + (1 − τk

t )(rt(xt)− δ) is the after-tax gross return to capital.

3.3. The Consumer’s Maximization Problem

This section studies the two types of consumer introduced earlier: those who are
skeptical of the model and form some arbitrary belief distortion M to the true distribution
π according to Section 2.1, and those who are pessimistic and play a game against a malev-
olent force to determine a worst-case value for M following Section 2.2. It is convenient to
set this problem up for the latter and then show the former to be a special case.

3.4. Pessimistic Consumer

The general framework for the consumer’s problem is a game against some malevolent
force representing extreme uncertainty about the model. Given the resource constraint in
(2) and the budget constraint (4), the representative consumer solves the Lagrangian

max
{ct ,Et ,bt+1,kt+1,Qt+1}

min
{Mt ,mt+1}

E0

∞

∑
t=0

βt Mt

(
u(ct) + λc

tLt − β

σc mt+1 log mt+1

)
,

subject to Mt+1 = mt+1Mt, M0 = 1, Etmt+1 = 1, where λc
t is a time-varying Lagrangian

multiplier associated with the household budget constraint (4), and 0 ≥ − 1
σc < ∞ denotes a

Lagrangian shadow cost for the penalty of deviating from rational expectations represented
by the approximating distribution π, also known as the Kullback-Leibler distance (see
Kullback and Leibler 1951) between the two probability measures π and π̂; so 0 > σc >

−∞ may be considered the consumer’s parameter of ambiguity aversion.16 As in all of this
paper, expectations Et are taken over the measure π.

The preceding criterion has the Bellman recursion

Ut(kt, bt, Qt) = max
ct ,Et ,kt+1,bt+1,Qt+1

min
mt+1

u(ct) + λc
tLt(xt)

+ βEt

(
mt+1Ut+1(kt+1, bt+1, Qt+1)− β

σc mt+1 log mt+1

)
+ ϕc

t (Qt − Et − Qt+1), (5)

where ϕc
t is the Lagrangian shadow price associated with the resource constrains (2).

3.4.1. Inner Minimization

The optimal conditional likelihood ratio that minimizes (5) has the familiar exponen-
tially twisting form17

mc
t+1 =

eσcUt+1

EteσcUt+1
,

or, equivalently,

Mc
t+1 =

eσcUt+1

EteσcUt+1
Mc

t . (6)

The worst-case martingale distortion in (6) is pessimistic in that it attaches higher
probabilities to histories with low continuation utilities and lower probabilities to histories
with high continuation utilities. Notably, because of its dependence on continuation values,
it is also a function of future distortions mc

t+j and future decisions by both the consumer
and the government that, as shown later, determine equilibrium prices in the economy.

231



Economies 2022, 10, 257

3.4.2. Outer Maximization with Implied Risk-Sensitive Recursion

Substituting mc
t+1 from (6) into (5) produces the risk-sensitive recursion18

U (kt, bt, Qt) = max
ct ,Et ,kt+1,bt+1,Qt+1

u(ct) +
β

σc Et log eσcU (kt+1,bt+1,Qt+1) + λc
tLt. (7)

The first-order conditions (FONCs) for the flow variables {ct, Et} are

λc
t = uct , (8)

(pe
t − τe

t )λ
c
t = ϕc

t . (9)

The envelope conditions are,

Ukt = λc
t Rk

t = uct R
k
t , (10)

Ubt = λc
t = uct , (11)

UQt = ϕc
t . (12)

In conjunction with these envelope conditions, the first-order conditions for the stock
variables bt+1, kt+1, and Qt+1 are, respectively,

p̂t+1 = βmc
t+1

uct+1

uct

, (13)

1 = βEtmc
t+1

uct+1

uct

Rk
t+1 = Et p̂t+1Rk

t+1, (14)

ϕc
t = βEtmc

t+1 ϕc
t+1. (15)

Note that p̂t+1 is the one-period worst-case equilibrium price of a state-contingent
claim as shown later in (18). According to the preceding conditions, the price of such a
claim is determined by continuation utilities and the random climate cost shock xt+1. This
is information that the government can exploit to determine optimal fiscal policy.

3.5. Skeptical Consumer

Let Ms denote a skeptical consumer’s belief distortion. As stated earlier, skepticism
represents an arbitrary random distortion π̂t ≡ Ms

t πt of the true distribution πt. From the
point of view of society (or the government), Ms

t+1 is an unknowable exogenous variable.
However, this household is sure of its beliefs and evaluates (5) by disabling the penalty on
belief distortions and letting σc → 0.

The Euler equations are the same as before, except that m = ms is random and
unknown to the authorities, and the equilibrium price p̂ of a state-contingent claim based on
skepticism as defined here is unrelated to the consumer’s continuation utility. Additionally,
since ms

t+1 is random, it is unrelated to xt+1.

3.6. Arrow–Debreu Prices under Belief Distortions

The belief distortions of probabilities, ranging from skepticism to deep uncertainty,
treated in this paper, add an important dimension to stochastic discounting. This section
shows how to construct their corresponding asset-price measures.

For preferences u(ct) distorted by a martingale process Mt+j (either Ms
t+j or Mc

t+j),
the j-period-ahead stochastic discount factor (MSDF) is,

�̂t+j,t = βj Mt+j

Mt

uct+j

uct

≡ Mt+j

Mt
�t+j,t, (16)

where �t+j,t is the pricing kernel under rational expectations. When j = 1, this becomes the
familiar one-period-ahead stochastic discount factor SDF.
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Let q̂t+j(xt+j) be the j-period numeraire

q̂t+j(xt+j) ≡ βj Mt+jπt+j(xt+j)
uct+j(xt+j)

uc0(x0)
, q̂0 = 1, M0 = 1, (17)

and define

p̂t+j,t(xt+j|xt) ≡ q̂t+j(xt+j)

q̂t(xt)
= βj

(
j

∏
i=1

mt+i
uc(xt+i)

uc(xt)

)
πt+j(xt+j)

=
Mt+j

Mt
�t+j,tπt+j(xt+j)

as the market’s distorted t + j equilibrium price in (13) of an Arrow–Debreu security in
terms of consumption at history xt, or equivalently,

p̂t+j,t(xt+j|xt) = �̂t+j,tπt+j(xt), (18)

which, for j = 1, also corresponds to the first-order condition for capital in (14). For future
reference, denote the undistorted rational expectations price by

pt+j,t(xt+j|xt) = �t+j,tπt+j(xt). (19)

4. Firms

The economy’s output is produced by a continuum of atomistic firms with a Cobb-
Douglas production technology:

Yt = (1 − Dt(Tt − T0))F(kt, Ht, Et, Qt) = (1 − Dt(Qt))kt
αEν

t H1−α−ν
t , (20)

where kt is the stock of capital, Ht is hours of labor, Et is the flow of fossil energy, and Qt
is the remaining stock of carbon energy in the ground. As explained presently, Dt(Qt) is
a damage function measuring the proportion of GDP lost due to the change in average
global temperatures Tt − T0 since the beginning of the Industrial Revolution at t = 0.

Dietz and Venmans (2019) observe that “climate has delivered two important and
related insights. First, global warming appears to be approximately linearly proportional to
cumulative emissions of carbon dioxide. Second, the temperature response to an emission
of CO2 appears to be approximately instantaneous and then constant as a function of time”.
This conclusion accords with Matthews et al. (2012), and Collins et al. (2013), who earlier
defined the Transient Climate Response to Cumulative Carbon Emissions (TCRE)19

λTC
t =

Tt − T0

Q0 − Qt
,

where 0 ≤ Q0 − Qt = ∑t−1
i=0 Ei is accumulated carbon emissions since the beginning of

the Industrial Revolution.20 The TCRE parameter is generally assumed to be a stochastic
variable, due to uncertainties surrounding climate modeling.

The preceding motivates a damage function having the following exponential form

Dt(Qt) = eζt(Tt−T0) = eζtλ
TC
t (Q0−Qt) ≡ ext(Q0−Qt),

∂Dt

∂Qt
= −xtext(Q0−Qt) < 0, (21)

where ζt is a stochastic parameter that translates the damaging effects of temperature
changes into units of GDP, and xt = ζtλ

TC
t combines the damage parameter with the

TCRE parameter λTC
t .21 As posited in Section 2, I shall consider xt to be a random variable

with either known distribution πt(xt) or unknown distribution giving rise to ambiguities
described earlier. Confining the source of economic damage to a single catch-all variable
follows the practice of a number of authors, including Li et al. (2016), who create a single
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source of model uncertainty with a stochastic variable γ that reduces their end-of-period
capital stock. Others who have used similar exponential formulations include Golosov
et al.’s (2014), and Anderson et al. (2013).22 To the extent that there exist possibilities of
catastrophic tipping points that would likely upend all calculations and planning, the
underlying distribution of xt may be taken as Knightian and unknowable by either the
private sector or the government or both. Tipping points, analyzed by Lemoine and
Traeger (2016), and Cai et al. (2013), are abrupt nonlinear climate disruptions that pose a
potentially existential threat to humanity in ways that may override concerns with belief
and skepticism. A further source of extreme uncertainty is polar amplification analyzed by
Brock and Xepapadeas (2017).

The typical firm rents capital kt from consumers and buys energy Et from households
in order to maximize an expected infinite stream of profits. Hours of labor Ht are supplied
inelastically at the going wage 1—a standard assumption in this literature (see Golosov
et al. (2014) and Li et al. (2016)).

max
kt ,Ht ,Et

Eo

∞

∑
t=0

q̂(xt)[Yt − rtkt − Ht − pe
t Et],

= max
kt ,Ht ,Et

Eo

∞

∑
t=0

q̂t(xt)
(
(1 − e−xt(Qt−Q0))kt

αEν
t H1−α−ν

t − rtkt − Ht − pe
t Et

)
,

where q̂(xt|x0) is the belief-distorted and possibly robust numeraire defined earlier in (17).
The first-order conditions with respect to {kt, Ht, Et} are

rt = Ykt = α
Yt

kt
, (22)

1 = YHt = (1 − α − ν)
Yt

Ht
, (23)

pe
t = YEt = ν

Yt

Et
. (24)

5. Two Versions of Hotelling’s Rule

Denote by Re
t+1 the rate of return to energy, net of the carbon tax τc

t ,

Re
t+1 =

pe
t+1 − τe

t+1
pe

t − τe
t

. (25)

Additionally, since, for either m = ms or m = mc, (9) and (15) imply

pe
t − τe

t = βEtmt+1
uct+1

uct

(pe
t+1 − τe

t+1), (26)

it follows that
Et p̂t+1Re

t+1 = 1, (27)

where expectations are taken with respect to π(xt), as before. Substituting (24) for period t
and t + 1 in (26) and using the result pe = YE from (24), yields the firm’s dynamic rule for
optimal energy use, given taxes,

YEt − τe
t = Et�̂t+1(YEt+1 − τe

t+1), (28)

which is a version of Hotelling’s rule that will become relevant later for determining the
social cost of carbon.

If mt+1 = 1, the preceding equation confirms Hotelling’s original formula that with
zero or constant taxes, energy consumption falls over time at the subjective rate of dis-
count. If consumers are climate-skeptic, a multiplier ms

t+1 < 1 effectively lowers the
private-sector’s discount factor for future benefits of fossil fuel in favor of current returns,
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leading to increased current consumption relative to rational expectations. If the con-
sumer is pessimistic with mt+1 = mc

t+1, energy expenditures are delayed, following the
same argument.

Hotelling’s (1931) original rule states that the price of an exhaustible resource net of
extraction costs should rise at the rate of interest, which, on average, is above the rate of
real GDP growth. By Equation (14), the t-period Arrow–Debreu price of a claim on a unit
of capital is

Pk
t = Et

∞

∑
j=0

p̂t+j,tRk
t+j, (29)

while Equation (27) implies that the t-period Arrow–Debreu price of a claim on a unit of
carbon energy is

Pe
t = Et

∞

∑
j=0

p̂t+j,tRe
t+j. (30)

From Equations (14) and (27) follows a version of Hotelling’s rule in terms of returns:

Version 1 : Re
t+1 = Rk

t+1, ∀t, (31)

while Equations (29) and (30) restate Hotelling’s rule in terms of Arrow–Debreu contin-
gent prices:

Version 2 : Pe
t+1 = Pk

t+1, ∀t. (32)

Note that in each case, returns and prices are distorted by the consumer’s beliefs, be
they skeptical ms or pessimistic mc.

These two versions of Hotelling’s rule (31) and (32) constitute binding no-arbitrage
conditions that require prices and returns to capital and fossil fuel to be equal: in equi-
librium, the return to fossil fuel left in the ground for one more period equals the return
to the next unit of capital. This rule illuminates two important features of a competitive
market for exhaustible energy when there is uncertainty and skepticism regarding the
underlying model: (i) the pricing of energy resources continues to obey the laws of asset
markets requiring equality of returns to all activities, including capital, bonds, and energy
stores, but (ii) the market now uses a martingale-distorted and possibly robust stochastic
discount factor to evaluate the expected future returns to all assets.

Remark 1. Hotelling’s rule assures efficient allocation but not necessarily socially optimal outcomes
if it fails to internalize costs to society created by private economic activity. Later, Section 11 shows
how the government can remedy this failure with a public version of Hotelling’s rule that includes a
social accounting of all costs.

The next few sections discuss how a Ramsey planner implements competitive equilib-
rium depending on assumptions about heterogeneity in beliefs, the degree of doubt about
the model by either the government or the public, and by how ignorant the planner is
about private beliefs.

6. The Ramsey Planner’s Constraints

6.1. National Income Identity and the Government Budget Constraint

In all belief regimes considered here, a Ramsey planner commits to policy in period
0 by choosing a competitive equilibrium that maximizes the consumer’s expected utility
over time. This means the government chooses allocations that satisfy the natural resource
constraint (2) and (3) and the national income resource constraint that output exhausts
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consumption plus investment plus government spending, which, to keep things simple, is
assumed to be entirely devoted to a lump-sum transfer gt,

Yt = ct + kt+1 − (1 − δ)kt + gt. (33)

The government’s budget constraint requires that spending and the redemption of
bonds from the preceding period be covered by tax receipts, lump-sum transfers, and new
issuance of bonds:

bt = Et p̂t+1bt+1 − gt + τe
t Et + τk

t (rt − δ)kt.

When bt < 0, the government is a lender. Solved forward, the preceding equation
becomes the government’s dynamic budget constraint,

bt ≤ Et

∞

∑
j=0

q̂t+j[τ
k
t+j(rt+j − δ)kt+j − τe

t+j(Qt+j+1 − Qt+j)− gt+j]. (34)

Note the added term involving receipts from the carbon tax.

6.2. The Ramsey Planner’s Implementability Constraints

In solving for optimal taxation in the case of a Ramsey planner, I use a so-called
primal approach due to Chamley (1986) that searches directly for allocations by solving
the government’s problem subject to an implementability constraint. A starting point is the
household’s dynamic budget constraint (4), which, when solved forward for bt, utilizing
the no-arbitrage condition (14) and a no-Ponzi game condition, yields the intertemporal
budget constraint23

bt ≥ Et lim
T→∞

T−1

∑
j=0

p̂t+j[ct+j − Ht+j − gt+j]. (35)

Let Wt denote household wealth in period t, composed of government bonds, the
after-tax equity value of physical capital, and fossil fuels still in the ground, valued at
current after-tax energy prices:

Wt ≡ bt + Rk
t kt + (pe

t − τe
t )Qt. (36)

Appendix B shows that

Wt ≥ ct − Ht − gt + βEtmt+1
uct+1

uct

Wt+1

= ct − Ht − gt +Et p̂t+1Wt+1, (37)

where p̂t+j,t is the market’s previously defined distorted t + j equilibrium price of an
Arrow–Debreu security in terms of consumption at history xt. Solved forward, household
wealth is

Wt ≥ Et

∞

∑
j=0

p̂t+j,t[ct+j − Ht+j − gt+j]. (38)

For later use, it is convenient to define the marginal-utility-of-consumption-scaled mar-
ket value of wealth Υt = uctWt, so that the Ramsey planner’s implementability constraint
(37) becomes, equivalently,

Υt ≥ Ωt +Etmt+1Υt+1, (39)
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where

Ωt = uct [ct − Ht − gt], (40)

with derivative,

Ωct =
ucct

uct

(ct − Ht − gt)uct + uct

= [1 − γc−1
t (ct − Ht − gt)]uct = [1 − γ + γ

Ht + gt

ct
]uct ≥ 0, (41)

since, from Section 3.1, ucct
uct

= −γ/ct. Note that if the constraint (39) is nonbinding, the
government is the social planner widely treated in the literature.

Solved forward,

Υt = Etuc,t

∞

∑
j=0

p̂t+j(ct+j − Ht+j − gt+j) = uctbt, (42)

is the government’s surplus valued in terms of the marginal utility of consumption.
Finally, by its very definition, a Ramsey planner heeds all equilibrium constraints

imposed by competitive markets. In particular, when consumers are pessimistic with belief

distortions defined in terms of their continuation values, where mt = mc
t+1 = eσcUt+1

EteσcUt+1
, the

planner faces two additional implementability constraints that come from (6) and (7):

Mc
t+1 =

eσcUt+1

EteσcUt+1
Mc

t , (43)

Ut = u(ct) +
β

σc logEteσcUt+1 . (44)

7. Ramsey Planning in Four Belief Regimes

Subject to the fossil resource constraint (2) and (3), the national income identity (33),
and the implementability constraint (39), the taxing Ramsey authority chooses {c, E, k, Q, Υ}
to maximize society’s expected welfare, and {N, n} to minimize discounted relative entropy
defined in (1),

max
c,E,k,Q,Υ

min
N,n,

E0

∞

∑
t=0

βtNt(xt)

[
u(ct)− β

σ
(Etnt+1 log nt+1)

]
, (45)

subject to Nt+1 = nt+1Nt, N0 = 1, Etnt+1 = 1, and 0 > σ > −∞, where Nt is the
government’s martingale multiplier, equivalent to Mt defined earlier for the consumer, and
σ < 0 is the planner’s parameter of ambiguity aversion.

Exploiting a linear homogeneity property such that V(Υt, kt, Qt, Nt) = NtVt(Υt, kt, Qt),
the problem may be cast as the recursive (Bellman) Lagrangian

Vt(Υt, kt, Qt) = max
ct ,Et ,kt+1,Qt+1Υt+1

min
nt+1

u(ct)− β

σ
Etnt+1 log nt+1

+ βEtnt+1Vt+1(Υt+1, kt+1, Qt+1)

+ Φt[Ωt +Etmt+1Υt+1 − Υt] +Mt, (46)

where

Mt =

⎛⎝ λt[(1 − ext(Q0−Qt))F(kt, Ht, Et) + (1 − δ)kt − ct − gt − kt+1]
ϕt[Qt − Et − Qt+1]
υ[Q0 − ∑∞

i=0 Ei]

⎞⎠,
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is a group of Lagrangian constraints and λt, Φt, ϕt are non-negative Lagrangian co-state
variables, and υ is constant.24

The preceding problem constitutes a Stackelberg game between the government as
the leader and the private sector as the follower. Embedded in this game is another game
with a minimizing opponent to represent worst-case outcomes. This latter game, framed as
inner minimization, may be played by either government or consumers, as in Section 3.4,
or even both, depending on respective attitudes toward extreme risk. The solution to this
subgame implies a plan for outer maximization of an indirect value function, typically a risk
sensitivity recursion, such as the one introduced in Section 3.4.2.

7.1. Political Planner

In this example, consumers are assumed to have arbitrarily distorted—skeptical—
beliefs about the approximating scientific model π, as described in Section 2.1. Importantly,
the government is ignorant of these beliefs. The reason for its ignorance is fundamental:
as noted by Hansen and Sargent (2012), the government’s ambiguity arises because the
possible space of models that are unknown to the fiscal planner but known to the consumer
is so vast that it is impossible to infer the private sector’s probability model from finite
data, providing a motive to construct robust climate and fiscal policies by solving a so-
called multiplier problem that protects against worst-case belief distortions. As Hansen
and Sargent (2012) put it, the government’s ignorance of private beliefs is akin to a set or
cloud of probability distributions over events x centered on the reference or approximating
density π constrained by a discounted relative entropy set of probability distributions
reflecting the unknown beliefs of the private sector.25 Its ignorance notwithstanding, this
political planner acts under the assumption that the unknown beliefs are true.

With this in mind, the recursion (46) becomes

Vt(Υt, kt, Qt) = max
ct ,Et ,kt+1,Qt+1Υt+1

min
nt+1

u(ct)− β

σ
Etnt+1 log nt+1

+ βEtnt+1Vt+1(Υt+1, kt+1, Qt+1) (47)

+ Φt[Ωt +Etnt+1Υt+1 − Υt] +Mt.

The political government’s acceptance of private-sector beliefs Mt as true means that
mt+1, which multiplies Υt+1 in the implementability constraint, is set equal to nt+1—the
authority adopts the consumer’s distortion as its own.26 Ambiguity is activated with the
entropy constraint penalizing deviations of distorted beliefs from true beliefs (1), where
− 1

σ is a Lagrangian multiplier, and σ < 0 measures the planner’s ambiguity aversion. As σ
moves toward −∞, the government’s preference for robustness rises. As σ approaches a
break-down σ < 0 from above, the government’s concern about distortions to expectations
is maximal. Conversely, as σ approaches zero, the government’s preference for robustness
diminishes, until, in the limit the government fully adopts the approximating reference
model as true and not subject to doubt.

7.1.1. Inner Game with Nature

Ambiguity for this planner produces an ex post worst-case probability model with
distorted ex post homogeneity in beliefs between the government and the private sector.

Minimization of (47) with respect to nt+1 leads to

nt+1 =
eσ[Vt+1+ΦtΥt+1]

Eteσ[Vt+1+ΦtΥt+1]
≡ nPO

t+1, (48)

with limits limσ↓−∞ nPO
t+1 → 0, and limσ↑0 nPO

t+1 → 1, indicating that the conditional likeli-
hood ratio nPO is inversely related to the intensity of the planner’s doubts about private
beliefs, approaching 1 as doubt ceases.
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7.1.2. Outer Maximization with Implied Risk-Sensitive Recursion

The continuation value Vt+1 in the exponent of the formula for nPO comes from the
planner’s distrust of the reference model itself, while continuation wealth Υt+1 points
to the planner’s ignorance of private-sector beliefs. Formula (48), indicates that, given
σ < 0, ambiguity leads this robust planner to put more probability weight on histories
with low continuation values Vt+1 and Υt+1, and lower probabilities on histories with high
continuation values.

Substituting (48) for both nt+1 and mt+1 in (47) produces a variation on Hansen and
Sargent’s (1995) discounted risk-sensitive recursion, one that is augmented with household
wealth Υ, a forward-looking entity valued at the shadow price Φ, in the exponent,27

V(Υt, kt, Qt) = max
ct ,Et ,kt+1,Qt+1,Υt+1

u(ct) + Φt[Ωt − Υt] +Mt

+
β

σ
logEteσ(Vt+1+ΦtΥt+1). (49)

The distortion nPO that attains the minimum of the right side of (49) tilts the xt+1
distribution exponentially toward lower continuation values via multiplication of π(xt+1)
by nPO

t+1 in (48).
The first-order conditions (FONCs) for {ct, Et} for an interior maximum are: ∀t ≥ 1,
Flows

ct : λt = uc + Ωct Φt, (50)

Et : YEt λt = ϕt + υ, (51)

where YEt = ν Yt
Et

, is the marginal product of fossil energy based on the Cobb-Douglas
assumption.

Envelope conditions

kt : Vkt = (1 − δ + Ykt)λt, (52)

Qt : VQt = ϕt + λtxtDtFt, (53)

Υt : VΥt = −Φt. (54)

Note that λ ≥ 0 and ϕ ≥ 0 imply Vk ≥ 0 and VQt ≥ 0, respectively. Further, Φ ≥ 0
implies VΥ ≤ 0.

Stocks

kt+1 :

1 =
β

λt
EtnPO

t+1V kt+1
= βEtnPO

t+1
λt+1

λt
(1 − δ + Ykt+1), (55)

Qt+1 :

ϕt = βEtnPO
t+1VQt+1 = βEtnPO

t+1(ϕt+1 + λt+1xt+1Dt+1Ft+1), (56)

Υt+1 :

Φt = −VΥt+1 = Φt+1 = Φ̄, (57)

where the second equality in each equation follows from the envelope conditions (52)–(54),
and (56), giving a marginal utility valuation of the benefit of fossil energy net of climate
damages. Given (57), the Lagrangian multiplier Φt is a constant and, by the Kuhn-Tucker
condition, is zero if the wealth constraint is nonbinding, indicating that the planner is a
social and not a Ramsey planner.

Note that because both the private sector’s and the planner’s probabilities are twisted
by a martingale multiplier, the ambiguity for this planner effectively delivers ex post a model
of endogenously distorted homogeneous beliefs. Hansen and Sargent (2012) emphasize that
nPO is not intended to “solve” an impossible inference problem, and being the planner’s
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cautious inference about unknown private beliefs, should be viewed as merely a device
to construct a robust Ramsey policy. If the planner were to solve the private sector’s
Euler equations using the minimizing nPO in order to derive its ex post decision rules for
consumption, labor, and energy, it would not necessarily end up reproducing their observed
values, meaning that private beliefs cannot be reverse-engineered from such observations.

7.1.3. Paternalistic Planner

Woodford (2010) originally introduced a monetary authority facing a type of ambiguity
described here: while trusting the reference model π, the government is ignorant about the
private sector’s distorted beliefs ms. It expresses its ambiguity by setting σ < 0. Trust in its
own model means that the planner sets nt+1 multiplying continuation value Vt+1 equal
to unity.28

7.1.4. Inner Game with Nature

The minimizing value of nt+1 is

nt+1 =
eσ[ΦtΥt+1]

Eteσ[ΦtΥt+1]
≡ nPA

t+1, (58)

with limits limσ↓−∞ nPA
t+1 → 0, and limσ↑0 nPA

t+1 → 1, indicating that the conditional likeli-
hood ratio nPA is inversely related to the intensity of the planner’s doubt about private
beliefs, approaching 1 as doubt ceases.

An important distinction between the political planner and the paternalistic planner
with ambiguity is that here, the planner’s worst-case distortion of beliefs nPA is solely
determined by continuation values of wealth, since the only sources of ambiguity are
private-sector beliefs that distort the consumer’s expectation of future household wealth.
Formula (58) instructs us that, via nPA, a robust paternalistic planner assigns greater
probability weights to histories with low continuation values of wealth, weighted with
marginal utility of consumption in (39).

7.1.5. Outer Maximization with Implied Risk-Sensitive Recursion

Substitution of the formula for nPA
t+1 in (46) implies another variation on Hansen and

Sargent’s (1995) discounted risk-sensitive recursion,

V(Υt, kt, Qt) = max
ct ,Et ,kt+1,Qt+1,Υt+1

{u(ct) + Φt[Ωt − Υt] +
β

σ
Et log eσΦtΥt+1 +Mt

+ βEtVt+1(Υt+1, kt+1, Qt+1)},

which differs from the recursion (49) for a political planner in that the exponent does not
include the continuation value Vt+1, since, here, risk sensitivity does not apply to the
planner’s own trusted model.

The FONCs for {c, E} are previously given by (50) and (51). The envelope conditions
are also the same as before. However, for choosing {kt+1, Qt+1, Υt+1}, the government
must solve

1 = Etβ
λt+1

λt
(1 − δ + Ykt+1), (59)

ϕt = βEtVQt+1 = βEt(ϕt+1 + λt+1xt+1Dt+1Ft+1), (60)

Φt = −VΥt+1 = Φt+1 = nPA
t+1Φt. (61)

From (61) follows that Φt is a martingale: EtΦt+1 = EtnPA
t+1Φt = Φt, unless the wealth

constraint 0 ≤ [Ωt + EtnPA
t+1Υt+1 − Υt] is non-binding, in which case Φt = 0, and the

government reverts to a social planner.
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7.2. Pessimistic Planner, Skeptical Consumer

This section treats a variation of the paternalistic planner in Section 7.1.3, where,
instead of trusting the approximating model π, the authority has pessimistic doubts about
it, meaning it now faces two kinds of ambiguity: one that derives from its ignorance of
private beliefs, indexed by M, and the other stemming from its own doubts about the
model, indexed by N. Accordingly, the planner minimizes with respect to both m and n,
given two Lagrange penalty functions. For the sake of simplicity, I will assume that in the
following recursion, a single risk sensitivity σ applies to both kinds of ambiguities:

Vt(Υt, kt, Qt) = max
ct ,Et ,kt+1,Qt+1Υt+1

min
nt+1,mt+1

u(ct)

− β

σ
Et(nt+1 log nt+1 + mt+1 log mt+1)

+ βEtnt+1Vt+1(Υt+1, kt+1, Qt+1)

+ Φt[Ωt +Etmt+1Υt+1 − Υt] +Mt.

7.2.1. Inner Minimization

Minimization with respect to n and m produces the following worst-case multipliers

np
t+1 =

eσVt+1

EteσVt+1
, (62)

mp
t+1 =

eσΦtΥt+1

EteσΦtΥt+1
. (63)

7.2.2. Outer Maximization with Implied Risk-Sensitive Recursion

Substitution as before yields the risk-sensitive recursion

V(Υt, kt, Qt) = max
ct ,Ht ,Et ,kt+1,Qt+1,Υt+1

u(ct, Ht) + Φt[Ωt − Υt] +Mt

+
β

σ
(logEteσVt+1 + logEteσΦtΥt+1). (64)

The first-order conditions for {kt+1, Qt+1, Υt+1} are

1 =
β

λt
Etn

p
t+1V kt+1

= βEtn
p
t+1

λt+1

λt
(1 − δ + Ykt+1), (65)

ϕt = βEtn
p
t+1VQt+1 = βEtn

p
t+1(ϕt+1 + λt+1xt+1Dt+1Ft+1) (66)

Φt = −VΥt+1 = Φt+1 =
mp

t+1

np
t+1

Φt. (67)

Those for {c, H, E} remain the same as before.
A special case:

1. The consumer has rational expectations (mp = 1). As noted earlier, this case has been
widely treated in papers on robust climate policy.

7.3. Pessimistic Planner, Pessimistic Consumer

This section treats a variation on the preceding belief regime by replacing its skeptical
consumers with the pessimistic consumers from Section 3.4. Doing so will require adding
two more implementability constraints: (1) the law of motion for the households’ worst-
case beliefs Mc

t in (43), because the authority needs to keep track of its evolution, and (2)
the consumer’s risk-sensitive utility recursion (44), because increments to the worst-case
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likelihood ratio Mc
t are determined by that household’s utility Ut.29 For this policy maker,

the Bellman recursion is,

Vt(Υt, kt, Qt) = max
ct ,Et ,kt+1,Qt+1Υt+1,Mc

t ,Ut
min
nt+1,

u(ct)− β

σ
Et(nt+1 log nt+1)

+ βEtnt+1Vt+1(Υt+1, kt+1, Qt+1)

+ Φt[Ωt + βEt
Mc

t+1
Mc

t
Υt+1 − Υt] +Mt

+ βEtμt+1

[
eσcUt+1

EteσcUt+1
Mc

t − Mc
t+1

]

+ εt

[
u(ct, Ht) +

β

σc logEteσcUt+1 − Ut

]
+Mt,

where μt+1 and εt are the Lagrangian shadow prices for the law of motion for Mc
t+1 and

the consumer’s worst-case utility Ut, respectively.

Outer Maximization with Implied Risk-Sensitive Recursion

With mc computed by the consumer in Section 3.4,

mc
t+1 =

Mc
t+1

Mc
t

=
eσnUt+1

EteσnUt+1
,

and np the worst-case multiplier chosen by this planner,

np
t+1 =

eσnVt+1

EteσnVt+1
,

the risk-sensitive recursion to be solved under dual ambiguities is,

V(Υt, kt, Qt) = max
ct ,Et ,Mc

t ,Utkt+1,Qt+1,Υt+1
u(ct) + Φt[Ωt + βEt

Mc
t+1

Mc
t

Υt+1 − Υt]

+
β

σ
logEteσVt+1 + βEtμt+1

[
eσcUt+1

EteσcUt+1
Mc

t − Mc
t+1

]

+ εt

[
u(ct, Ht) +

β

σc logEteσcUt+1 − Ut

]
+Mt.

The first-order condition for c changes a little from before and becomes

ct : λt = [1 + εt]uc + Ωct Φt, (68)

while the condition for E remains (51). The first-order conditions for {kt+1, Qt+1, Υt+1} are

1 = βEtn
p
t+1

λt+1

λt
(1 − δ + Ykt+1), (69)

ϕt = βEtn
p
t+1VQt+1 = βEtn

p
t+1(ϕt+1 + λt+1xt+1Dt+1Ft+1), (70)

Φt+1 =
mc

t+1

np
t+1

Φt, (71)

0 ≤ Φt[Ωt +Etmc
t+1Υt+1 − Υt]. (72)

From (71), Φt is the submartingale:

EtΦt+1 ≥ Etmc
t+1

Etn
p
t+1

Φt = Φt, (73)
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unless the wealth constraint is nonbinding, when, by the Kuhn-Tucker condition (72),
Φt = 0. Finally, given endogenous belief distortions Mc in the private sector, the first-order
conditions with respect to Mc

t and Ut are

Mc
t : μt − Φt−1

Mc
t−1

Υt = βEtmc
t+1

(
μt+1 − Φt

Mc
t

Υt+1

)
, (74)

Ut : εt = σcmc
t Mc

t−1(μt −Et−1mc
t μt) + mc

t εt−1. (75)

The forward solution of (74) implies that the shadow value of increasing mc
t is propor-

tional to the value of debt (to the consumer) in units of the marginal utility of consumption,

μt =
Φt−1

Mc
t−1

Υt =
Φt−1

Mc
t−1

uc,tbt, (76)

obtained by using (42). Substituting this in (75) yields

εt = σcΦt−1mc
t uct(bt −Et−1mc

t bt) + mc
t εt−1, (77)

where the term in parentheses is the innovation in government debt, with positive surprises
producing a negative shock to the pessimistic likelihood ratio.

8. The Equilibrium Price of Capital

The consumption Euler condition (68) implies the discount factor,

�∗t+j,t ≡ β
λt+j
λt

= β
(1+εt+j)uct+j+Ωct+j Φt+j

(1+εt)uct+Ωct Φt

= β
uct+j
uct

1+εt+j+[1−γ+γϑt+1]Φt+j
1+εt+[1−γ+γϑt ]Φt

≡ Ψ(εt+j, n∗
t+j)�t+j,t,

(78)

where

Ψ(εt+j, n∗
t+j) =

1 + εt+j + [1 − γ + γϑt+j]n∗
t+jΦt+j−1

1 + εt + [1 − γ + γϑt]Φt
, (79)

ϑt =
Ht+gt

ct
is the inverse of the average propensity to consume, namely the ratio of wage

income plus the lump-sum rebate to consumption, and n∗
t+j, associated with the planner’s

implementability constraint on household wealth, varies according to policy regime as
shown in Table 1. The shadow prices μ and ε are zero, except when the private sector has
pessimistic beliefs m = mc.

For the Ramsey plans derived previously, the conditions for capital k imply the
distorted discount factor,

�∗∗t+j,t ≡ n∗∗
t+jβ

λt+j

λt
= n∗∗

t+jΨ(εt+j, n∗
t+j)�t+j,t, (80)

where, like n∗
t+j, n∗∗

t+j varies by belief regime as shown in Table 1.30 Note that from (78)
and (80), the discount factor �∗∗t+j,t is an n∗∗-distorted version of the previous consumption
discount factor �∗t+j,t. The corresponding t + j distorted equilibrium price of capital is

p̂∗∗t+j,t = n∗∗
t+j p̂

∗
t+j,t. (81)
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Table 1. Equilibrium Arrow–Debreu prices in alternative belief regimes.

m n∗ n∗∗ p̂ p̂∗ p̂∗∗

Skeptical consumers

Political planner ms 1 nPO ms p Ψ(0, 1)p nPOΨ(0, 1)p
Paternalistic planner ms nPA 1 ms p Ψ(0, nPA)p Ψ(0, nPA)p
Pessimistic planner ms mp

np np ms p Ψ(0, mp

np )p npΨ(0, mp

np )p
Pessimistic consumers

Pessimistic planner mc mc

np np mc p Ψ(ε, mc

np )p npΨ(ε, mc

np )p

9. A Comment about Methodology

In the extant literature, the typical approach to finding analytically tractable solutions
to the kind of maximin dynamic programming problems posed in Section 7 is to form
their Isaacs-Bellman-Flemming equations that involve guessing and verifying functional
forms as well as specifying detailed assumptions regarding preferences and probability
distributions. See for example Hennlock (2009) and Li et al. (2016). As a bit of an exception,
Anderson et al. (2013) do provide some analytic insights based on their problem’s first-
order conditions, especially regarding the importance of the role of deep uncertainty in
measuring the TCRE parameter defined in Section 4. However, they leave more detailed
conclusions to an evaluation of numerical solutions of their stochastic finite-horizon robust
optimization problems.

An innovation of this paper is to derive specific and detailed formulas for the social
cost of carbon and both carbon and capital taxes through evaluations of the Euler conditions
derived from optimization. As will become apparent in the next three sections, each case
will reveal important roles for certain second-order moments in the economy, specifically
for a number of covariances between measures of the martingale belief distortions and a
variety of economic variables, including net returns to fossil energy and capital that arise
as a consequence of evaluating the expectations of products of random variables.

Given some key assumptions and a number of results stated as lemmas in Section 13.1,
it becomes possible to sign these covariances, allowing us to determine with fair accuracy
the likely signs of ambiguity premiums that must be added to the social cost of carbon, the
carbon tax, and any capital subsidy in the various belief regimes analyzed in this paper.

10. The Social Cost of Carbon

The generic form of the first-order condition for carbon stores Qt, based (alternatively)
on (56), (61), (66) and (70), is

ϕt = βEtn∗∗
t+1(ϕt+1 + λt+1xt+1Dt+1Ft+1). (82)

Defining the marginal-utility scaled shadow price �t = ϕt/λt, this becomes

�t = Etn∗∗
t+1β

λt+1

λt
(�t+1 + xt+1Dt+1Ft+1)

≡ Et�
∗∗
t+1[�t+1 + xt+1Dt+1Ft+1]. (83)

Formula (83) gives a recursion for worst-case climate-caused damages from the point
of view of a planner who may or may not be facing ambiguity, depending on n∗∗. The social
cost of carbon is its forward solution,

�t = Et lim
T→∞

T

∑
j=0

(
t

∏
i=0

p∗∗t+i,t)xt+jDt+jFt+j. (84)

Formula (84) reveals that damages are priced at p∗∗t+j,t = �∗∗t+j,tπt+j, i.e., the current t-
period robust Arrow–Debreu price of capital in Formula (81), demonstrating an equivalence
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between capital and climate damages. In essence, accumulated carbon emissions constitute
a negative asset that, in a competitive economy, is optimally priced like any other asset.31

It is convenient to define the instantaneous undistorted social cost of carbon,

Λt+1 ≡ �t+1[�t+1 + xt+1Dt+1Ft+1], (85)

and also
f (Φt, εt) ≡ 1

1 + εt + Φt[1 − γ + γϑt]
≤ f (Φt, 0) < f (0, 0) = 1, (86)

where ϑt =
Ht+gt

ct
∀t. Then use (78) and (79) to write the worst-case social cost of carbon

(83) as a distortion of Λt+1

�t = Etn∗∗
t+1Ψ(εt+1, n∗

t+1)Λt+1

= f (Φt, εt)Et
[
n∗∗

t+1Λt+1
(
1 + εt+1 + [1 − γ + γϑt+1]n∗

t+1Φt
)]

. (87)

Notably, the SCC is the sum of two parts.
The first part is

I : f (Φt, εt)(1 + εt+1)Et
[
n∗∗

t+1Λt+1
]
,

which discounts future damages valued at the planner’s n∗∗-distorted price of damages.
Based on Table 1, n∗∗ is nPO for the political planner, 1 for the paternalistic planner, and np

for the pessimistic planner facing either climate-skeptic or climate-pessimistic consumers.
The second part is

I I : f (Φt, εt)Et
[
n∗∗

t+1n∗
t+1Λt+1(1 − γ + γϑt+1)Φt

]
,

which augments damages in part I with the value of the planner’s implementability con-
straint (if binding) at the n∗-distorted price of the net benefits of fossil energy. Based on
Table 1, the combined ambiguity distortion n∗ × n∗∗ is nPO for the political planner, nPA for
the paternalistic planner, mp for the pessimistic planner facing climate-skeptical consumers,
and mc for the pessimistic planner facing climate-pessimistic consumers.

In the special instance when beliefs are rational and homogeneous, and the Ramsey
planner’s implementability constraint (39) is not binding (Φt = 0), the social cost of carbon
is the expected value of Λt+1 (see for example Golosov et al. (2014)),

�SP
t = Et�t+1[�t+1 + xt+1Dt+1Ft+1] = EtΛt+1 ≡ Λs

t . (88)

11. The Carbon Tax

The conventional formula for the optimal carbon tax, as derived in Golosov et al. (2014), is

Social Planner′s CarbonTax : τe−SP
t = �SP

t = Λs
t . (89)

This section shows that when beliefs are heterogeneous, the preceding formula for the
carbon tax is inadequate.

The Ramsey planner’s first-order condition (51) with respect to energy Et is

YEt λt − ϕt = υ,

where Y is defined in (20). Advancing one period and taking discounted expectations, the
preceding expression implies,

Etβ
(
YEt+1 λt+1 − ϕt+1

)
= υ.
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Together, these two expressions imply

Et
β

λt+1
λt

(YEt+1 − ϕt+1/λt+1)

YEt − ϕt/λt
= Et

�∗t+1(YEt+1 − �t+1)

YEt − �t
= 1. (90)

In Formula (90), �∗t+1,t is the discount factor a Ramsey planner applies to future
expected excess returns to energy over the social cost of carbon—which I shall call the Net
Social Benefit of Carbon. The corresponding t + j equilibrium price of fossil energy is

p̂∗t+j,t = �∗t+j,tπt+j(xt+j|xt). (91)

Market equilibrium requires that returns to all assets and activities be equal:

Et

[
�∗t+1(YEt+1 − �t+1)

YEt − �t

]
= Et�

∗∗
t+1(1 − δ + Ykt+1) = 1, (92)

where the right-hand side comes from Euler Equation (55) (or (60), (65), (69)).
Formula (92) is a version of Hotelling’s welfare-optimal rule and posits that, in equi-

librium, the expected socially optimal pre-tax gross return on the extant stock of fossil
fuel remaining in the ground, which society discounts with stochastic discount factor
�∗, is equal to the expected pre-tax gross return to capital in place, discounted using the
government’s SDF �∗∗. By comparison, Hotelling’s rule, when derived for laissez-faire in
(31), posits an equivalence between the private after-tax return to fossil fuel in the ground
and the private after-tax gross return to the extant stock of capital, discounted using the
private sector’s distorted SDF �̂t+1. Since both �∗t+1 and �̂t+1 may reflect ambiguous beliefs,
formula (92) is potentially a robust version of Hotelling’s rule. Note that the expected sign
of the numerator is positive (or negative) in period t + 1 if its sign is positive (or negative)
in period t.

Market equilibrium for the price of fossil energy pe = YE was previously derived as
obeying the difference Equation (28),

YEt − τe
t = Et�̂t+1(YEt+1 − τe

t+1), (93)

while, from (90), a socially optimal energy price must obey the rule

YEt − �t = Et�
∗
t+1(YEt+1 − �t+1).

Since, in equilibrium, both expressions must hold, subtract the first from the second
equation to eliminate YEt :

τe
t − �t = Et�

∗
t+1[YEt+1 − �t+1]−Et[�̂t+1(YEt+1 − τe

t+1)]

+ Et�̂t+1�t+1 − Et�̂t+1�t+1

= Et�̂t+1[τ
e
t+1 − �t+1] +Et�

∗
t+1[YEt+1 − �t+1]−Et�̂t+1(YEt+1 − �t+1).

Adding and subtracting Et�̂t+1�t+1 yields

τe
t − �t = Et�̂t+1[τ

e
t+1 − �t+1] +EtZt+1, (94)

where

Zt+1 = (�∗t+1 − �̂t+1)(YEt+1 − �t+1),

is the difference between the government’s discounted Net Social Benefit of fossil fuel and
the private sector’s discounted Net Social Benefit, where, from (90), YEt+j ≥ �t+j. Intuitively,
the carbon tax exceeds the social cost of carbon � in every period if ∀j > 0, the social
discount factor is higher than the private discount factor, �∗t+j ≥ �̂t+j. So if, in every period,
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the private sector is more myopic, i.e., less patient with respect to returns to fossil fuels
than the planner, the government will add a premium to the carbon tax above the expected
social cost of carbon �. Exactly how and by how much, is determined as follows.

Lemma 1 (The carbon tax). The carbon tax is the sum of two terms: (1) the expected social cost
of carbon �t and (2) a premium χt:

τ̂e
t = �t + χt, (95)

where, utilizing (17),

χt ≡ Et

∞

∑
j=0

j

∏
i=0

�̂t+iZt+j = Et

∞

∑
j=0

βj

(
j

∏
i=1

mt+i
uc(xt+i)

uc(xt)

)
Zt+j

= Et

∞

∑
j=0

Mt+j

Mt
�t+j,tZt+j = Et

∞

∑
j=0

p̂t+j,t(�
∗
t+j − �̂t+j)(YEt+j − �t+j) (96)

= Et

∞

∑
j=0

p̂t+j,tZt+j.

Proof. Solve the difference Equation (94).

The first component of τ̂e is the Social Cost of Carbon previously derived that may or
may not already contain an ambiguity-related premium. The second component adds a
further ambiguity premium depending on belief regime. In essence, a government uses this
formula to impose a premium on (or grant a discount toward) the carbon tax if cumulative
expected differentially discounted net private benefits of fossil fuel are positive (or negative),
where the sign and size of the premium (or discount) χt depends on the signs and sizes
of all future Zt+j priced at p̂t+j,t that need to be determined. Note that in Formula (96),
p̂t+j,t(YEt+j − �t+j) is the (possibly belief distorted) market value of the excess of private
returns of fossil fuels over their social cost in period t + j. The premium χt is the expected
sum of all such terms, each multiplied by the difference between the government’s and
the private sector’s discount factor. In general, the premium is positive if the public is
myopic compared with the planner: �∗t+j − �̂t+j > 0 in all periods. Intuitively, a skeptical
consumer who disbelieves the seriousness of climate change, will tend to use more energy
than warranted from society’s point of view because it myopically undervalues future
climate costs. By contrast, a pessimistic private sector would opt to use less. As will
become apparent later, this calculus is modified, if the authority itself has ambiguity about
private beliefs.

An asset-pricing interpretation of (95) is that the optimal carbon tax is the sum of two
possibly robust asset prices: (1) expected cumulative fossil fuel damages per unit of carbon
valued at prices p∗∗t+j in (84), and (2) cumulative net private benefits per unit of carbon
over the social cost of carbon, valued at p̂t+j and weighted by the difference in discount
factors �∗t+j − �̂t+j. The interpretation of τ̂e

t as the potentially robust price of an underlying
asset—the government-imposed cap on emissions—extends a result by Belfiori (2017), who
also derived an equivalence between the optimal carbon tax and the optimal price of traded
carbon permits in an economy with a cap and trade.

The case of a social planner under rational expectations, in which Φ = 0 and beliefs
are undistorted and homogeneous, is a suitable benchmark for comparison. However, it is
exceptional in that in all other policy/belief regimes, the government may either impose
a premium or give a concession. The premium (or concession) in Formula (96) is the
expected value of the sum of products of random variables over all t + j, so the sign is not
obvious from inspection, although it can be deciphered via decomposition into covariance
components derived in Appendix D, which distinguishes between two cases for each of
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the possible policy regimes when either (1) the wealth constraint in (39) is binding (Φt > 0),
implying Ramsey planning, or (2) it is not (Φt = 0), implying social planning.

To pursue this, define a new variable Ξe
t+j as the weighted proportional difference

between the two stochastic discount factors �∗t+j and �̂t+j:

Ξe
t+j ≡ ςe

t+j

�∗t+j − �̂t+j

�̂t+j
= ςe

t+j

(
�∗t+j

�̂t+j
− 1

)
, (97)

where

ςe
t+j ≡

�̂t+j(YEt+j − �t+j),

Et�̂t+j(YEt+j − �t+j),
=⇒ Etς

e
t+j = 1, (98)

is the j-th period’s normalized discounted excess return to fossil energy over the social cost
of carbon. Utilizing (78), Ξe

t+j is

Ξe
t+j = ςe

t+j(
Ψ(εt+j, n∗

t+j)

mt+j
− 1), (99)

where Ψ(εt+j, n∗
t+j) is defined in (79). Notice that Ξe depends on the government’s be-

lief multiplier n∗ which varies according to policy regime, as shown in Table 1, and on
the private sector’s belief distortion mt+1 = mc

t+1 when consumers are pessimistic and
mt+1 = ms

t+1 when they are skeptical. Importantly, whereas ms is an exogenous martingale
process, mc is the pessimistic consumer’s worst-case multiplier that depends on continua-
tion utility as derived in (6). From the preceding, using (78) and (79), the expected value of
Ξe

t+j is

EtΞe
t+j = Et

�∗t+j − �̂t+j

�̂t+j
ςe

t+j

= Et

[(
1

mt+j

1 + εt+j + [1 − γ + γϑt+j]n∗
t+jΦt+j−1

1 + εt + [1 − γ + γϑt]Φt
− 1

)
ςe

t+j

]
. (100)

Note that (100) gives the difference between two non-centered covariances with the
normalized discounted excess return to fossil energy, one involving the government’s and
the other the private sector’s stochastic discount factor.

Lemma 2 is key to determining the sign of the carbon tax premium. Based on (95),

Lemma 2.

sign χt = sign[τ̂e
t − �t] = sign EtΞe

t+j ∀j. (101)

Proof. First,
EtZt+j � 0, i f EtΞe

t+j � 0, j = 1, · · ·∞.

To show this, multiply and divide Zt+j by �̂t+jEt�̂t+j(YEt+j − �t+j):

Zt+j = Zt+j
�̂t+j

�̂t+j

Et�̂t+j(YEt+j − �t+j)

Et�̂t+j(YEt+j − �t+j)

=

[
�̂t+j(YEt+j − �t+j)

Et�̂t+j(YEt+j − �t+j)

�∗t+j − �̂t+j

�̂t+j

]
Et�̂t+j(YEt+j − �t+j)

=

[
ςe

t+j

�∗t+j − �̂t+j

�̂t+j

]
Et�̂t+j(YEt+j − �t+j)

= Ξe
t+jEt�̂t+j(YEt+j − �t+j), (102)

=⇒ EtZt+j = EtΞe
t+jEt�̂t+j(YEt+j − �t+j),
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where, from (90), YEt+j ≥ �t+j. It follows that EtZt+j and EtΞe
t+j have the same sign.

Finally, with �t defined in (84), the lemma follows from Formulas (96) and (102).

In the absence of any known time-dependent anomalies, there is no reason to believe
that the sign of EtΞe

t+j is different at different times, justifying

Assumption 1. sign Et ∑∞
j=0 Ξe

t+j = sign EtΞe
t+j ∀j

Since in (96), the sign of χt depends on the sign of all its future expected elements,
Et p̂t,t+jZt+j, we require

Lemma 3. If EtΞe
t+j � 0 for any j ≥ 0, then χt � 0 for any j ≥ 0.

Proof. First, in (96),

Et p̂t+j,tZt+j � 0, i f ∀j ≥ 1, Et p̂t+j,tΞe
t+j � 0.

The lemma follows by applying Assumption 1, and (96) and (102).

A suitable formula for the carbon tax in terms of the Ξe
t+j is found by substituting (96)

and (102) into (95):

τ̂e
t = �t +Et

∞

∑
j=0

p̂t+j,tΞe
t+j�̂t+j(YEt+j − �t+j). (103)

The essence of the preceding is that if we know the sign of Ξe
t+j for any j, then we shall

know the sign of any premium χt over the standard carbon tax. The implications of this for
the different belief regimes are stated in several propositions in Section 13.

12. An Ex Ante Tax on Capital

While pe
t(xt) and τe

t (xt) are uniquely determined in (24) and (95), respectively, it is
easy to demonstrate, following Chamley (1986), Zhu (1992), and Chari et al. (1994), that
a state-by-state capital income tax is not uniquely determined because an implementable
allocation {b, k, Q} that uniquely determines household wealth W in (36) can be obtained
by a multiplicity of capital tax and bond policies {τk, b} at prices { p̂, r}.32 However, across
states of nature, the history-dependent value of tax payments is fully determined. So with
this in mind, define the effective or ex ante tax rate on capital as the ratio of the prices of
two “assets”, one yielding a stream of tax revenues and the other yielding a stream of gross
before-tax capital returns, conditional on history xt, where the latter is defined by

τ̄k
t+1(xt) ≡ Et p̂t+1,t(xt+1, xt)τk

t+1(xt+1)(Ykt+1(xt+1)− δ)

Et p̂t+1,t(xt+1, xt)(Ykt+1(xt+1)− δ))
. (104)

In this formula, the ex ante tax rate τ̄k
t+1(xt) is the ratio of expected tax revenues

to expected gross returns from capital, conditional on history xt and valued at possibly
distorted Arrow–Debreu prices p̂.

With the use of (14), (104) is re-written as

τ̄k
t+1(xt) ≡ Et p̂t+1,t(xt+1, xt)[1 − δ + Ykt+1(xt+1)]− 1

Et p̂t+1,t(xt+1, xt)(Ykt+1(xt+1)− δ)
,

=
Et�̂t+1[1 − δ + Ykt+1 ]− 1

Et�̂t+1(Ykt+1 − δ)
. (105)
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Based on consumption-Euler Equations (50) or (68),

1 = Etn∗∗
t+1β

λt+1

λt
(1 + Ykt+1 − δ)

= Etn∗∗
t+1β

[1 + εt+1]uct+1 + Ωct+1 Φt+1

[1 + εt]uct + Ωct Φt
(1 + Ykt+1 − δ) (106)

= Etn∗∗
t+1β

1 + εt+1 + [1 − γ + γϑt+1]n∗
t+1Φt+j−1

1 + εt + [1 − γ + γϑt]Φt
(1 + Ykt+1 − δ),

the government discounts gross returns to capital in period t + 1 using �∗∗, derived in
(79), which is also used to discount future damages resulting from fossil use in (84), as
shown earlier, where the distorting factor n∗∗

t+1varies according to belief regime as detailed
in Table 1.

Substituting (107) into (105), an alternative expression for τ̄k
t is

τ̄k
t+1 =

Et[(�̂t+1 − �∗∗t+1)(1 − δ + Ykt+1 ]

Et[�̂t+1(Ykt+1 − δ)]
. (107)

Noteworthy in this expression is that it echoes the expression in (96) determining the
sign of the carbon tax premium, likewise depending on the difference between the private
sector’s discount factor and that of the government, �̂t+1 − �∗∗t+1. Simply put, the numerator
in (107) is the difference between two non-centered covariances between the stochastic
pre-tax return 1 − δ + Ykt+1 and the private sector’s and the government’s SDF, respectively.
In general terms, the ex ante tax on capital is negative if the private sector is more myopic,
i.e., less patient with respect to returns to capital than the government, specifically, if the
covariance of private returns with the private stochastic discount factor is less than the
corresponding covariance with the planner’s stochastic discount factor. Conversely, if
private returns are better correlated with the government’s stochastic discount factor, or
are equal to it, then the average tax is positive or zero. Earlier literature by Chamley (1986),
Judd (1985), and Atkeson et al. (1999), concludes that in a deterministic economy with
time-additive preferences, the optimal ex ante tax on capital is zero, except possibly at time
0. Subsequently, Chari et al. (1994) and Zhu (1992) found that in a stochastic economy
with homogeneous beliefs, the tax is positive (or negative) if a weighted average of the
change in period elasticities of the utility function is positive (or negative). Below, I shall
show how a divergence in beliefs between the private sector and government produces
a gap between the government’s and the private sector’s discount factors that contribute
additional motives to subsidize or penalize capital, depending on the source of ambiguity.

Now mimic expression (100) and define the weighted proportional difference between
the private and the government’s stochastic discount factors,

Ξk
t+1 ≡ ςk

t+1
�̂t+1 − �∗∗t+1

�̂t+1
= ςk

t+1(1 −
�∗∗t+1
�̂t+1

) = ςk
t+1(1 −

n∗∗
t+1

mt+1
Ψ(εt+1, n∗

t+1)), (108)

where

ςk
t+1 ≡ �̂t+1[1 − δ + Ykt+1 ]

Et[�̂t+1(1 − δ + Ykt+1)]
, (109)

is the normalized discounted gross return to capital, such that Etς
k
t+1 = 1, and where

Ψ(εt+1, n∗
t+1) is defined in (79). The next lemma proves that the sign of the capital tax

equals the sign of EtΞk
t+1:

Lemma 4.

τ̄k
t+1 � 0, i f EtΞk

t+1 � 0. (110)
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Proof. Use (109) in (108) and write,

EtΞk
t+1 ≡ Et[ς

k
t+1

�̂t+1 − �∗∗t+1
�̂t+1

]

= Et[
�̂t+1[1 − δ + Ykt+1 ]

Et[�̂t+1(1 − δ + Ykt+1)]

�̂t+1 − �∗∗t+1
�̂t+1

] (111)

=
Et[�̂t+1(Ykt+1 − δ)]

Et[�̂t+1(1 − δ + Ykt+1)]
τ̄k

t+1,

where the last term is obtained by multiplying and dividing by Et[�̂t+1(Ykt+1 − δ)] and
using (107). The proof follows by observing that the term multiplying τ̄k

t+1 is positive.

For later use, re-write (111) as

EtΞk
t+1 = Etς

k
t+1

(
1 − n∗∗

t+1
mt+1

1 + εt+1 + [1 − γ + γϑt+1]n∗
t+1Φt

1 + εt + [1 − γ + γϑt]Φt

)
,

= Etς
k
t+1

(
1 − f (Φt, εt)

n∗∗
t+1

mt+1
(1 + εt+1 + [1 − γ + γϑt+1]n∗

t+1Φt

)
. (112)

13. Policy Implications of Belief Heterogeneity and Ambiguity

13.1. Preliminary Results

Having derived formulas for the expected social cost of carbon, and carbon as well as
capital taxation, we are now prepared to consider the policy implications for the various
belief regimes, with particular focus on any premia or surcharges that may arise as a
consequence of belief distortions and ambiguities. The results are summarized in six
propositions. As will become apparent, the sign and size of surcharges on the carbon tax
and those of the ex ante tax on capital will depend on the signs of several key second-order
moments, namely covariances involving measures related to the state of the economy, ςk

and ςe, the average propensity to consume out of disposable income ϑ, and measures of the
intensity of robustness concerns reflected in the endogenous worst-case belief distortions
mc, mp, np, nPOL, nPAT that arise from evaluating Formulas (87), (100), and (112) containing
the expectations of products and ratios of random variables. The resulting expressions
involve sums of expectations of their individual components and their covariances, known
to be non-trivial because, as shown later, the assumption of endogeneity means that all
involved variables are functions of the fundamental climate shock process xt and are
therefore related to each other. The manner of deconstructing optimal tax policy applied in
this paper is novel in the literature, which has mostly had to rely on simulations to quantify
policy effects, and should be considered a unique contribution of this paper.

The signs of the covariances needed to evaluate expectations and to prove later
propositions are not always clear from intuition and need to be formally derived and
stated in the form of several lemmas.

Assumption 2.
dct+1
dxt+1

≤ 0.

It is generally assumed that consumption declines with global warming (see Frankhouser
and Tol 2005; Weitzman 2009).

Lemma 5.
d�̂t+j

dxt+j
> 0.
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Proof.

d�̂t+j

dxt+j
= βMt+j

d
uct+j
uct

dxt+j
+ β

uct+j

uct

dMt+j

dxt+j

= −βMt+j

(
ct

ct+j

)γ(
γc−1

t+j
dct+j

dxt+j

)

+ β

(
ct

ct+j

)γ
dMt+j

dxt+j
> 0,

where first terms in each line are positive by Assumption 2, and the second lines are also

positive since
dMt+j
dxt+j

> 0 if M = Mc, and zero otherwise.

Assumption 3.
dkt+1
dxt+1

< 0.

Li et al. (2016) assume that capital utilization declines upon a climate cost shock.
Frankhouser and Tol (2005, p. 5) observe that “the overall effect of climate change on the
accumulation of capital is in principle ambiguous”, but that “it seems safe to speculate that
the capital accumulation effect will probably be negative”. More recent evidence that a
significant portion (50%) of total GDP losses can be attributed to disincentives to invest
capital is less ambiguous (see Willner et al. 2021).

Assumption 4.
dHt+1
dxt+1

≤ 0.

Labor input likely declines as a result of a climate cost shock since, as documented in
Dasgupta et al. (2021); Kjellstrom (2014); Kjellstrom et al. (2009); Somanathan et al. (2018),
productive labor is lost as a consequence of warming, justifying

Assumption 5.
dEt+1
dxt+1

� 0.

Wilbanks et al. (2008) find that climate warming reduces energy use and production,
as verified by the BEA (BEA 2019), although, as an Environmental Protection Agency
web page, deleted by the Trump Administration in 2017 but saved and still available on
(EPA 2017), reports, climate warming may lead to partially offsetting heating and cooling
demands.

Lemma 6.

dYzi,t

dxt
= −(Q0 − Qt)DtFzi,t +

n

∑
j=1

∂Yzi,t

∂zj,t

dzj,t

dxt
,

≈ −(Q0 − Qt)DtFzi,t < 0, (113)

for all factors of production, k, E, and H.

Proof. The signs of
dzj,t
dxt

are given in Assumptions 3–5, and
∂Yzi,t
∂zj,t

> 0. Recent literature
(Dasgupta et al. 2021; Njuki et al. 2020; Zhang et al. 2017) suggests that the indicated sum is
likely negative but small, leaving as main driver of climate cost shocks their effects on total
factor productivity, here basically represented by the damage function.

Assumption 6.
dbt+1
dxt+1

> 0.
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The effect of a climate shock on debt bt can plausibly be said to be positive. In their
study of Columbia and Peru, Maldonado and Gallagher (2022) provide some evidence that
climate shocks significantly affect public debt trajectories towards significantly higher levels
and, in some cases, raise probabilities of increasing debt during climate stress. Nor do devel-
oped economies in Europe seem to be immune from this effect. For example, Zenios (2022)
combined projections from the IMF World Economic Outlook with simulations of ver-
sions of an IAM model obtained from Emmerling et al. (2016) and Gazzotti et al. (2021) to
show that climate shocks will raise the sovereign debt-to-GDP ratio in Italy and Cyprus
over time.

Lemma 7.
dmc

t+1
dxt+1

≥ 0.

Proof. From (6),

dmc
t+1

dxt+1
=

∂mc
t+1

∂Ut+1

dUt+1

dxt+1
= σcmc

t+1(1 − mc
t+1)

dUt+1

dxt+1
.

The term multiplying dUt+1
dxt+1

is negative, indicating that decreases in Ut+1 raise mp
t+1

toward 1. The envelope conditions (10)–(12) imply

dUt+1

dxt+1
= Ukt+1

dkt+1

dxt+1
+ Ubt+1

dbt+1

dxt+1
+ UQt+1

dQt+1

dxt+1

= uct+1 [R
k
t+1

dkt+1

dxt+1
+

dbt+1

dxt+1
] ≤ 0,

if the negative effect on capital outweighs the presumably positive effect on debt. Otherwise,
the result follows from σc < 0 and mc ≤ 1.33

Lemma 8.

dnPO
t+1

dxt+1
> 0.

Proof. Evaluate

dnPO
t+1

dxt+1
=

∂nPO
t+1

∂Vt+1

dVt+1

dxt+1
+

∂nPO
t+1

∂Vt+1

dΥt+1

dxt+1

= σnPO
t+1(1 − nPO

t+1)

(
Vkt+1

dkt+1

dxt+1
+ VΥt+1

dΥt+1

dxt+1
+ Φ̄

dΥt+1

dxt+1

)
= σnPO

t+1(1 − nPO
t+1)

(
(1 − δ + Ykt+1)(uct+1 + Ωct+1 Φ̄)

dkt+1

dxt+1

)
+ σnPO

t+1(1 − nPO
t+1)

(
Φt

dΥt+1

dxt+1
− Φt+1

dΥt+1

dxt+1

)
= σnPO

t+1(1 − nPO
t+1)

(
(1 − δ + Ykt+1)(uct+1 + Ωct+1 Φ̄)

dkt+1

dxt+1

)
> 0,

which follows from σ < 0, nPO ≤ 1, envelope conditions (52) and (54), Euler condition (50)
with ξ = 0, from Assumption 3.34, and from the previous result that Ωct+1 > 0.35
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The preceding result accords with the properties 0 < nPO
t+1 ≤ 1, limσ↑0 nPO

t+1 → 1,
limσ↓−∞ nPO

t+1 → 0, and the partial derivative

∂nPO
t+1

∂σ
= (Vt+1 + ΦtΥt+1)(1 − nPO

t+1)n
PO
t+1 ≥ 0. (114)

As one might expect intuitively, increased ambiguity aversion (σ ↓) reduces nPO and
drives it towards zero, a result that echoes those in Gilboa and Schmeidler (1989) and
Millner et al. (2012).

Lemma 9.

dnPA
t+1

dxt+1
> 0.

Proof. From (39) and results (41),

dnPA
t+1

dxt+1
=

∂nPA
t+1

∂Υt+1

dΥt+1

dxt+1
= σΦtnPA

t+1(1 − nPA
t+1)

dΥt+1

dxt+1

= σΦtnPA
t+1(1 − nPA

t+1)

(
Ωct+1

dct+1

dxt+1

)
≥ 0.

Given σ < 0 and Assumption 2, this implies a positive correlation between nPA

and x.

By the preceding arguments,

Lemma 10.
∂np

t+1
∂xt+1

≥ 0.

Proof. The proof follows argument similar to the proof of Lemma 10.

The preceding discussion leads up to the following two lemmas:

Lemma 11. Given definition (109),
dςk

t+1
dxt+1

� 0.

Proof. Based on Lemma 5 and the result in (113),

dςk
t+1

dxt+1
=

d�̂t+1(1 − δ + Ykt+1)

dxt+1

= (1 − δ + Ykt+1)
d�̂t+1

dxt+1
+ �̂t+1

dYkt+1

dxt+1
> 0.

Lemma 12.
dςe

t+j

dxt+j
> 0 ∀j > 0.
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Proof. Use Lemma 5 and the result in (113) and note that, from Formula (98), the sign of
dςe

t+j
dxt+j

is the same as the sign of

d�̂t+j(YEt+j − �t+j)

dxt+j
= (YEt+j − �t+j)

d�̂t+j

dxt+j
+ �̂t+j

dYEt+j

dxt+j
> 0.

Lemma 13.
dΛt+j
dxt+j

≥ 0.

Proof. This follows from its definition in (85).

Assumption 7.

dϑt+j

dxt+j
=

d Ht+gt
ct

dxt+j
≈ 0.

Since climate lowers both income and consumption, the net effect on ϑ is likely
negligible, justifying an assumption that ϑ is not strongly negatively correlated with Λ, ςk,
ςe, mc, nPO, mc, nPA, and np, all of which are positively correlated with x.

Under the assumption that climate shocks are the sole stochastic process x driving the
economy, the next proposition reflects the fact that variables that are functions of x must
be correlated with each other. The signs of the covariances listed therein follow from the
preceding lemmas.

Lemma 14. Signs of key covariances
(i) The signs of cov(Λ, ϑ), cov(ςe, ϑ), cov(ςk, ϑ), cov(nPO, Λ), cov(nPO, Λϑ), cov(nPA, Λ),

cov(nPA, Λϑ), cov(nPA, ϑςe), cov(nPA, ςk), cov(nPA, ϑςk), cov(mPA, Λ), cov(mPA, ϑΛ),
cov(np, Λ), cov(np, ςk), cov(np, mc), cov(mp, ςk), cov(mp, Λ), cov(mp, ϑΛ), cov(mpςk, ϑ),
cov(mcmp, Λ), cov(mc, Λ), and cov(mc, ϑΛ) are positive.

(ii) The signs of cov(ςe, 1
mc ), cov(np, 1

mc ), cov(ςe, 1
np ), and cov(ϑςe, 1

np ) are negative.
(iii) The signs of cov(ςk, np

mc ), cov(ςe, np

mc ), cov(ςe, mp

np ), and cov(ςeϑ, mp

np ) are indeterminate.

The following propositions distinguish two situations: (i) when the implementability
(the marginal-utility-of-consumption value of household wealth) constraint is binding,
(Φ > 0), and (ii) when it is not, (Φ = 0). In the latter case, all policies revert to those of
an unconstrained social planner.36 To set a baseline for comparison, the first proposition
establishes results that obtain with homogeneous beliefs under rational expectations RE.

13.2. Homogeneous Beliefs

Proposition 1 (Benchmark rational expectations). If (i) beliefs are homogeneous and rational,
and (ii) labor income plus tax rebates as a proportion of consumption do not decrease over time in all
periods, then

1. The social cost of carbon exceeds the standard formulation Λs
t derived in (88) for a social

planner, unless Φ̄ = 0,

�RE
t = Λs

t + γΦ̄ f (Φ̄, 0)[(Etϑt+1 − ϑt)Λs
t + cov(Λ, ϑ)] ≥ Λs

t , Φ̄ > 0, ∀t,

= Λs
t , Φt = 0 ∀t.

2. The carbon tax premium is positive, unless Φ = 0,

EtΞe−RE
t+j = γΦ̄ f (Φ̄, 0)

[
Etϑt+j − ϑt + cov(ςe, ϑ)

]
> 0, Φ̄ > 0, ∀t

= 0, Φ̄ = 0 ∀t.
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3. The ex ante rate on capital is negative, unless Φ = 0,

EtΞk−RE
t+1 = −γΦ̄ f (Φ̄, 0)

[
Etϑt+1 − ϑt + cov(ςk, ϑ)

]
< 0, Φ̄ > 0, ∀t

= 0, Φ̄ = 0 ∀t.

This proposition sets up a background and baseline for comparison with the con-
clusions for the remaining belief regimes. It also establishes an important distinction
between social and Ramsey planning. For a social planner, defined as one for whom
the implementability constraint (39) is not binding (Φ = 0)—nor invoked in most of the
literature—the policy settings coincide with the formulas derived in Golosov et al. (2014)
for the optimal carbon tax and the social cost of carbon, and with the optimal tax on
capital derived by Zhu (1992), Chari et al. (1994), and Atkeson et al. (1999). By contrast, a
true Ramsey planner, being mindful of preferences and household budgets, adjusts all
calculations by factors involving the inter-temporal rate of substitution and the average
propensity to consume.

13.3. Heterogeneous Beliefs: Skeptical Consumers

The next proposition establishes that even without ambiguity, skepticism alters opti-
mal policy.

Proposition 2 (No ambiguity). By producing incentives to spend more on fossil energy and less
on capital than is socially optimal, the mere presence of skepticism is an inducement to the Ramsey
planner but not a social planner to raise the carbon tax and to subsidize capital, where

1. Social cost of carbon is higher than under RE, unless Φ = 0:

�t = �RE
t > Λs

t Φt > 0, ∀t,

= Λs
t Φt = 0;

2. The carbon tax is higher than under RE, unless Φ = 0:

EtΞe
t+j ≥ EtΞe−RE

t+j ≥ 0, Φt > 0 ∀t

= 0, Φt = 0;

3. Ex ante capital tax rate is less than under RE, unless Φ = 0:

EtΞk
t+1 ≤ EtΞk−RE

t+1 ≤ 0, Φt > 0 ∀t

= 0, Φt = 0.

This proposition highlights an intriguing point: having little faith in climate science,
climate skeptics might naturally want to pay a lower carbon tax. Yet, with manifestly poetic
justice, the very consequence of skepticism by itself is an increase in both the social cost of
carbon and the carbon tax, and a decrease in the tax on capital.

The next two propositions provide results for two regimes in which the Ramsey
planner faces a climate-skeptical public whose beliefs are not known and are, indeed
unknowable. The first regime is political in that the planner believes the unknown beliefs
of the private sector to be true. In the second regime, the planner is paternalistic in that it
believes the science model to be true.

Proposition 3 (Political planner). Ignorance of private beliefs believed to be true leads to the
following policy alterations:
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1. The social cost of carbon contains an ambiguity premium for both Ramsey and social plans:

�t = �RE
t + Φ̄ f (Φ̄, 0)

[
(1 − γ)cov(nPO, Λ) + γcov(nPO, Λϑ)

]
+ f (Φ̄, 0)cov(nPO, Λ) ≥ �RE

t , ∀t,

= Λs
t + cov(nPO, Λ) ≥ Λs

t , Φ̄ = 0;

2. The carbon tax is higher than under RE, unless Φ = 0:

EtΞe−PO
t+j ≥ EtΞe−RE

t+j ≥ 0, Φt > 0 ∀t,

= 0, Φt = 0;

3. Ex ante capital tax is lower than under RE, unless Φ = 0:

EtΞk−PO
t+1 ≤ EtΞk−RE

t+1 ≤ 0, Φ̄ > 0 ∀t

= 0, Φ̄ = 0.

The preceding proposition establishes that a political planner’s ignorance about private
beliefs, even if held to be correct, justifies a positive ambiguity premium for the social
cost of carbon, activated by correlations between the planner’s worst-case belief multiplier
nPO and the social cost of carbon that would apply if rational expectations prevailed. In
addition, unless the government is a social planner, ambiguity raises the carbon tax and
lowers the capital tax.

Proposition 4 (Paternalistic planner). Ignorance of private beliefs that the planner also believes
to be false leads to the following policy alterations:

1. The social cost of carbon contains an ambiguity premium, unless Φ = 0:

�t = �RE
t + Φt f (Φt, 0)

[
(1 − γ)cov(nPA, Λ) + γcov(nPA, Λϑ)

]
≥ �RE

t Φt > 0, ; ∀t,

= Λs
t , Φt = 0;

2. The carbon tax contains an ambiguity premium, unless Φ = 0:

EtΞe−PA
t+j ≥ EtΞe−RE

t+j + γΦt f (Φt, 0)cov(nPA, ςeϑ) ≥ EtΞe−RE
t+1

= ≥ 0, Φt > 0 ∀t,

= 0, Φt = 0;

3. The ex ante capital tax contains an ambiguity subsidy, unless Φ = 0:

EtΞk−PA
t+1 ≤ EtΞk−RE

t+1 − Φt f (Φt, 0)
[
1 + γcov(nPA, ςk) + γcov(nPA, ςkϑ)

]
≤ EtΞk−RE

t+1 ≤ 0, Φt > 0 ∀t,

= 0, Φt = 0.

The main distinction between a political and a paternalistic planner, as defined in this
paper, is that for the latter, an ambiguity premium for the social cost of carbon applies only
if the government is a Ramsey planner and not a social planner. For both types of Ramsey
planner, a positive ambiguity premium on the social cost of carbon is optimal because the
planner’s worst-case martingale belief distortion correlates with the certainty-equivalent
version of the social cost of carbon.
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The next proposition introduces the possibility of the government itself having doubts
about the model.

Proposition 5 (Pessimistic planner—skeptical consumer). Ignorance of private beliefs that
the government believes to be false, in combination with a planner’s doubts about the model, leads to
the following policy alterations:

1. The social cost of carbon contains an ambiguity premium in both Ramsey and social plans:

�t ≥ �RE
t + f (Φt, 0)cov(np, Λ)

+ f (Φt, 0)Φt[(1 − γ)cov(mp, Λ) + γcov(mp, ϑΛ)] ≥ �RE
t , Φt > 0

≥ �RE
t + cov(np, Λ) ≥ �RE

t , Φt = 0 ∀t.

2. The carbon tax contains a positive or negative ambiguity premium, unless Φ = 0:

EtΞe
t+j ≥ EtΞe−RE

t+j + (1 − γ)Φt f (Φt, 0)
[

cov(mp,
1

np ) + cov(ςe,
mp

np )

]
+ γΦt f (Φt, 0)

[
cov(ϑ, ςe) + cov(mp,

1
np ) + cov(ςeϑ,

mp

np )

]
� Ξe−RE

t+j , Φt > 0 ∀t

= 0, Φt = 0.

3. The ex ante capital tax is a subsidy in both Ramsey and social plans:

EtΞk−R−s
t+1 ≤ EtΞk−RE

t+1 − f (Φt, 0)[cov(ςk, np) + (1 − γ)cov(ςk, mp)]

− γΦt f (Φt, 0)cov(ϑ, ςkmp)] ≤ EtΞk−RE
t+1 ≤ 0, Φt ≥ 0,

= −cov(ςk, np)− (1 − γ)cov(ςk, mp) ≤ 0, Φt = 0.

Consistent with Propositions 3 and 4, the marginal contribution of an increased
correlation between the government’s ignorance of skeptical private beliefs mpπ with the
normalized discounted excess return to fossil energy over the social cost of carbon ςe or
the discounted gross return to capital ςk, is to raise both the social cost of carbon and the
carbon tax, and to lower the ex ante tax on capital. The marginal contribution of correlations
involving the planner’s own model doubts is to raise the social cost of carbon and to lower
both the carbon tax and the ex ante tax on capital.

In the next and final proposition, the government remains pessimistic, but consumers
are pessimistic rather than skeptical.

13.4. Heterogeneous Beliefs: Pessimistic Consumers

Proposition 6 (Pessimistic planner—pessimistic consumer). The combination of pessimism
in the private sector and the government’s pessimism has the following implications:

1. The social cost of carbon contains an ambiguity premium in both Ramsey and social plans:

�t ≥ [1 − f (Φt, εt)εt]�
RE
t + f (Φt, εt)[εt + cov(np, Λ)]

+ f (Φt, εt)Φt[(1 − γ)cov(mc, Λ) + γcov(mc, ϑΛ)]

≥ �RE
t , Φt > 0,

≥ 1
1 + εt

[�RE
t + εt + cov(np, Λ)] > Λs

t Φt = 0, ∀t.
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2. If Φ > 0, the premium on the carbon tax may be positive or negative, and is negative otherwise:

EtΞe
t+j ≥ EtΞe−RE

t+j

− f (Φt, εt) f (Φt, 0)[1 + Φt(1 − γ + γEtϑt+1 + γcov(ςe, ϑ))]εt

+ f (Φt, εt)

[
εt + cov(ςe,

1
mc ) + Φt[(1 − γ)cov(ςe,

1
np ) + γcov(ϑςe,

1
np )]

]
� EtΞe−RE

t+j , Φt > 0, ∀t

=
1

1 + εt
cov(ςe,

1
mc ) < 0, Φt = 0. ∀t

3. The ex ante capital tax rate may be positive or negative:

EtΞ
k−R−p
t+1 ≤ EtΞk−RE

t+1

− f (Φt, εt) f (Φt, 0)
[
1 + Φt

(
1 − γ + γ[Etϑt+1 + cov(ςk, ϑ)]

)]
εt

− f (Φt, εt)

[
cov(ςk,

np

mc ) + cov(
1

mc , np) + (1 + εt)cov(ςk, np)

]
� EtΞk−RE

t+1 , Φt > 0

= − 1
1 + εt

[
cov(ςk,

np

mc ) + cov(
1

mc , np)

]
− cov(ςk, np) � 0, Φt = 0.

As in Proposition 5, which concerned skeptical beliefs, in this belief regime, the
marginal effect of private-sector pessimism mc is to raise the social cost of carbon. However,
the effect on carbon and capital taxation is the opposite, producing a reduction in the carbon
tax and an increase in the tax on capital. The intuition is that increased consumer doubts
about the climate model tend to motivate carbon consumption below the socially optimal
level and to increase capital spending above its socially optimal level. The net effect of an
increase in �t and a decrease in EtΞe

t+j may or may not in the end produce a lower carbon
tax itself, because from (95) is the sum of two terms: �t + χt, where χ is the sum of terms
that contain expected future values of Ξe

t+j.
Proposition 6 echoes Proposition 5 in that the marginal contribution of any correlation

between the planner’s own model doubts np and asset returns represented by ςk and ςe is
to likewise raise the social cost of carbon and to lower both the carbon tax and the ex ante
tax on capital. This becomes apparent if the role of private beliefs is de-activated by setting
mp ≡ 1 or mc ≡ 1, respectively, leading to

�t = �RE
t + f (Φt, 0)cov(np, Λ), (115)

EtΞe
t+j ≥ EtΞe−RE

t+j

+ f (Φt, 0)Φt

[
(1 − γ)cov(ςe,

1
np ) + γcov(ϑςe,

1
np )

]
, (116)

EtΞk−R−s
t+1 ≤ EtΞk−RE

t+1 − f (Φt, 0)cov(ςk, np). (117)

The belief regimes in the three preceding formulas, representing policies stripped of
any effects due to belief distortions in the private sector—skeptical or pessimistic—are
most closely related to the extant literature on robust climate policy and so serve best for
comparisons, to which I now turn.

In a policy regime most similar to that treated in Proposition 5, with mp set equal to
1 but differing in some details, Hennlock (2009) attributes doubts about the model not to
a policy authority per se but to a utility-maximizing representative consumer represent-
ing society who computes robust feedback rules that, as in (115), generate an ambiguity
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premium on the expected social cost of carbon, so that with nonlinear damage, policy
becomes more responsive to changes in climate. Li et al. (2016) study a dynamic optimiza-
tion problem that is nearly identical to the planning models in Section 7, but under the
assumption that the government is a social planner (Φ = 0 in the present paper) and not
a Ramsey planner. They find that even a relatively small increase in the concern about
model uncertainty can cause a significant drop in optimal energy extraction and a rise in the
socially optimal carbon tax, which in this paper would also correspond to the result in (115).
Likewise, Cai and Lontzek (2019) find that with empirically plausible parameterizations of
Epstein-Zin preferences to represent attitudes towards risk, the uncertainty associated with
anthropogenic climate change implies carbon taxes much higher than associated with deter-
ministic models, while Lemoine and Traeger (2016) conclude that a government’s aversion
to Knightian uncertainty in the face of an ambiguous tipping point increases the optimal tax
on carbon dioxide emissions, but only by a small amount. As with Li et al. (2016), since the
derived tax effects come via changes in the SCC, those two conclusions also best correspond
to formula (115). Heal and Millner (2013) do not consider taxation per se, but find that the
value of abatement (that would presumably include carbon taxation) rises as ambiguity
aversion increases. Rezai and van der Ploeg (2017) take a somewhat different approach
to modeling ambiguity and consider a so-called agnostic policy authority—essentially a
government having ambiguity about the approximating climate model—as facing potential
models ranging from denialist to scientific. If such a government pursues max-max policies,
it imposes higher carbon taxes as a precaution. Later, with the help of Nordhaus’s (1993)
DICE model to simulate carbon taxation, Rezai and van der Ploeg (2019) broaden their ear-
lier results and consider an agnostic planner who adopts Pascal’s Wager (Pascal’s (1670))37

with the question: what would such an agnostic but rational planner—one who does not
know or care which model is correct but who wishes to avoid the worst—do when faced
with some probability that the approximating model, adhered to by so-called deniers, is
false? Their conclusion is that the hedge-your-bet optimal carbon tax is quite close to the
optimal tax derived in a non-denialist scientific setting, even if the probability of the model
being false is a mere ten percent. Further, when ambiguity about whether scientists or
deniers are correct rises, as represented by a parameter of constant relative ambiguity
aversion, the optimal carbon pricing policy moves ever closer to the science-based policy.

Finally, Anderson et al. (2013), who study a model similar in spirit to the models in
this paper, except for an additional robustness channel capable of affecting growth, find
that a planner’s increased deep uncertainty about the model can result in either a decrease
or an increase in the optimal carbon tax, depending on other factors, such as market
features and social preferences. In the present paper, the conclusions are driven by similar
forces involving preferences and market features, but in the form of second-order moments
represented by the covariances between worst-case martingale belief multipliers m and
relevant market features, such as net asset-returns to fossil energy and capital.

Table 2 summarizes the preceding propositions. A principal leitmotif of this paper is
belief heterogeneity, a main driver of ambiguities in all regimes studied here. Even if (as a
mental, albeit unrealistic exercise in Proposition 2) one were to assume away ambiguity, the
very presence of heterogeneity in beliefs between the private sector and the government,
leading to a positive spread between their respective discount factors, is sufficient to alter
the policies of a Ramsey planner, though not those of a social planner. As a consequence,
the government increases its estimate of the social cost of carbon and adds a premium to
the carbon tax, while raising the capital subsidy rate.

A government with its own doubts about the model is compelled to raise the social
cost of carbon and acquires further motives to either raise or lower taxes, depending on
the case. However, in all instances, the planner will raise the social cost of carbon. The
political and paternalistic planners of Propositions 3 and 4 face ambiguity because of their
ignorance of arbitrary private beliefs held by consumers who regard the scientific model
with skepticism and discount the future at relatively higher rates. They therefore use
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relatively more fossil energy and invest in relatively less capital than is socially optimal. To
encourage socially optimal choices, the government taxes carbon and subsidizes capital.

The pessimistic planners in Propositions 5 and 6 are identical except with respect to
the kind of beliefs they face. The former operates under ambiguities that result from doubts
about the model itself and from its ignorance of private beliefs. The latter government con-
fronts a single ambiguity caused by its own doubts about the model, but being constrained
by consumers who have known pessimistic beliefs, this government effectively manages
two kinds of ambiguities, its own and those of the public. In both cases, the government’s
doubts about the model, indexed by np, provide motives to raise the social cost of carbon
and the capital subsidy but to lower the carbon tax. A pessimistic government’s ignorance
of the beliefs of skeptical consumers in Proposition 5 motivates policies that mimic those of
the political and paternalistic planners in Propositions 3 and 4.

Pessimistic consumers discount the future less than do skeptical or rational consumers
and therefore use less carbon energy and invest more in capital relative to socially optimal
rates and quantities. So the presence of private-sector pessimism is an inducement for the
government to lower carbon taxes and to raise the capital tax. Given that the pessimistic
government’s own doubts produce motives in the opposite direction, the net effect of
private and government doubts can be ambiguous.

Table 2. Propositions 1–6.

Φ �t χt τ̄k
t

I. Homogeneous Beliefs (RE)

Ramsey >0 ≥Λs χRE ≥ 0 τk−RE ≤ 0
Social 0 Λs 0 0

II. Heterogeneous Beliefs
1. Skeptical consumers

Ambiguity absent

Ramsey >0 ≥Λs ≥χRE ≤τk−RE

Social 0 Λs ≥0 ≤0
Ambiguity present

Political planner

Ramsey >0 ≥Λs ≥χRE ≤τk−RE

Social 0 ≥Λs ≥0 ≤0
Paternalistic planner

Ramsey >0 ≥Λs ≥χRE
t ≤τk−RE

Social 0 ≥Λs ≥0 ≤0
Pessimistic planner

Ramsey >0 ≥Λs �χRE �τk−RE

Social 0 ≥Λs ≥χRE ≤τk−RE

Effect of planner’s ambiguity
Ramsey >0 ↑ ↑ ↓
Social 0 ↑ ↑ ↓

Effect of consumer’s ambiguity
Ramsey >0 ↑ ↓ ↓
Social 0 ↑ ↓ ↓

2. Pessimistic consumers
Pessimistic planner

Ramsey >0 ≥Λs �χRE �τk−RE

Social 0 ≥Λs �χRE
t �τk−RE

Effect of planner’s ambiguity
Ramsey >0 ↑ ↑↓ ↑↓
Social 0 ↑ ↑↓ ↑↓

Effect of consumer’s ambiguity
Ramsey >0 ↑ ↑↓ ↑↓
Social 0 NA ↓ ↑↓
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14. A Feedback from Taxes to Consumers’ Pessimistic Beliefs

When faced with pessimistic consumers, the policies of a Ramsey planner (Φ > 0)
present an instance of a possible two-way feedback between carbon tax policy and private-
sector pessimism via the debt channel.38 For example, consider a positive surprise in debt
bt > Et−1mc

t bt. From (77), the shadow value to the taxing authority of the consumer’s
utility εt must drop, implying a drop in the consumer’s worst-case utility Ut, hence an
increased pessimism via (6).

The tax implications follow from formulas (79), (86), (87), (95), (100) and (112), which
show that the social cost of carbon and the carbon tax are decreasing functions of εt, and
that the ex ante tax on capital is an increasing function of εt, so that a t-period surprise
increase in debt that causes a drop in εt and an increase in consumer pessimism should be
associated with an increase in the SCC and the carbon tax, and a drop in the tax on capital.

The taxing authority is motivated by two considerations. On the one hand, for purely
fiscal reasons, it wants to raise taxes in those states against which it is cheaper to issue debt.
It therefore raises tax rates in high-debt states caused by climate shocks, and conversely
lowers taxes in low-debt states when climate is calmer. The government also has a goal
of setting the prices of carbon and capital in ways that are optimal for society. It turns out
that these twin goals coincide: by manipulating debt and taxes to raise (or reduce) the
household’s utility and turning it more (or less) pessimistic and less (or more) willing to
use fossil energy but more (or less) willing to spend on capital, the government manages
both, an optimal allocation and a need to smooth debt and taxes over time.

15. Conclusions

This paper is about the climate policy implications of belief heterogeneity and ambi-
guity in a dynamic market economy governed by a benign welfare maximizing authority,
here referred to as a Ramsey planner. To keep this paper focused, many important features
relevant for practical policy, such as non-linearities in the mechanisms from the burning of
fossil fuels to climate change, are set aside, as are some macroeconomic issues, such as the
implications of either exogenous or directed endogenous technological change on growth.39

Nor do I account for substitution among available types of fossil energy inputs, such as
oil, gas, and coal, and green energy from sun, water, and even nuclear power. Finally,
following many examples in the literature, to keep the presentation manageable, all sources
of uncertainty have been combined into a single “climate-cost shock” variable representing
all CO2-related economic climate damages, including those related to the dynamics of CO2,
productivity shocks other than from climate, and cost shocks from alternative sources of
energy, including renewable energy.

This paper, has, in the main, sought to adhere to the spirit of its antecedents, including
Stern (2007), Nordhaus (2008), Acemoglu et al. (2012), von Below (2012), van der Ploeg
and Withagen (2014), Golosov et al. (2014), Belfiori (2017), Rezai and van der Ploeg (2017),
Barrage (2018), and Cai and Lontzek (2019). Golosov et al. (2014), whose model I consider a
benchmark for comparisons, proved that the optimal carbon tax (expressed as a proportion
of GDP) depends solely on the social cost of carbon, the carbon persistence parameter, and
a discount factor. While this is true here as well when beliefs are homogeneous and rational,
this paper’s value added is an accounting of how belief distortions about the underlying
model will alter that discount factor, depending on type of ambiguity.

The principal insight in this paper is that dissonance in beliefs, expressed as skepticism
or doubt about forces governing economic outcomes arising from climate cost shocks,
produce ambiguity and create wedges between the private sector’s discount factor and
the government’s discount factor and therefore between the way in which consumers and
society differentially price two assets with uncertain pay-offs: one from physical capital,
whose returns are positive, and the other from atmospheric carbon accumulation, whose
returns are negative.

Ambiguity that is due to the government’s ignorance of optimistically distorted private
beliefs raises the expected social cost of carbon and the carbon tax, which is offset by a
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lowering of capital taxes. This conclusion carries a certain political irony: a public that
confidently denies or minimizes the fact of climate change may actually see its carbon
taxes increased.

Ambiguity that arises as a consequence of neither government nor private sector trust-
ing the scientific model has mixed effects depending on the relative degree of pessimism in
either sector. So, while any doubts held by either the planner or the private sector produce
an ambiguity premium to the social cost of carbon, their differential tax effects are mixed.
A combination of government doubt about the model and consumer skepticism motivates
lowering the tax on capital, but has ambiguous effects on any carbon tax premium. The
combination of fear of model misspecification on the part of both the government and the
private sector justifies an ambiguity premium for the social cost of carbon, but opposing
effects of some key correlations in the economy leave the net effect on carbon tax premiums
ambiguous. The source of this disparity of outcomes derives from two channels: (i) an
indirect positive effect through the social cost of carbon and (ii) a direct positive or negative
effect on the tax itself, depending on the source of ambiguity.

In all cases discussed in this paper, the perspective of Arrow–Debreu asset pricing
theory illuminates an equivalence between Pigouvian carbon taxation and optimal pricing
of carbon permits in a cap-and-trade economy. This correspondence extends to conditions
of Knightian uncertainty, when derived asset prices must meet the test of robustness.

Being theoretic, this paper begs the question of just how applicable the findings herein
might be to the real world. In the absence of counter-factual history, the best approach is
stochastic simulations of a properly calibrated DSGIE climate-economy model governed
by alternative Ramsey regimes discussed here. Alternatively, solving Isaacs-Bellman-
Flemming equations associated with the belief regimes in Section 7 as Hennlock (2009) and
Li et al. (2016) have done, also holds promise.

Finally, a word of caution. This paper is normative in that it posits not what is but
what should be, based on the ideal of welfare maximization implemented by a benign
authority heedful of consumers’ preferences and budgets. In the reality, such a Ramsey
planner may be mere fiction, even in nominal democracies, such as the United States, where
an overriding authority, the Supreme Court, has recently ruled that the Executive has no
authority to implement carbon policies without explicit and detailed instructions by a
legislature that has shown little inclination to address the approaching climate catastrophe.
In the real world, policy regimes may even turn rogue: in 2017, the Envronmental Protection
Agency under the previous US Administration scrubbed its website of all references to
climate. The EPA’s website EPA (2017), cited earlier, is available only because it was copied
and preserved on another website.
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Appendix A. The Household’s Intertemporal Budget Constraint

Solve (4) forward for bt, starting with t = 0:

bt ≥
T−1

∑
t=0

(
Πt−1

j=0 ∑
xj+1

p̂j+1(xj+1)

)
[ct(xt)− Ht − gt]

+

(
ΠT−1

j=0 ∑
xj+1

p̂j+1xj+1,0

)[
∑

xT−1

kT + ∑
xT

p̂T+1xT+1bT+1

]

+

(
ΠT−1

j=0 ∑
xj+1

p̂j+1xj+1

)
∑
xT

[pe
T − τe

T ]QT−1(xT)

+
T−1

∑
t=1

(
Πt−1

j=0 ∑
xj+1

p̂j+1xj+1

)[
1 − ∑

xt

p̂t+1xt+1Rk
t

]
kt

+
T−1

∑
t=1

(
Πt−1

j=0 ∑
xj+1

p̂j+1xj+1

)[
1 − ∑

xt

p̂t+1xt+1Rk
t

]
[pe

t − τe
t ]Qt, (A1)

where p0 = 1, and Hotelling’s rule (31) (
pe

t+1−τe
t+1

pe
t−τe

t
= Rk

t+1) is used in the last term. By the
no-arbitrage condition (14), the last two lines are zero. The third line vanishes under the
assumption of resource exhaustibility, where limT→∞ QT−1 = 0. The second line disappears
as a consequence of the household’s no-Ponzi game condition

lim
T→∞

∑
xT

q̂T(xT)[kT+1(xT) + ∑
xT

p̂T+1(xT+1|xT)bT+1(xT)] = 0. (A2)

This leaves the first line to be evaluated. Note, from (17), the t-step ahead pricing
kernel,

q̂t(xt, x0) ≡ Πt−1
j=0 p̂j+1,0(xj)

= Πt−1
j=0βmj+1(xj+1)πj(xj)

ucj+1(xj+1)

ucj(xj)

= βt Mt(xt)πt(xt)
uct(xt)

uc0(x0)
, q0 = 1, M0 = 1, (A3)

is the price of an Arrow–Debreu contract written at t = 0. Substituting the last line in
(A3) into the term in parentheses in the first line of (A1) then yields an expression for the
household’s intertemporal budget constraint shown in (35).

Appendix B. Derivation of Implementability Constraint (37)

From (36), the expectation of Wt+1 with respect to the distorted measure mt+1πt+1,
valued at the price of an Arrow–Debreu security b, is

∑
xt+1

p̂t+1(xt+1|xt)Wt+1(xt+1) =

∑
xt+1

p̂t+1(xt+1|xt)[bt+1(xt+1) + Rk
t+1(xt+1)kt+1(xt)]

+ ∑
xt+1

p̂t+1(xt+1|xt)(pe
t+1(xt+1)− τe

t+1(xt+1))Qt+1(xt)

= ∑
xt+1

p̂t+1(xt+1|xt)[bt+1(xt+1) + Rk
t+1(xt+1)kt+1(xt)]

+ [pe
t(xt)− τe

t (xt)] ∑
xt+1

p̂t+1(xt+1|xt)Rk
t+1(xt+1)Qt+1(xt),
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where (25) and Hotelling’s rule (31) are used to get the last line. Application of no-arbitrage
condition (14) further simplifies the expression for household wealth:

∑
xt+1

p̂t+1(xt+1|xt)Wt+1(xt+1) = ∑
xt+1

[
p̂t+1(xt+1|xt)bt+1(xt+1) + kt+1(xt)

]
+ [pe

t(xt)− τe
t (xt)]Qt+1(xt), (A4)

indicating that the consumer’s expected wealth in the following period includes the unused
store of fossil fuel valued at its current after-tax price in addition to the capital stock and
bonds carried over into the next period. Using the household’s period budget constraint (4)
and (A4), household wealth defined in (36) is, equivalently,

Wt(xt) = bt(xt) + Rk
t kt(xt−1) + (pe

t(xt)− τe
t (xt))Qt(xt−1)

= ct(xt)− Ht(xt)− gt(xt) + kt+1(xt)

+ ∑
xt+1

[
p̂t+1(xt+1|xt)bt+1(xt+1) + (pe

t(xt)− τe
t (xt))Qt+1(xt)

]
≥ ct(xt)− Ht(xt)− gt(xt) + ∑

xt+1

p̂t+1(xt+1|xt)Wt+1(xt+1)

= ct(xt)− Ht(xt)− gt(xt) + ∑
xt+1

�̂t+1πt+1Wt+1(xt+1)

= ct(xt)− Ht(xt)− gt(xt) + β ∑
xt+1

mt+1πt+1
uct+1

uct

Wt+1(xt+1). (A5)

Appendix C. The Social Cost of Carbon

This appendix evaluates the expectation (83) for the four belief regimes:

�t = f (Φt, εt)Et
[
n∗∗

t+1Λt+1
(
1 + εt+1 + [1 − γ + γϑt+1]n∗

t+1Φt
)]

,

where Λt+1 = �t+1[(1 − ρ)�t+1 + xt+1Yt+1], EtΛt+1 = Λs
t , f (Φt, εt) = 1

1+εt+[1−γ+γϑt ]Φt

≤ f (Φt, 0) < f (0, 0) = 1, ϑt =
Ht+gt

ct
∀t, and εt+1 > 0 only if consumers are pessimistic.40

A. Homogeneous beliefs

RE solution (n∗ = 1; n∗∗ = 1, ε = 0, Φt = Φ̄)

�RE
t = f (Φ̄, 0)Et[Λt+1(1 + [1 − γ + γϑt+1]Φ̄)]

= f (Φ̄, 0)Et[1 + (1 − γ)Φ̄]EtΛt+1 + γΦ̄ f (Φ̄, 0)EtΛt+1ϑt+1

= f (Φ̄, 0)[(1 + Φ̄[1 − γ + γEtϑt+1])Λs
t + Φ̄γcov(Λ, ϑ)],

= Λs
t + γΦ̄ f (Φ̄, 0)[(Etϑt+1 − ϑt)Λs

t + cov(Λ, ϑ)], Φ̄ > 0, ∀t,

= Λs
t , Φ̄ = 0 ∀t. (A6)

B. Heterogeneous beliefs

1. Skeptical private sector

(a) Planner has no ambiguity about distorted private beliefs ms (n∗ = ms, n∗∗ =
1, ε = 0)

�o
t = f (Φt, 0)Et

[
Λt+1

(
1 + [(1 − γ) + γϑt+1]mo

t+1Φt
)]

= f (Φt, 0)EtΛt+1 + (1 − γ)Φt f (Φt, 0)EtΛt+1 + γΦt f (Φt, 0)EtΛt+1ϑt+1

= f (Φt, 0)[(1 + Φt(1 − γ + γEtϑt+1)Λs
t + γΦtcov(Λ, ϑ)]

= �RE
t , Φt > 0

= Λs
t , Φt = 0 ∀t. (A7)

(b) Political planner (n∗ = 1; n∗∗ = nPO, ε = 0)
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�t = f (Φ̄, 0)Et

[
nPO

t+1Λt+1(1 + [1 − γ + γϑt+1]Φ̄)
]

= f (Φ̄, 0)(1 + (1 − γ)Φ̄)EtnPO
t+1Λt+1 + γΦ̄ f (Φ̄, 0)EtnPO

t+1Λt+1ϑt+1

= f (Φ̄, 0)[(1 + Φ̄[1 − γ + γEtϑt+1])Λs
t + γΦ̄cov(Λ, ϑ)] + f (Φ̄, 0)cov(nPO, Λ)

+ Φ̄ f (Φ̄, 0)
[
(1 − γ)cov(nPO, Λ) + γcov(nPO, Λϑ)

]
= �RE

t + Φ̄ f (Φ̄, 0)
[
(1 − γ)cov(nPO, Λ) + γcov(nPO, Λϑ)

]
+ f (Φ̄, 0)cov(nPO, Λ) ≥ �RE

t , Φ̄ > 0, ∀t

= Λs
t + cov(nPO, Λ) ≥ Λs

t , Φ̄ = 0. (A8)

(c) Paternalistic planner (n∗ = nPA, n∗∗ = 1, ε = 0)

�t = f (Φt, 0)Et

[
Λt+1

(
1 + [1 − γ + γϑt+1]nPA

t+1Φt

)]
= f (Φt, 0)(Λs

t + (1 − γ)ΦtEtnPA
t+1Λt+1 + γΦt f (Φt, 0)EtnPA

t+1Λt+1ϑt+1

= f (Φt, 0)[(1 + Φt[1 − γ + γEtϑt+1])Λs
t + γΦtcov(Λ, ϑ)] + f (Φt, 0)cov(nPA, Λ)

+ Φt f (Φt, 0)
[
(1 − γ)cov(nPA, Λ) + γcov(nPA, Λϑ)

]
= �RE

t + Φt f (Φt, 0)
[
(1 − γ)cov(nPA, Λ) + γcov(nPA, Λϑ)

]
≥ �RE

t , Φt > 0, ∀t

= Λs
t , Φt = 0 ∀t. (A9)

(d) Pessimistic planner (n∗ = mp

np , n∗∗ = np, ε = 0.

�t = f (Φt, 0)Et

[
np

t+1Λt+1

(
1 + [1 − γ + γϑt+1]

mp
t+1

np
t+1

Φt

)]
= f (Φt, 0)[Λs

t + cov(np, Λ)] + (1 − γ)Φt f (Φt, 0)[Λs
t + cov(mp, Λ)]

+ γΦt f (Φt, 0)[Λs
tEtϑt+1 + cov(Λ, ϑ) + cov(mp, ϑΛ)]

= f (Φt, 0)[(1 + Φt[1 − γ + γEtϑt+1)])Λs
t + γΦtcov(Λ, ϑ)) + f (Φt, 0)cov(np, Λ)

+ f (Φt, 0)Φt[(1 − γ)cov(mp, Λ) + γcov(mp, ϑΛ)].

= �RE
t + f (Φt, 0)[cov(np, Λ) + Φt[(1 − γ)cov(mp, Λ) + γcov(mp, ϑΛ)], Φt > 0, ∀t,

= Λs
t + cov(np, Λ) ≥ Λs

t , Φt = 0, ∀t. (A10)

2. Pessimistic consumers

(a) Pessimistic planner (n∗ = mc

np , n∗∗ = np, ε 	= 0)41

�t = f (Φt, εt)Et

[
np

t+1Λt+1

(
1 + εt+1 + [1 − γ + γϑt+1]

mc
t+1

np
t+1

Φt

)]
= f (Φt, εt)[Etn

p
t+1Λt+1 +Etn

p
t+1Λt+1εt+1]

+ f (Φt, εt)[(1 − γ)ΦtEtmc
t+1Λt+1 + γΦtEtmc

t+1Λt+1ϑt+1]

≥ f (Φt, εt)[Λs
t + cov(np, Λ) + εt]

+ (1 − γ)Φt f (Φt, εt)[Λs
t + cov(mc, Λ)]

+ γΦt f (Φt, εt)[Λs
tEtϑt+1 + cov(Λ, ϑ) + cov(mc, ϑΛ)]

= f (Φt, εt)[(1 + Φt[1 − γ + γEtϑt+1])Λs
t + γΦtcov(Λ, ϑ)]

+ f (Φt, ε)[εt + cov(np, Λ)]

+ f (Φt, εt)Φt[(1 − γ)cov(mc, Λ) + γcov(mc, ϑΛ)].
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Adding and subtracting

�RE
t = f (Φt, 0)[(1 + Φt[1 − γ + γEtϑt+1])Λs

t + γΦtcov(Λ, ϑ)],

leads to,

�t ≥ [1 − f (Φt, εt)εt]�
RE
t + f (Φt, εt)[εt + cov(np, Λ)]

+ f (Φt, εt)Φt[(1 − γ)cov(mc, Λ) + γcov(mc, ϑΛ)]

≥ �RE
t , Φt > 0,

≥ Λ∗
t + cov(np, Λ) > Λs

t Φt = 0, εt = 0, ∀t. (A11)

Appendix D. Sign of Carbon Tax Premium χ

For the decompositions below, recall that the skeptic’s belief multiplier ms is assumed
to be an arbitrary, independent random variable, uncorrelated with anything, where
Etms

t+j = 1. This last property is shared by all martingale multipliers in this paper, so

EtnPO
t+j = 1 and EtnPA

t+j = 1, as well. Where applicable, the derivations below apply
Jensen’s inequality to a convex function, such that, for all versions of m displayed in Table 1,
Et

1
mt+1

≥ 1
Etmt+1

= 1. Also used, where necessary, is the law of iterated expectations.42

From (100),

EtΞe
t+j = Et

[(
f (Φt, εt)

1
mt+j

(1 + εt+j + [1 − γ + γϑt+j]n∗
t+jΦt+j−1)− 1

)
ςe

t+j

]
,

where ϑt =
Ht+gt

ct
, Φt+j = n∗

t+jΦt+j−1, n∗ is defined in Table 1, f (Φt, εt) is defined as before,

and mt+j = ms
t+j or mt+j = mc

t+j.
43

A. Homogeneous beliefs

RE solution (m = 1, n∗ = 1, ε = 0, Φt = Φ̄, ε = 0)44

EtΞe−RE
t+j = Etς

e
t+j
[

f (Φ̄, 0)
(
1 + [1 − γ + γϑt+j]Φ̄

)− 1
]

= f (Φ̄, 0)Etς
e
t+j[1 + (1 − γ)Φ̄] + γΦ̄ f (Φ̄, 0)Etς

e
t+jϑt+j −Etς

e
t+j

= f (Φ̄, 0)[1 + Φ̄(1 − γ + γEtϑt+1 + γcov(ςe, ϑ))]− 1

= Φ̄ f (Φ̄, 0)γ
[
Etϑt+j − ϑt + cov(ςe, ϑ)

]
> 0, Φ̄ > 0,

= 0, Φ̄ = 0 ∀t. (A12)

The preceding utilizes Etς
e
t+1 = 1, and

f (Φt, 0)[1 + (1 − γ + γEtϑt+j)Φt]− 1 =
1 + (1 − γ + γEtϑt+j)Φt

1 + (1 − γ + γϑt]Φt
− 1

= γΦt f (Φt, 0)(Etϑt+j − ϑt).

B. Heterogeneous beliefs

1. Skeptical private sector
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(a) No ambiguity (m = ms; n∗ = 1 → Φt = Φ̄t, ε = 0)45

EtΞe
t+j = Etς

e
t+j

[
f (Φ̄, 0)
ms

t+j

(
1 + [1 − γ + γϑt+j]Φ̄

)− 1

]

= f (Φ̄, 0)Etς
e
t+j

1
ms

t+j
[1 + (1 − γ)Φ̄]

+ γ f (Φ̄, 0)Etς
e
t+j

1
ms

t+j
ϑt+jΦ̄ −Etς

e
t+j

≥ f (Φ̄, 0)
1

Etms
t+j

Et[ς
e
t+j(1 + (1 − γ)Φ̄)]

+ γΦ̄ f (Φ̄, 0)
1

Etms
t+j

(
Etς

e
t+jϑt+j + cov(ςe, ϑ)

)
−Etς

e

= f (Φ̄, 0)
[
1 + Φ̄

(
1 − γ + γ[Etϑt+j + cov(ςe, ϑ)]

)]− 1

= γΦ̄ f (Φ̄, 0)
[
Etϑt+j − ϑt + cov(ςe, ϑ)

]
> 0

= EtΞe−RE
t+j > 0, Φ̄ > 0,

= 0, Φ̄ = 0, ∀t. (A13)

(b) Political planner (m = ms, n∗ = 1, ε = 0).

EtΞe−PO
t+j = Etς

e
t+j

[
f (Φ̄, 0)
ms

t+j

(
1 + [1 − γ + γϑt+j]Φ̄

)− 1

]

= f (Φ̄, 0)Et
1

ms
t+j

Etς
e
t+j[1 + (1 − γ)Φ̄]

+ γ f (Φ̄, 0)Et
1

ms
t+j

ςe
t+jϑt+jΦ̄ −Etς

e
t+j

≥ f (Φ̄, 0)
[
1 + Φ̄

(
1 − γ + γ[Etϑt+j + cov(ςe, ϑ)]

)]− 1

= Φ̄ f (Φ̄, 0)γ
[
Etϑt+j − ϑt + cov(ςe, ϑ)

]
> 0,

= EtΞe−RE
t+j , Φ̄ > 0,

= 0, Φ̄ = 0, ∀t. (A14)

(c) Paternalistic planner (m = ms, n∗ = nPA; Φt+j = nPA
t+jΦt+j−1, ε = 0)
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EtΞe−PA
t+j = Etς

e
t+j

[
f (Φt, 0)

ms
t+j

(
1 + [1 − γ + γϑt+j]nPA

t+jΦt+j−1

)
− 1

]

= f (Φt, 0)Etς
e
t+j

1
ms

t+j
[1 + (1 − γ)nPA

t+jΦt+j−1]

+ γ f (Φt, 0)Et
1

ms
t+j

ςe
t+jϑt+jnPA

t+jΦt+j−1 −Etς
e
t+j

≥ f (Φt, 0)
Etς

e
t+j

Etms
t+j

+ (1 − γ)Φt f (Φt, 0)
Etς

e
t+j

Etms
t+j

+ γΦt f (Φt, 0)

(
Etς

e
t+j

Etms
t+j

Etϑt+j + cov(nPA, ςeϑ) + cov(ςe, ϑ)

)
−Etς

e
t+j

= f (Φt, 0)
[
1 + Φt

(
1 − γ + γ[Etϑt+j + cov(ςe, ϑ)]

)]− 1

+ γΦt f (Φt, 0)cov(nPA, ςeϑ)

= EtΞe−RE
t+j + γΦt f (Φt, 0)cov(nPA, ςeϑ) > 0, Φt > 0,

≥ 0, Φt = 0, ∀t. (A15)

(d) Pessimistic planner (m = ms, n∗ = mp

np ; Φt+j =
mp

t+j

np
t+j

Φt+j−1, ε = 0)46

EtΞe
t+j = Etς

e
t+j

[
f (Φt, 0)

1
ms

t+j

(
1 + [1 − γ + γϑt+j]

mp
t+1

np
t+1

Φt+j−1

)
− 1

]

= f (Φt, 0)Et

[
ςe

t+j

ms
t+j

(
1 + [1 − γ + γϑt+j]

mp
t+j

np
t+j

Φt+j−1

)]
− 1

= f (Φt, 0)

[
Et

(
ςe

t+j

ms
t+j

)
+ (1 − γ)Φt

(
Et

ςe
t+jm

p
t+j

ms
t+jn

p
t+j

)
+ γΦt

(
Et

ςe
t+jϑt+jm

p
t+j

ms
t+jn

p
t+j

)]
− 1

≥ f (Φt, 0)[1 + Φt(1 − γ + γEtϑt+1 + γcov(ςe, ϑ))]− 1

+ Φt f (Φt, 0)(1 − γ)

[
cov(mp,

1
np ) + cov(ςe,

mp

np )

]
+ Φt f (Φt, 0)γ

[
cov(ϑ, ςe) + cov(mp,

1
np ) + cov(ςeϑ,

mp

np )

]
= EtΞe−RE

t+j + (1 − γ)Φt f (Φt, 0)
[

cov(mp,
1

np ) + cov(ςe,
mp

np )

]
+ γΦt f (Φt, 0)

[
cov(ϑ, ςe) + cov(mp,

1
np ) + cov(ςeϑ,

mp

np )

]
� 0 ; Φt ≥ 0,

= EtΞe−RE
t+j > 0, Φt = 0. (A16)
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2. Pessimistic consumers

(a) Pessimistic planner (m = mc, n∗ = mc

np ; Φt+j =
mc

t+j

np
t+j

Φt+j−1, ε 	= 0)47,

EtΞe
t+j = Etς

e
t+j

[
f (Φt, εt)

1
mc

t+j

(
1 + εt+j + [1 − γ + γϑt+j]

mc
t+1

np
t+1

Φt+j−1

)
− 1

]

= f (Φt, εt)Et

[
ςe

t+j

mc
t+j

(
1 + εt+j + [1 − γ + γϑt+j]

mc
t+j

np
t+j

Φt+j−1

)]
− 1

≥ f (Φt, εt)

[
Etς

e
t+j

Etmc
t+j

+ εt + cov(ςe,
1

mc )

]
− 1

+ (1 − γ)Φt f (Φt, εt)

[(
Etς

e
t+j

Etn
p
t+j

)
+ cov(ςe,

1
np )

]

+ γΦt f (Φt, εt)

[(
Etς

e
t+jϑt+j

Etn
p
t+j

)
+ cov(ςeϑ,

1
np )

]

= f (Φt, εt)

[
1 + εt + cov(ςe,

1
mc )

]
− 1

+ (1 − γ)Φt f (Φt, εt)

[
1 + cov(ςe,

1
np )

]
+ γΦt f (Φt, εt)

[
Etϑt+j + cov(

1
np , ςeϑ) + cov(ςe, ϑ)

]
= f (Φt, εt)[1 + Φt(1 − γ + γ(Etϑt+j + cov(ςe, ϑ)))]− 1

+ f (Φt, εt)

[
εt + cov(ςe,

1
mc )

]
+ Φt f (Φt, εt)

[
(1 − γ)cov(ςe,

1
np ) + γcov(ϑςe,

1
np )

]
.

Adding and subtracting

f (Φt, 0)[1 + Φt(1 − γ + γEtϑt+1 + γcov(ςe, ϑ))],

leads to

EtΞe
t+j = EtΞe−RE

t+j − f (Φt, εt) f (Φt, 0)[1 + Φt(1 − γ + γEtϑt+1 + γcov(ςe, ϑ))]εt

+ f (Φt, εt)

[
εt + cov(ςe,

1
mc )

]
+ Φt f (Φt, εt)

[
(1 − γ)cov(ςe,

1
np ) + γcov(ϑςe,

1
np )

]
� 0, Φt > 0, ∀t

= cov(ςe,
1

mc ) < 0, Φt = 0, ∀t, (A17)

where, from (75) and (77),
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Et
ςe

t+1
mc

t+j
εt+1 = σc Mc

t
(
Etς

e
t+1μt+1 −Etς

e
t+1Etmc

t+1μt+1
)
+Et

ςe
t+1

mc
t+1

εt

≥ σcΦt
[
Et(1 − mc

t+1)Etuc,t+1bt+1 + cov(ςe, buc)− cov(mc, buc)
]

+ [1 + cov(ςe,
1

mc )]εt

= σcΦt[cov(ςe, buc)− cov(mc, buc)] + [1 + cov(ςe,
1

mc )]εt ≥ εt.

Appendix E. Sign of Ex Ante Capital Tax

This appendix evaluates the expression (112) for each of the four belief regimes,

EtΞk
t+1 = Etς

k
t+1

(
1 − f (Φt, εt)

n∗∗
t+1

mt+1
(1 + εt+1 + [1 − γ + γϑt+1]n∗

t+1Φt

)
.

A. Homogeneous beliefs

RE solution (m = 1, n∗ = 1, n∗∗ = 1, ε = 0)

EtΞk−RE
t+1 = Et

[
ςk

t+1(1 − f (Φt, 0)[1 + Φt[1 − γ + γϑt+1]])
]

= Etς
k
t+1 − f (Φt, 0)[1 + (1 − γ)Φt]Etς

k
t+1 + γΦt f (Φt, 0)Et

[
ςk

t+1ϑt+1

]
= 1 − f (Φt, 0)

[
1 + Φt

(
1 − γ + γ[Etϑt+1 + cov(ςk, ϑ)]

)]
= −γ f (Φt, 0)Φt

[
Etϑt+1 − ϑt + cov(ςk, ϑ)

]
< 0, Φt > 0, ∀t,

= 0, Φt = 0 ∀t. (A18)

B. Heterogeneous beliefs

1. Skeptical private sector

(a) No ambiguity (m = ms, n∗ = 1, n∗∗ = 1, ε = 0).

EtΞk
t+1 = Et

[
ςk

t+1

(
1 − f (Φt, 0)

ms
t+1

(1 + [(1 − γ) + γϑt+1]Φt)

)]

= Etς
k
t+1 − f (Φt, 0)Etς

k
t+1

[
1

ms
t+1

(1 + [(1 − γ) + γϑt+1)]Φt

]

≤ 1 − f (Φt, 0)
Etς

k
t+1

Etms
t+1

− (1 − γ)Φt f (Φt, 0)Etς
k
t+1

− γΦt f (Φt, 0)Etς
k
t+1Etϑt+1 − γΦt f (Φt, 0)cov(ςk, ϑ)

= 1 − f (Φt, 0)
[
1 + Φt

(
1 − γ + γ([Etϑt+1 + cov(ςk, ϑ)]

)]
= −γΦt f (Φt, 0)

[
Etϑt+1 − ϑt + cov(ςk, ϑ)

]
= EtΞk−RE

t+1 < 0, Φt > 0, ∀t

= 0, Φt = 0 ∀t. (A19)

(b) Political planner (m = ms, n∗ = 1, n∗∗ = nPO, ε = 0).
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EtΞk−PO
t+1 = Et

[
ςk

t+1

(
1 − f (Φ̄, 0)

nPO
t+1

ms
t+1

[1 + [1 − γ + γϑt+1]Φ̄]

)]

= Etς
k
t+1 − f (Φ̄, 0)

[
1 + (1 − γ)Φ̄Etς

k
t+1

nPO
t+1

ms
t+1

+ γΦ̄Etς
k
t+1

nPO
t+1

ms
t+1

ϑt+1

]
≤ 1 − f (Φ̄, 0)

[
1 + Φ̄

(
1 − γ + γ[Etϑt+1 + cov(ςk, ϑ)

])
− γΦ̄ f (Φ̄, 0)cov(nPO, ςkϑ)− (1 − γ)Φ̄ f (Φ̄, 0)cov(nPO, ςk)

= 1 − f (Φ̄, 0)
[
1 +

(
1 − γ + γEtϑt+1 + γcov(ςk, ϑ)

)
Φ̄
]

− Φ̄ f (Φ̄, 0)
[
(1 − γ)cov(nPO, ςk) + γcov(nPO, ςkϑ)

]
= EtΞk−RE

t+1 − Φ̄ f (Φ̄, 0)
[
(1 − γ)cov(nPO, ςk) + γcov(nPO, ςkϑ)

]
≤ EtΞk−RE

t+1 < 0, Φ̄ > 0,

= 0, Φ̄ = 0. (A20)

(c) Paternalistic planner (m = ms, n∗ = nPA, n∗∗ = 1, ε = 0).

EtΞk−PA
t+1 = Etς

k
t+1 − f (Φt, 0)Et

ςk
t+1

ms
t+1

[
(1 + [(1 − γ) + γϑt+1]nPA

t+1Φt

]
≤ 1 − f (Φt, 0)

[
Etς

k
t+1

Etms
t+1

+ Φt(1 − γ)Etς
k
t+1

EtnPA
t+1

Etms
t+1

]

− γΦt f (Φt, 0)

[
Etς

k
t+1

EtnPA
t+1

Etms
t+1

Etϑt+1 + cov(nPA, ςkϑ) + cov(ςk, ϑ)

]
− (1 − γ)Φt f (Φt, 0)cov(nPA, ςk)

= 1 − f (Φt, 0)
[
1 + Φt

(
1 − γ + γ[Etϑt+1 + γcov(ςk, ϑ)]

)]
− Φt f (Φt, 0)

[
(1 − γ)cov(nPA, ςk) + γcov(nPA, ςkϑ)

]
= EtΞk−RE

t+1 − Φt f (Φt, 0)
[
(1 − γ)cov(nPA, ςk) + γcov(nPA, ςkϑ)

]
≤ EtΞk−RE

t+1 < 0, Φt > 0, ∀t

= 0, Φt = 0, ∀t. (A21)

(d) Pessimistic planner (m = ms, n∗ = mp

np , n∗∗ = np, ε = 0)

EtΞk−R−s
t+1 = Et

[
ςk

t+1

(
1 − f (Φt, 0)

np
t+1

ms
t+1

[
1 + [1 − γ + γϑt+1]

mp
t+1

np
t+1

Φt

])]

= Etς
k
t+1 − f (Φt, 0)

[
Et

np
t+1

ms
t+1

ςk
t+1 + ΦtEt(1 − γ + γϑt+1)

mp
t+1ςk

t+1
ms

t+1

]
≤ 1 − f (Φt, 0)

[
1 + cov(ςk, np) + (1 − γ)Φt(1 + cov(ςk, mp))

]
− γΦt f (Φt, 0)

[
Etϑt+1 + cov(ςk, ϑ) + cov(ϑ, mpςk)

]
= 1 − f (Φt, 0)

[
1 + Φt

(
1 − γ + γ[Etϑt+1 + cov(ςk, ϑ)]

)]
− f (Φt, 0)[cov(ςk, np) + (1 − γ)Φtcov(ςk, mp)]− γΦt f (Φt, 0)cov(ϑ, ςemp)]

= EtΞk−RE
t+1 − f (Φt, 0)[cov(ςk, np) + (1 − γ)cov(ςk, mp)]

− γΦt f (Φt, 0)cov(ϑ, ςemp) ≤ 0, Φt ≥ 0

= EtΞk−RE
t+1 − cov(ςk, np)− (1 − γ)cov(ςk, mp) ≤ 0, Φt = 0. (A22)
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2. Pessimistic consumers

(a) Pessimistic planner (m = mc, n∗ = mc

np , n∗∗ = np, ε 	= 0)

EtΞ
k−R−p
t+1 = Et

[
ςk

t+1

(
1 − f (Φt, εt)

np
t+1

mc
t+1

[
1 + εt+1 + [1 − γ + γϑt+1]

mc
t+1

np
t+1

Φt

])]

= Etς
k
t+1 − f (Φt, εt)

[
Et

np
t+1

mc
t+1

ςk
t+1(1 + εt+1) + ΦtEt(1 − γ + γϑt+1)ς

k
t+1

]

≤ 1 − f (Φt, εt)

[
Etn

p
t+1

Etmc
t+1

Etς
k
t+1 + Φt(1 − γ + γEtϑt+1)Etς

k
t+1

]

− f (Φt, εt)

[
γΦtcov(ςk, ϑ) + cov(ςk,

np

mc ) + cov(
1

mc , np)− (1 + εt)cov(ςk, np)

]
= 1 − f (Φt, εt)

[
1 + Φt(1 − γ + γ(Etϑt+1 + cov(ςk, ϑ))

]
− f (Φt, εt)

[
cov(ςk,

np

mc ) + cov(
1

mc , np)− (1 + εt)cov(ςk, np)

]
.

Adding and subtracting

f (Φt, 0)
[
1 + Φt

(
1 − γ + γ[Etϑt+1 + cov(ςk, ϑ)]

)]
,

leads to

EtΞ
k−R−p
t+1 ≤ EtΞk−RE

t+1 − f (Φt, εt) f (Φt, 0)
[
1 + Φt

(
1 − γ + γ[Etϑt+1 + cov(ςk, ϑ)]

)]
εt

− f (Φt, εt)

[
cov(ςk,

np

mc ) + cov(
1

mc , np) + (1 + εt)cov(ςk, np)

]
� 0, Φt > 0

= −
[

cov(ςk,
np

mc ) + cov(
1

mc , np) + (1 + εt)cov(ςk, np)

]
� 0, Φt = 0, (A23)

where, from (75) and (77),

Et
ςk

t+1np
t+1

mc
t+1

εt+1 = σc Mc
t

(
Etς

k
t+1np

t+1μt+1 −Etς
k
t+1np

t+1Etmc
t+1μt+1

)
+ Et

ςk
t+1np

t+1
mc

t+1
εt

= σcΦtEtn
p
t+1ςk

t+1Et[1 − mc
t+1]uc,t+1bt+1

+ σcΦt[cov(ςknp, buc)− cov(mc, buc)]

+ [1 + cov(ςk,
np

mc )]εt

= σcΦt

[
cov(ςk, buc)− cov(mc, buc)

]
+ (1 + εt)cov(ςk,

np

mc ) ≥ εt.

Notes

1 The Yale Climate Opinion Maps 2020 (Marlon et al. 2020) is encouraging in that 72 percent of respondents said global warming is
real and a threat to humanity and the planet, with 57 percent believing it to be human caused.

2 Uncertainty in climate modeling has been intensively treated in the literature; see Pindyck (2007, 2013b), Roe and Baker (2007),
Weitzman (2007, 2009, 2013), Heal and Millner (2013), and lately Barnett et al. (2020).
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3 Tipping points include shutdown of the Atlantic Meridional Overturning Circulation, West Antarctic ice sheet disintegration,
Amazon rainforest dieback, West African monsoon shift, permafrost and methane hydrates, coral reef die-off, Indian monsoon
shift, Greenland ice sheet disintegration, boreal forest shift, and permafrost and methane hydrates. Dietz et al. (2021) note that
such “climate tipping points are subject to considerable scientific uncertainty in relation to their size, probability, and how they
interact with each other. Their economic impacts are even more uncertain, and consequently, these are often ignored or given a
highly stylized treatment that fails to accurately represent geophysical dynamics and is nearly impossible to calibrate. As a result,
tipping points are only weakly reflected in the policy advice economists give on climate change, typically by way of caveats and
contextualization, rather than an integral part of the modeling that gives rise to estimates of the social cost of carbon (SCC) and
other economic metrics of interest.

4 Barrage (2020) is perhaps the first to study optimal capital and carbon taxation in Ramsey planning framework.
5 This is not the first paper to dwell on a symmetry between carbon and capital taxation arising from a difference between social

and private discount factors. Barrage’s (2020) shows that the very logic leading to an optimal zero ex ante tax on capital derived
in (Atkeson et al. 1999; Chari et al. 1994; Zhu 1992) implies a positive Pigou tax on carbon.

6 In a recent paper, Dietz and Niehörster (2019), estimate ambiguity loads—i.e., the extra insurance premiums due to ambiguity—
and show how these depend on the insurer’s attitude to ambiguity.

7 A treatment of the proper social discount rate for far-away and potentially catastrophic consequences of today’s actions is beyond
the scope of this paper. For discussions, see Weitzman (2009, 2013), Pindyck (2013a), and Traeger (2014).

8 In Belfiori’s (2015) inter-generational model of altruism, the difference in discount factors is endogenous because each generation
of households living in an infinite sequence of generations assigns a positive weight to the welfare of future generations, causing
the government’s discount factor to rise above that of households and leading to a carbon tax that exceeds the standard Pigou tax.

9 An axiomatization of multiplier preferences can be found in Strzalecki (2011).
10 Throughout, the expectations operator Ety(xt+j) denotes the mathematical expectations of some function y(xt+j), j ≥ 1, with

respect to the probability density π(xt+j|xt): Ety(xt+j) = ∑xt+j |xt y(xt+j)π(xt+j|xt).
11 This means one cannot assign positive probability to events as functions of xt that have probability measure zero under the

distribution of the approximating model or alternatively, the distorted and the approximating distributions are, at the very least,
in agreement about which events have zero probability and which events are certain.

12 Previous systematic treatments of decision making under ambiguity include Klibanoff et al. (2005, 2009), and Traeger (2014).
13 Following examples by Anderson et al. (2013), Golosov et al. (2014), Nordhaus (2008), Li et al. (2016), and others, I omit leisure (or

hours worked) to keep things simple. I also leave out any utility effects of environmental quality caused by climate change, since
no conclusions relevant for this paper would be affected by their inclusion. See however, Barrage (2020).

14 See Hennlock (2009). While γ < 1 gets at early resolution of uncertainty, as noted by Bansal and Yaron (2004), the assumption of
CRRA misses certain aspects of risk aversion that may create pricing issues.

15 For analytical convenience that will not affect conclusions, I will assume that energy production is costless, as is approximately
true for oil (see Golosov et al. 2014). Accordingly, it is reasonable to fold the fossil energy extraction/production sector into the
household, by making the consumer be the owner of the resource Q and the seller of energy Et. This assumption differs from the
literature (see Golosov et al. 2014; Nordhaus 1993), where, instead, the consumer owns the energy producing firm and receives its
profits. However, ownership of the firm is merely a financial veil for direct ownership of the resource itself, hence a distinction
without a difference.

16 The implied relative risk aversion is CRR = 1 − σc

1−β that rises as σc → −∞. and 0 > σc > −∞. See Epstein and Zin (1991).
17 The formula for mc can be derived as a special case of Epstein and Zin (1989) and Weil (1990) preferences

Ut = [(1 − β)u1−ρ
t + β(EtU1−γ

t+1 )
1−ρ
1−γ ]

1
1−ρ ,

where 1
ρ is the intertemporal elasticity of substitution. For γ > 0 and ρ = 1, this has the interpretation of a risk-sensitive recursion,

such that in (6), σc ≡ (1 − β)(1 − γ). With γ = ρ, preferences reduce to standard time-additive expected utility.
18 Readers will recognize Hansen and Sargent’s (1995) discounted risk-sensitive recursion related to recursive preferences introduced

earlier by Epstein and Zin (1989) and Weil (1990). Risk-sensitivity as a concept was introduced by Jacobson (1973) and later
familiarized by Whittle (1981).

19 Excellent expositions of the physics of climate change for economists are Hsiang and Kopp (2018) and Traeger’s (2018) description
of the complex sets of channels involved in the transmission from carbon to temperature change.

20 Barnett et al. (2020) also adopt this measure of climate response.
21 Modeling damages resulting from climate change as negative total productivity shocks to the economy follows common practice,

as for example in Golosov et al. (2014). The damaging effects of increased temperature on productivity in the world economy
have been documented by Burke et al. (2015). Donadelli et al. (2017) used vector autoregressions to show that with a 50-year
horizon, a one-standard deviation temperature shock lowers both cumulative output and labor productivity growth by 1.4
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percentage points. Based on their model, they further show that temperature risk is associated with non-negligible welfare costs
of 18.4% of the agent’s lifetime utility that grow exponentially with the size of the impact of temperature on TFP.

22 Belfiori (2017) models climate damage as a reduction in household utility, while Barrage (2020) considers reductions in both
production and utility.

23 For the derivation see Appendix A.
24 Henceforth, the n multiplier refers to the government’s belief, and m to the consumer’s belief distortion.
25 In this paper, I do not consider learning by either planner or private agents. An approach to doing so is available in Tetlow and

von zur Muehlen (2009) who study robust monetary policy using structured singular value analysis when agents have misspecified
models but are engaged in learning under the handicap that their learning of the reduced form of the economy is subject to
potentially destabilizing parameter perturbations.

26 Hansen and Sargent’s (2012) refer to this as Type I ambiguity.
27 The first application of risk-sensitive decision making to economic policy is van der Ploeg (1984). An early treatment of Knightian

uncertainty in economics is von zur Muehlen (1982). In his analytical climate economy model, Traeger (2018) posits risk-sensitive
preferences attributable to the planner representing the consumer.

28 Hansen and Sargent’s (2012) refer to this as Type III ambiguity.
29 This belief regime is related to the robust fiscal policy model in Karantounias (2020). A fifth possible belief regime, wherein

the planner has doubts but the private sector trusts the extant model, is not treated here having been widely discussed in the
referenced literature.

30 In Table 1, p is defined by (19).
31 Current estimates of the social cost of carbon emissions are around USD75 per ton of carbon. Some consider this a gross

underestimate and suggest the number is closer to USD220 per ton. (See Moore and Diaz (2015) and Than (2015)).
32 Initial wealth W0 is a function of k0 and S0 and the initial tax rates τk

0 and τe
0 . It is well known that since initial capital is

supplied inelastically, the government has an incentive to raise the initial capital tax as high as possible. Likewise, with S0 given,
there is nothing (i.e., no welfare criterion) to prevent the planner from expropriating the energy sector by setting τe

0 = 1. As is
conventional, I fix both τk

0 and τe
0 at 0.

33 By definition, next period’s stock Qt+1 = Qt − Et is given, i.e., determined by previous Et, hence not influenced by xt+1.
34 A positive warming shock reduces both consumption and productivity and therefore the value of future welfare Vt+1.
35 Wilbanks et al. (2008) present empirical evidence that the net effect of declining consumption on wealth is negative.
36 Proofs are provided in Appendixes C–E, and utilize the preceding assumptions and lemmas, particularly the results that np,

nPOL, nPAT , mp, ςk, ςe, and Λ, being positively correlated with x, are positively correlated with with each other.
37 Pascal argued that a rational person should live as though God exists and seek to believe in God. If God does not exist, such a

person will have only a finite loss (some pleasures, luxury, etc.), whereas if God does exist, he stands to receive infinite gains (as
represented by eternity in Heaven) and avoid infinite losses (an eternity in Hell).

38 This section is inspired by Karantounias (2013) who studied a fiscal authority’s ability to manage pessimistic expectations.
39 See for example,Traeger (2018). Other features not addressed here include (i) Arrhenius’ Greenhouse Law describing radiative

forcing that connects carbon with temperature change, as described in Hassler et al. (2016), (ii) tipping points analyzed by Lemoine
and Traeger (2016) and (Cai et al. 2013), describing abrupt nonlinear climate changes that pose a potentially existential threat
to humanity in ways that may override concerns with belief and skepticism, and (iii) polar amplification analyzed by Brock and
Xepapadeas (2017).

40 The derivations in this and the next two Appendices utilize these facts: Let {x, y, z} represent four random, possibly related
variables, and a a non-random variable or constant. Then

E[ax × y] = aExEy + acov(x, y)

E[ax × y × z] = aExEyEz + acov(x, yz) + aExcov(y, z).

41 The derivation uses (77)

Etn
p
t+1Λt+1εt+1 = σcΦtEt[n

p
t+1Λt+1uct+1 ][Etmc

t+1bt+1 −Etmc
t+1Etmc

t+1bt+1] + Etn
p
t+1Λt+1mc

t+1εt

+ σcΦt[cov(npucΛ, mcb)− cov(npucΛ, mc)]

= σcΦt[cov(npucΛ, mcb)− cov(npucΛ, mc)] + [Λ∗
t + cov(npmc, Λ]εt

> εt.

since, with the exception of marginal utility uc, mc, np, Λ, and b are positively related to x and therefore with each other.
42 By the law of iterated expectations EtEt+1 · · ·Et+j−1[Ξe

t+j] = Et[Ξe
t+j].
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43 Where called for, the proofs use the result that for any martingale process m, Em = 1, if

Φt+j = mt+jΦt+j−1,

then,

EtΦt+j = Etmt+jΦt+j−1 = Et

j

∏
i=1

Mt+i
Mt+i−1

Φt = Et
Mt+j

Mt
Φt =

Mt
Mt

Φt = Φt.

44 Constancy of Φ follows from (71).
45 In the following, ms is purely random and independent of any other variable in the economy. Likewise, Φt+j is independent,

where from footnote 42, Etms
t+jΦt+j−1 = Φt, and Etς

e
t+j = 1.

46 In the following, I use the facts that Em = 1 for each m, and also that Eςe = 1. In addition, note that

EtΦt+j = Et
mp
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since, by the law of iterated expectations, Etm
p
t+j = mp

t , and likewise for Np
t .

47 In the following, I use
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Abstract: The aim of this paper is to analyze the participation in the global textile and apparel value
chain with special attention, first, to the case of three dynamic and interrelated economies (Mexico,
the United States, and China); and second, to a general approach to a larger sample of countries
through the analysis of trade in value added. From the descriptive analysis, a high domestic share in
each country’s exports is found. However, China is the leading exporter in the industry, accounting
for around a third of the domestic value added in the global textile final demand. An econometric
estimation has also been carried out to observe the effects of tariffs, FDI, and labor costs on the total and
backward participation in the textile GVC. In this case, the sample has been extended to 39 developed
and 22 developing countries. The results reveal tariff protection as a determinant of the degree of
participation of the sector, especially when backward participation and developing economies are
considered. However, FDI and labor costs only show the expected results in the case of developing
countries. This may be due to the different tasks performed by developing economies (primarily
manufacturing) versus developed economies (branding, design) within the sector’s value chain.

Keywords: global value chain; textile and apparel; international trade; developed and developing
countries; forward and backward participation; explanatory factors

1. Introduction

The textile and clothing industry is of great importance worldwide. In the case of
countries such as Mexico or the United States, it is a relevant activity currently boosted by
the advantages of the United States–Mexico–Canada Agreement (USMCA). The significant
increase in the demand for textile products has opened the door to complex production
processes that met international quality standards and paved the way to produce complete
packages. This stimulates the formation of linkages between members of the production
chain and provides opportunities for domestic producers. This process has led to the emer-
gence of Global Value Chains (GVCs), a complex phenomenon reflecting the importance
of global production linkages for access to new technologies, training, and innovation
(Morrison et al. 2008).

The concept of GVCs provides a better understanding of the value creation process
and helps understand how this value is captured, held, and leveraged in all industries.
The GVC approach offers a global view of the World’s industries from two perspectives:
governance and upgrading. The former focuses mainly on leading companies and how
their supply chains are organized on a global scale. At the same time, the latter involves the
strategies that countries, regions, companies, and other actors use to maintain or improve
their positions in the global value chain (Gereffi and Lee 2016). From this perspective, the
case of the textile and apparel industry can be seen as a clear example of the strategic use
of GVCs in a competitive and dynamic business world.
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The theoretical definition of GVCs covers the full range of activities required to bring a
good or service to the final consumer, from the acquisition of raw materials to delivery to the
final consumer (Antrás 2020; Del Prete et al. 2017; Rodil 2017). In this sense, in the context
of international fragmentation and the dynamism of production in the textile sector, labor
seems to be a crucial factor, especially in manufacturing tasks. However, the progressive
cheapening of products means that no country can forever maintain its comparative advantage
in producing labor-intensive garments as its economy industrializes and advances (Lu 2018).
Furthermore, these GVCs have expanded due to liberalization, the rise of ICTs, and lower
transport costs. This has allowed the management of multiple geographically dispersed tasks
in a value chain (Baldwin 2016). Thus, the GVC concept covers all value chain stages following
an Input–Output structure. It is also defined by a governance structure, which refers to the
power relations between the participating firms, and an institutional context, which refers to
the local, national, and international political conditions that affect the different stages of the
value chain (Gereffi and Fernandez-Stark 2016).

For decades, developing countries have imported parts and components from coun-
tries with more advanced technology, although usually only for the assembly of goods sold
locally, forming part of a global network (Taglioni and Winkler 2014). However, several
developing countries have managed to move up the chain to more advanced and higher
value-added tasks (Pahl and Timmer 2020).

Trade in the supply chain is determined by international differences in production and
unbundling costs, while technology determines how the different stages of production are
linked (Amador and Cabral 2014). For example, a key part of China’s success that has allowed
it to achieve economies of scale and scope in GVCs is the constant interaction with various
nations for the acquisition of inputs and technology to reduce production costs (Gereffi 2019).
Thus, GVCs for developing countries are a fast path to industrialization, as internationally
fragmented production allows them to join existing supply chains instead of building them,
by sophisticating their goods and expanding their product range (Raei et al. 2019).

An essential factor for insertion in GVCs is industrial competitiveness, which is increas-
ingly defined by international production networks (fragmented and spatially dispersed)
and less by national borders (Ponte et al. 2019). In this sense, FDI also plays a central
role, representing an opportunity for insertion in GVCs for developing countries. How-
ever, according to the WTO (2014), not all countries succeed in joining GVCs. Only those
whose production is close enough to the global standards of quality and efficiency succeed.
Knowledge and technology transfers, usually fostered by FDI and trade openness, tend to
trigger the initial integration.

As a key global player, China has shown a trend as the World’s leading exporter of
manufactured goods and the largest importer of many raw materials, contributing to its status
as an important country in the GVCs (Gereffi 2019). Moreover, the increase in Chinese trade
in GVCs has been associated with significant changes in wages and employment in China’s
trading-partner countries (Robertson et al. 2020). Therefore, the dynamics of GVCs depend
on the direction of current trade flows (Durand and Milberg 2020). Regardless of the specific
type of GVC, the fragmentation of production results in a greater international division of
labor and higher specialization gains exploited by the textile industry (Antrás 2020).

Traditionally, the textile sector has been seen as an ideal way for developing countries
to enter GVCs. Although markets have become more complex and competitive, the work
done by Whitfield et al. (2021) shows that it is still possible to promote industrialization
through trade in textiles. This is due to the potential of this activity to generate intra-sectoral
networks and generate industrial upgrading trajectories, initially based on a labor cost
advantage. Moreover, successful upgrading processes can lead to greater resilience of
companies to external shocks (Choksy et al. 2022).

The process of value creation in different countries generates a comparative advantage
and a new division of labor, produces new sources for the flow of trade, and increases the
level of innovation during the production process, where the main sources of value added
are the industries. Therefore, according to Rodil (2017), measuring trade in value added
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is a fundamental tool for analyzing international trade in this fragmented context. This
methodology is based on the decomposition of gross trade into value-added flows that
capture the way and intensity in which international productive fragmentation affects the
participating countries. Likewise for Banga (2014), domestic and foreign value added is
created during manufacturing, so value-added exports will differ from gross exports and
can be estimated by subtracting foreign value added.

Value-added trade is a series of measures that provide a better understanding of
production networks and supply chains through statistical data. Thus, for this measure of
trade, several indicators assess the participation of countries within the GVC: the backward
participation index, which indicates the share of foreign value added as a percentage
of gross exports; the forward participation index, which indicates the share of domestic
value added embodied in foreign exports as a percentage of gross exports; and the total
participation index, which is the sum of former.

This paper aims to analyze the participation of countries in textile and apparel GVC
with special attention, first, to the case of three dynamic and interrelated economies (Mexico,
the United States, and China); and second, extending the analysis to a larger sample of
countries in the textile and apparel GVC through trade in value-added approach. The first
part focuses on the changing role of the three selected economies, on their performance
as value-added suppliers of the final global demand for textile products, and, especially,
on verifying the rise of Chinese leadership in this global industry. Meanwhile, the second
part includes an econometric analysis with panel data (61 countries, 24 years: 1995–2018)
of some relevant factors explaining this GVC participation.

The main source of data is the TiVA database (December 2021 edition) provided by
the Organization for Economic Co-operation and Development (OECD), which provides
information on trade in value-added for 66 economies and 45 industrial sectors, covering
the period of 1995–2018. Such information can be used, among others, to analyze the
integration of economies into GVCs, as well as the country of origin of the value-added
embodied in gross trade flows and final demand. Other databases used are UNCTAD for
data on FDI flows, and the WTO for data on textile tariff rates.

The remainder of the paper is structured as follows. Section 2 describes the paper’s
methodology, highlighting the usefulness of trade in value-added approach for analyzing
country participation in GVCs. Section 3 presents and discusses the empirical results,
analyzing the participation of Mexico, the United States, and China in GVC from a gen-
eral (all industries) and sectoral (textiles and apparel) perspective. It also analyzes the
contribution of these countries as value-added suppliers to the World’s final demand for
textile products and adopts an extended econometric analysis with panel data (61 countries,
24 years: 1995–2018) to explore relevant factors explaining the participation of countries in
this GVC. Finally, Section 4 presents the conclusions of the paper.

2. Data and Methodology

The empirical study of GVC participation has a growing number of works analyzing
the role played by various explanatory factors (among others, Rahman and Zhao 2013;
Arrighetti et al. 2014; Stehrer and Stöllinger 2015; Kowalski et al. 2015; Jona-Lasinio et al.
2016; Vrh 2018). However, the analysis of GVCs from a macroeconomic perspective usually
follows the work of Koopman et al. (2014). Their methodology decomposes a country’s
gross exports into nine components of trade, providing several indicators. These include
forward (export-linked) and backward (import-linked) participation indices, the sum of
which is considered an indicator of total GVC participation (see Appendix A for the
corresponding OECD TiVA indicators). This methodology allows for the tracing of each
country’s value-added flows to its final consumption destination.

The local supply of intermediate products is one of the main direct export channels
attracting FDI, and specialization in the early stages is associated with the production of
local inputs obtained by foreign investors (Amendolagine et al. 2017). Hence, one aspect
to be considered as a possible explanatory factor for participation in GVCs is the degree
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of tariff protection, as this factor acts as a barrier to trade flows, among which trade in
intermediate products associated with the GVC linkages is becoming increasingly essential.
Thus, it is interesting to verify if there is a negative relationship between the level of tariff
protection and participation in GVC.

As Yi (2003) points out, vertical specialization may have enhanced the reduction in
tariff rates. Through this strategy, characteristic of GVCs, countries specialize in certain
stages of a product’s value chain. As a result, a slight reduction in tariff rates has multiple
multiplier effects on trade growth. Conversely, increasing tariff rates can reduce trade
in GVCs as parts and components pass multiple times across different national borders
(OECD 2013).

Among the explanatory factors of GVC participation, FDI stands out as a determin-
ing element when analyzing the insertion of countries in the framework of international
productive fragmentation. In this regard, various studies (Stehrer and Stöllinger 2015;
Kowalski et al. 2015) point to a positive relationship between inward FDI stock and partici-
pation in GVC. However, no conclusive results can be found in the literature on the role
played by outward FDI stock. Therefore, studying the relationship between FDI and GVC
participation is interesting. In general, it is assumed that there is a positive relationship
between them. This hypothesis is based on the role of multinational companies as major
actors in GVCs.

Another explanatory factor of GVC participation is the labor cost, since labor has
traditionally been a critical factor, especially in manufacturing or assembly tasks, usually
offshored to developing countries. However, the progressive cheapening of global products
has led to an unstable competitive framework (Lu 2018), and the explanatory relevance of
this factor may sometimes be unclear. Hence, it is also interesting to analyze the influence
of labor costs on countries’ participation in GVCs.

Based on these assumptions, an econometric model has been estimated using panel
data. This empirical analysis considers a group of 61 countries at different development
levels, observed for 24 years (1995–2018). The division of the 61 countries into two devel-
opment groups is based on the World Bank’s most recent criteria (2021–2022). Countries
classified as “high income” have been considered developed countries. All other cases
have been included in the group of developing countries. This division divides the sample
into two groups of 39 and 22 countries, respectively (see Appendix B). The general model
to be estimated is specified as follows:

γit = β0 + β1TARIFit + β2FDIit + β3LABCit + εit (1)

where i refers to the country and t refers to the period. Two dependent variables have been
considered for estimation: total participation in GVCs (TPART), expressed as a percentage
of gross exports, and backward participation (BPART), also expressed as a percentage of
gross exports.

A total of four independent variables have been selected. The two first regressors are
TARIF1 and TARIF2, which refer to the average tariff on textile raw materials and the main
textile products, respectively. TARIF1 refers to 51 and 52 textile raw material groups and
TARIF2 refers to 61 and 62 textile product groups, according to HS classification. Due to
multicollinearity problems between both variables, two different models are considered:
Model I, including only TARIF1 as the tariff variable, and Model II, including only TARIF2.

The other two independent variables considered are FDI, which refers to the inward
foreign direct investment stock, expressed as a percentage of GDP, and LABC, which is the
labor cost, expressed as a percentage of value-added. Except for FDI, all variables refer to
the textile sector (ISIC Rev.4 codes 13, 14, and 15). FDI is obtained from UNCTAD, labor
cost and GVC share variables are obtained from TiVA (OECD 2021), and TARIF data is
obtained from WTO.
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Therefore, the two considered models are as follows, where the expression relating to
the dependent variable (PART) is a generic expression of the GVC participation, which can
refer indistinctly to total participation (TPART) or backward participation (BPART):

Model I : PARTit = β0 + β1TARIF1it + β2FDIit + β3LABCit + εit
Model II : PARTit = β0 + β1TARIF2it + β2FDIit + β3LABCit + εit

(2)

The consideration of backward participation in GVCs (BPART) is due to its relevance
for most developing economies, which, in the textile sector, tend to take on manufacturing
tasks of lower value added, relative to other tasks, such as garment design and conception.

The reason for using panel data is motivated by the suspicion that participation in
GVC is influenced by unobservable factors that correlate with observed variables, such as
the factors mentioned above. Therefore, it is assumed that the panel techniques contribute
to obtaining consistent estimates of the effect of the variables observed, offering greater
possibilities at the time of facing the usual problems in this type of empirical approach.

The joint significance of differing group means and Breusch-Pagan statistic tests point
to a panel data structure. The Hausman statistic test points to a fixed effects model. One of
the immediate implications of this is that the error term εit, in Equations (1) and (2), is now
broken down into two different effects: a specific country effect (mi) and the remaining
error (vit). A relevant advantage of this econometric technique is that it allows us to obtain
unbiased estimators.

3. Results

3.1. The Participation of Mexico, the United States, and China in GVC: General Perspective

International trade allows economies to integrate and increase their participation
in GVC trade flows, so that activities along a value chain can be carried out by FDI or
outsourcing (Kowalski et al. 2015). For example, in apparel, China has been the most
dynamic exporter worldwide in clothing since 2001, when it joined the World Trade
Organization (WTO).

It adopted a position that has not favored Mexico, due to the displacement of U.S.
imports from that country with such a growth that they surpassed Mexican imports (Pino
2020). As a result, in 2003, Mexico dropped from first to second place as a textile and
clothing supplier because of its dependence on the economic ups and downs of the United
States (Rodríguez and Fernández 2006).

Trade through GVCs offers opportunities to developing countries, especially smaller
ones, for global integration, changing the nature of competitiveness (Pathikonda and
Farole 2017). This is because much of the labor-intensive production moved to the World
developing in the last wave of globalization, with textiles being highly tradable products
(Lund et al. 2019).

As can be seen in this paper, the analysis of the participation of Mexico, the United
States, and China in the global textile and apparel value chain presents relevant changes
in the last decades. Lu (2013) points out that one of the reasons for these changes is that
a country’s apparel industry gradually upgrades following the path of Cut, Make and
Trim (CMT), Original Equipment Manufacturing (OEM), Original Design Manufacturing
(ODM), or Original Brand Manufacturing (OBM). In the case of Mexico, for example, the
textile industry has been transforming by assuming mainly assembly tasks (e.g., cutting
and sewing) and abandoning a series of risk- and knowledge-intensive coordination and
design tasks (Pipkin and Fuentes 2017).

The comparative analysis of the participation of Mexico, the United States, and China
in the GVC in the period of 1995–2018 shows different participation levels, insertion
patterns, and trends. In this sense, Figure 1 provides a clear picture of the different patterns
observed. The first difference refers to the total participation rate, with high participation in
Mexico in 2018 (46.4% of gross exports), compared to China (36.6%) and the United States
(35.6%) but at the same time with a strong predominance of backward linkages in Mexico
(35.9% of gross exports), compared to China (17.2%) and the United States (9.5%).
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Figure 1. GVC participation index (%). Total participation (all sectors) 1995–2018. Source: Authors
based on TiVA (OECD 2021).

However, this gap in the level of total participation differs significantly from that
observed more than a decade earlier (2008), when Mexico started from a higher level
(44.7%) than China (40.2%) and the United States (36.9%). Furthermore, another difference
is given by the opposite trends observed in GVC participation; that is, Mexico’s participation
increased by more than seven percentage points during the study period, while the U.S.
and China decreased their participation in GVC between 2008 and 2018 (even though their
participation rates are higher in 2018 than in 1995).

The observation of the predominant type of production linkage is fundamental since
this analysis is given by decomposing the total participation in its two components: back-
ward and forward participation. Thus, the predominance of China’s forward participation
(12.6% of gross exports) in 1995 increased by more than six percentage points by 2018
(19.3%); in comparison, Mexico increases by two percentage points from 1995 to 2018 (from
8.5% to 10.5%) while the U.S. shows an increase of more than six percentage points (from
19.4% to 26.1%).

China’s rapid growth has made it a major player in virtually all goods produced in
GVCs, accounting for 20% of global gross output (Lund et al. 2019), which was initially due
to cheap Chinese labor due to low wages (Gereffi and Memedovic 2003). In this sense, one
of the causal factors contributing to the reduction in costs and the increase in production
rates has been the supply of cheap Chinese labor, which brings low wages (Gereffi and
Memedovic 2003).

However, the trend observed for Mexico reveals that its foreign trade operates more
as a carrier of value added originating in other countries than as a channeler of domestic
value added to later stages of production in the framework of international fragmentation
of production. This is, to some extent, a direct consequence of China’s productive strategy
of gradually substituting foreign value added for domestic value added (Rodil 2017).

Therefore, the reduction in the intensity of participation in GVCs is due to the deepen-
ing of the domestic division of labor and the lengthening of domestic value chains (Li et al.
2019). In this sense, the GVC participation trends in Mexico, the United States, and China
offer an interesting perspective on their behavior in the GVCs of developed and developing
countries, highlighting the case of Mexico’s backward linkages that are characteristic of a
manufacturing country.

This predominance of backward participation could be associated with countries’
participation in production stages close to the final demand, for example, in the case of
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assembly tasks (assembly line). However, it is also important to note that countries can
show high rates of backward participation by doing non-manufacturing activities that
generate high value-added, related to marketing and distribution (Rodil and Gómez 2021).

3.2. Participation of Mexico, the United States, and China in GVC of Textiles and Apparel:
Sectoral Perspective
3.2.1. GVC Participation in the Textile and Apparel Industry

The analysis of the GVC participation at a sectoral level, focusing on the textile and
apparel industry (Figure 2), provides a different picture from the general perspective
(Figure 1). Firstly, the level of participation is higher when textile GVC is considered.
Secondly, the trends at the sectoral level change for Mexico and China, with decreasing
and increasing levels of participation, respectively, from 2008 to 2018. Thirdly, the sectoral
approach shows a clearer pattern of participation by country, with a deeper forward GVC
participation for China, the United States, and Mexico confirming the predominance of
backward insertion.
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Figure 2. GVC participation index (%). Sectoral participation (textiles and apparel) 1995–2018. Source:
Authors based on TiVA (OECD 2021).

One of the reasons for the dispute over the North American market between Mexico
and China is due to the competition generated by U.S. manufacturing exports. There are
two reasons for this rivalry. On the one hand, Mexico is strategically close to the U.S.,
geographically. On the other hand, China has the advantage of scale, being the world’s
largest exporter of manufactured goods, especially consumer goods such as textiles and
electronics (Gereffi and Luo 2015).

In 2008, China’s share of world textile exports was already 26.1%, while the United
States and Mexico accounted for only 5% and 0.8%, respectively (Gracia-Hernández 2011).
With a national strategy of considering the Fiber–Textile–Clothing Chain (CFTV) as one
of the 12 priority branches of the textile industry, Mexico increased its export levels in
cotton textile fibers from 7.2% in 2001 to 21.8% in 2010, showing its competitive potential
(Vázquez et al. 2015).

Moreover, Mexico’s privileged position of sharing more than 3000 km of border with
the United States and the existence of free trade agreements account for its progressive
trade liberalization, which results in the existence of cheap labor, more than that of all
countries, except Asia (Montón 2015).
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These aspects provide, in a way, a guarantee for Mexico to position itself in the U.S.
market as a continuous development of its insertion in the more sophisticated GVCs. How-
ever, its direct participation in the fiber (yarn) and apparel (garment) links has unleashed
a continuous cause of tension between China and Mexico (Chen and Goodman 2018).
In this sense, some authors (Chen and Goodman 2018) propose that China and Mexico
should develop a strategic partnership focused on cooperation by actively seeking business
opportunities between them and being more understanding rather than showing their
competitiveness with each other.

Therefore, it is interesting to analyze the textile sector’s participation in the GVC
through the study of value-added trade. The purpose of this analysis is to verify the
main research question underlying this paper: is China consolidating its leadership as the
leading supplier of value added to the global textile and apparel value chain developing
an increasingly important role as a value creator in this global industry? To address this
question, changes affecting the origin of value added embodied in textile exports from
Mexico, the United States, and China are analyzed below.

3.2.2. Origin of the Value Added of Mexico’s Textile and Apparel Exports

Although the origin of the value added embodied in Mexico’s textile exports is mostly
domestic, it is worth noting that 33% of the total value added exported in 2018 came from
abroad, with the United States (14.4%) and China (6.6%) standing out in this share of value
added (Figure 3).
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Figure 3. Origin of value added in Mexico’s textile and apparel gross exports (%). 1995–2018. Source:
Authors based on TiVA (OECD 2021).

In any case, what is most striking are the contrasting trends observed in the partic-
ipation of the United States and China during the 1995–2018 period. In this regard, the
U.S. share decreased by more than eight percentage points, while China’s share increased
by more than 6 percentage points during the same period, more than doubling its initial
share. This increase in added value could imply a faster upgrading of activities performed
in GVCs and the deepening of intra-product specialization brought about by the recovery
of cross-country, production-sharing activities (Li et al. 2019).

Likewise, this increase could also be due to the increased identification of GVC condi-
tions ranging from sourcing cheap labor inputs and basic assembly activities with cheap
and unskilled labor, to more advanced forms of value production, such as the full package
strategy (Fernández and Gereffi 2019).
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The importance of the U.S., in terms of value-added incorporated in Mexican textile
exports, stems from the territorial proximity and the productive historical interconnection
forged between the two economies over time. A significant proportion of the manufactured
products exported by Mexico are made up of dynamic products for world trade, such as
textiles and clothing (Fuji et al. 2005).

The implication of the Mexican textile industry in GVCs has been attributed to high
transportation costs that fragmented the domestic market and generated a geographically
dispersed industry (Gómez-Galvarriato 1999). Likewise, the growth of garment production
in China affected world markets by offering the possibility of a greater quantity of textile
products being produced through a fragmented process (Robertson et al. 2020).

However, the textile industry in Mexico has obeyed the geographical proximity of the
United States, which translates into lower transportation costs, as well as the ease of supplying
foreign plants with machinery, components, and materials in general, in addition to the fact
that specialized labor represents greater agility when required in Mexico (Hansen 2020).

Therefore, some of the factors that potentially explain the increase in China’s share as a
source of value-added embodied in Mexican textile exports are: (1) China’s lower labor costs
compared to Mexico; (2) China’s exploitation of economies of scale through investments
in infrastructure and transportation logistics that accelerate the commercialization of its
exported products (Gereffi and Luo 2015); (3) China’s coherent and multidimensional
scaling strategy for diversifying its industrial composition which adds high value-added
activities (Frederick and Gereffi 2011); and (4) the use of FDI to promote continuous learning
in industries as well as leveraging domestic market knowledge.

3.2.3. Origin of the Value Added of the United States Textile and Apparel Exports

U.S. textile and apparel exports show a somewhat irregular variation from 1995 to
2018, decreasing almost three percentage points (from 89.7% to 86.5%). The participation
of foreign companies, the introduction of new technologies, the continuous training of
employees, and the growing competitiveness and innovation are causes that did not foresee
an ideal integration of the textile-garment production (or supply) chain. This lets the full
package strategy be carried out through selective alliances with leading Mexican companies.

Therefore, the small- and medium-sized companies that make up most of the Mexico
sector have been affected. As a result, Mexico’s participation in international trade has
decreased (Arroyo and Cárcamo 2010). For example, Figure 4 shows a half percentage point
share of Mexico in 1995 in the value added embodied in U.S. textile and apparel exports,
which barely increased to 0.76% in 2018.
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Figure 4. Origin of value added in the United States’ textile and apparel gross exports (%). 1995–2018.
Source: Authors based on TiVA (OECD 2021).
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As for China’s share, it shows an increase of more than three percentage points from
1995 to 2018 (0.79% to 3.90%), generating a considerable increase in the level of Chinese
world exports through its share of the World export market in less than four decades
(Gómez Chiñas and García 2017).

Moreover, China’s upward trend contrasts both with the fall of domestic (U.S.) value
added in the period of 1995–2018, as well as Mexico. This trend has caused the relative
importance of China as the source of value-added embodied in U.S. textile exports to
increase almost fivefold in 1995.

3.2.4. Origin of the Value Added of China’s Textile and Apparel Exports

The origin of the added value of China’s textile exports is due to the efficiency of
the full package strategy in Asia, as it creates competitive advantages that highlight the
manufacturing of textile products. This generates around 50% of the final product costs
which makes Mexico’s participation less than one percentage point and almost constant
from 1995 to 2018, as seen in Figure 5 (Castro-Gonzáles and Mathews 2013).
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Figure 5. Origin of value added in China’s textile and apparel gross exports (%). 1995–2018. Source:
Authors based on TiVA (OECD 2021).

This behavior contrasts with the level and evolution of the domestic (Chinese) value-
added share of Chinese textile exports, as it has a steady growth from 1995 to 1999
(79.3–83.6%) and increased just over four percentage points from 2000 to 2018 (82.9–87.0%).

Therefore, the United States has a descending trend in the origin of the added value of
Chinese exports from 1995 to 2018. This predominance of China is not only due to the strategy
of the complete package but also to the use of the strategy of devaluation of the currency
against the dollar that has a positive effect on its textile exports whose purpose is to primarily
affect the participation of the United States (Castro-Gonzáles and Mathews 2013).

However, there may be an increase in production costs in China, which would cause
garment producers to have opportunities abroad to relocate their plants (Inomata and
Taglioni 2019). Nevertheless, China has built a strong domestic market with a complete
and independent manufacturing system, and through “Made in China” has been active in
the global market internationalizing and inserting themselves into global supply chains
(Cohen and Lee 2020; Ma et al. 2018).
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3.3. The Contribution of Mexico, the United States, and China to the Final Global Demand for
Textiles and Apparel

The previous section analyzed the evolution of the relative importance of Mexico, the
United States, and China as the origin of the value added incorporated in their respective
gross exports of textiles. However, for a better understanding of its implications, it is
also interesting to study their importance in terms of their contribution to the final global
demand for textile products.

This analysis shows the greater importance of China with a rising trend between
1995 and 2015 (from 6.2% to 38.3%), declining since then and contrasting notably with the
declining share of the United States and Mexico, both with a share below 5% of global
demand in 2018 (Figure 6).
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Figure 6. Participation of China, Mexico, and the United States as origin of the global final demand
value added in the textile and apparel industry (%). 1995–2018 Source: Authors based on TiVA
(OECD 2021).

Moreover, the comparison between the share in final global demand and the share in
world exports shows opposite trends. The Mexican and the U.S. value-added loses relative
importance, while value-added originating in China is becoming increasingly relevant,
both at the export level and from the final global demand for textile products.

These results are in line with the general hypothesis that there is a process of consolida-
tion of China’s hegemony in the global textile market to the detriment of the participation
of the United States and Mexico. Furthermore, these findings show that this process is
being mainly conducted through the flows of value added in GVCs.

3.4. Econometric Results

This section presents the econometric estimations, first, for the U.S., Mexico, and
China, and second, for the global case. These analyses aim to explore the influence of
variables such as FDI, textile tariffs, and textile wages on GVC participation. Concerning
participation, as indicated in the methodological section, a distinction is made between
total and backward participation in GVCs.

As discussed in Section 2, two econometric models have been estimated to capture
some of the determinants of total participation (TPART) and backward participation
(BPART). The independent variables selected are the tariff rates applied to the textile
sector, where TARIF1 refers to textile raw materials (model I) and TARIF2 refers to textile
products (model II). The ratio of inward FDI stock to GDP (FDI) and labor costs to value
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added in the textile industry (LABC). The main descriptive statistics for these variables are
shown in Table 1.

Table 1. Main statistics of the variables included in the model.

Variable Mean Median S.D. Min. Max.

TPART 50.5 50.4 9.76 25.9 81.9
BPART 28.0 27.4 10.1 3.91 54.8
TARIF1 6.90 4.99 5.89 0.00 60.00
TARIF2 14.86 11.65 10.80 0.00 100.00

FDI 70.6 32.2 198. 0.613 1.99 × 103

LABC 54.1 55.6 15.2 19.8 133.5
Source: Author’s elaboration based on information from OECD and UNCTAD.

The following subsections present the estimation results of the two models specified
in Section 2. Section 3.4.1 presents the results for the group of countries formed by the
United States, Mexico, and China, while Section 3.4.2 presents the results for the complete
sample of 61 countries, adopting a global approach.

3.4.1. The Case of Mexico, the U.S., and China

Table 2 presents the estimation results for the specific case of Mexico, the U.S., and
China. For each of the two models, there are two dependent variables: total (TTPART)
and backward (BPART) GVC participation. The results for tariff variables are, apparently,
counterintuitive, revealing a positive impact on GVC participation rates. However, this
apparent contradiction may be justified by the heterogeneous nature and different profiles of
international insertion of these three countries: Mexico, with higher backward participation
in the textile and apparel GVC, and higher tariffs affecting textile manufacturing than the
U.S. and China. Meanwhile, lower labor costs in Mexican textiles may be counterbalancing
their higher tariffs. Regarding FDI, the results are in line with the positive effect expected
for this variable, which reveals a positive and significant effect on backward participation.

Table 2. Results of the econometric estimation (time fixed effects) for total (TPART) and backward
(BPART) GVC participation. Period: 1995–2018. Countries: 3 (China, Mexico, and United States)
Number of observations: 72.

Total GVC Participation
(TPART)

Backward GVC Participation
(BPART)

Model I Model II Model I Model II

Constant 36.9778
(3.3072) ***

37.2433
(2.7351) ***

10.6792
(3.4515) ***

10.8526
(2.7861) ***

TARIF1 0.4301
(0.1175) *** — 0.4814

(0.1226) *** —

TARIF2 — 0.2689
(0.0494) *** — 0.3058

(0.0503) ***

FDI 0.0445
(0.0467)

0.0569
(0.0422)

0.1209
(0.0488) **

0.1360
(0.0430) ***

LABC 0.0799
(0.0463) *

0.0518
(0.0417)

0.0636
(0.0483)

0.0320
(0.0424)

R2 0.83 0.86 0.95 0.96
rho 0.67 0.67 0.83 0.82

Source: Author’s elaboration based on information from OECD and UNCTAD Note: The standard error is
indicated in brackets. “***”, “**” and “*” indicate significance at 0.01%, 0.05% and 0.1%, respectively.

3.4.2. The Global Case

This subsection extends the analysis carried out in the previous point to a broader set
of countries. In particular, a total of 61 countries are considered, grouped into developed
and developing countries, thus, capturing different participation patterns, according to
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income level. Tables 3 and 4 present the main results of the estimation of the two models
presented in expression (2) for three groups: full sample, developed economies, and
developing economies (see Appendix B). It is of particular interest to consider both groups
individually as the effects of FDI may vary on the performance of the textile industry,
which is generally considered a central sector in the industrialization process of developing
economies (Raei et al. 2019). As in Table 2, there are two cases for each model, considering
total (Table 3) and backward (Table 4) GVC participation.

Table 3. Results of the econometric estimation (time fixed effects) for total GVC participation (TPART).
Period: 1995–2018. Countries: 61. Number of observations: 1464.

Full Sample
(61 Countries)

Developed Economies
(39 Countries)

Developing Economies
(22 Countries)

Model I Model II Model I Model II Model I Model II

Constant 51.0136
(0.8364) ***

50.5985
(0.8683) ***

50.5143
(1.2384) ***

48.7253
(1.295) ***

45.9248
(1.2792) ***

44.0946
(1.3576) ***

TARIF1 −0.1778
(0.0287) *** — 0.1352

(0.1024) — −0.1565
(0.0313) *** —

TARIF2 — −0.0255
(0.0169) — 0.1828

(0.0421) *** — −0.0217
(0.0197)

FDI −0.0023
(0.0008) ***

−0.0021
(0.0008) ***

−0.0022
(0.0008)

−0.0016
(0.0008) **

0.0438
(0.0126) ***

0.0622
(0.0130) ***

LABC 0.0166
(0.0152)

0.0084
(0.0153)

0.0461
(0.0202) **

0.0511
(0.0198) ***

−0.0168
(0.0231)

−0.0182
(0.0236)

R2 0.83 0.83 0.80 0.81 0.79 0.78
rho 0.77 0.78 0.77 0.77 0.74 0.75

Source: Author’s elaboration based on information from OECD and UNCTAD Note: The standard error is
indicated in brackets. “***”, and “**” indicate significance at 0.01%, and 0.05%, respectively.

Table 4. Results of the econometric estimation (time fixed effects) for backward GVC participation
(BPART). Period: 1995–2018. Countries: 61. Number of observations: 1464.

Full Sample
(61 Countries)

Developed Economies
(39 Countries)

Developing Economies
(22 Countries)

Model I Model II Model I Model II Model I Model II

Constant 30.6691
(0.8099) ***

30.4297
(0.8515) ***

31.1911
(1.1231) ***

29.9897
(1.2062) ***

26.7746
(1.3834) ***

24.6514
(1.4766) ***

TARIF1 −0.2621
(0.0278) *** — −0.5200

(0.0928) *** — −0.1909
(0.0339) *** —

TARIF2 — −0.0653
(0.0166) *** — −0.0157

(0.0392) — −0.0299
(0.0214)

FDI −0.0010
(0.0008)

−0.0009
(0.0008)

−0.0014
(0.0007) *

−0.0010
(0.0008)

0.0481
(0.0136) ***

0.0697
(0.0141) ***

LABC −0.0151
(0.0147)

−0.0263
(0.0150) *

0.0146
(0.0184)

−0.0023
(0.0184)

−0.0262
(0.0249)

−0.0281
(0.0257)

R2 0.85 0.85 0.83 0.82 0.87 0.86
rho 0.81 0.82 0.79 0.79 0.84 0.84

Source: Author’s elaboration based on information from OECD and UNCTAD Note: The standard error is
indicated in brackets. “***” and “*” indicate significance at 0.01% and 0.1%, respectively.

According to the results presented in Tables 3 and 4, the tariff protection level is
revealed as a key variable in the participation degree in GVCs, regardless of whether total
or backward participation is considered a dependent variable. In the full sample models, for
developing and developed countries in the case of backward participation, a higher level of
tariff protection would lead to lower GVC participation in textiles through a trade-reducing
effect concerning the economic costs associated with export and import flows.
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This result is particularly relevant considering that the textile industry, especially in
developing countries, is sensitive to internal and external cost changes. However, in the case
of the developed countries presented in Table 3, the results suggest that higher tariff protection
on textile products (but not on raw materials) would increase total GVC participation. These
results may make sense insofar as the participation of developed countries in the textile value
chain is more linked to design and branding tasks and less to the manufacture of textile
products. Cost sensitivity does not only stand out among developing countries. As Lawless
and Morgenroth (2019) point out, Brexit is an excellent example of how a change in trade
tariffs can affect cost-sensitive sectors, such as food and textiles.

Something similar happens with the other variables incorporated in the model. In
the case of FDI, it is generally significant in all cases, while labor costs are significant in
the case of developing countries. Regarding FDI, a greater inflow would imply higher
participation in GVC in the case of developing countries; however, in developed economies,
a greater inflow of FDI would have the opposite effect. In this regard, it should be noted
that developed countries are, in many cases, the final markets for textile products. In this
sense, an increase in FDI in these countries could well reduce the global textile insertion of
developed economies and strengthen their domestic market. Finally, it should be noted that
when analyzing the influence of FDI on the total GVC participation without discriminating
by sector of activity, the literature supports a significant and positive relationship (Martínez-
Galán and Fontoura 2019; Okah Efogo et al. 2022).

Labor costs are significant, especially in developing countries, because their insertion
in the textile sector occurs mainly through a cost strategy. Thus, a higher labor cost would
imply lower participation in GVCs (Fukase 2013; Javed and Atif 2021; McCaig 2011).
However, regarding developed countries, labor costs are not a useful variable to explain
the insertion of the textile sector in GVCs since, in this group of countries, the industry does
not depend on its competitiveness in terms of costs, but rather on its innovative capacity,
design, and brand prestige (Padilha and Gomes 2016; Vila and Kuster 2007).

4. Conclusions

This paper is based on the recognition of the important role played by GVC in produc-
tion processes, because of international fragmentation of production, which particularly
affects manufacturing sectors such as the textile and apparel industry. In this sense, different
conclusions can be drawn.

From a comparative perspective, the analysis of the GVC participation shows interest-
ing results. China, and especially, Mexico and the United States present high levels of total
participation, with different trends. However, from this sectoral approach, it also can be
observed an accentuation of general GVC insertion patterns. In this sense, the United States
and China show clearer forward participation, while Mexico follows a different pattern,
with a predominance of backward participation. This feature is common in countries
specializing in manufacturing and assembly tasks.

Another relevant finding is China’s growing importance in the origin of the value-
added incorporated in Mexican and U.S. textile exports. This result shows a steady increase
in the backward linkages of Factory North America with the Asian giant. The contrary
occurs in Mexico and especially the United States, which currently have residual impor-
tance as the origin of the value-added of China’s textile exports and have even seen this
importance decrease in the period of analysis (1995–2018).

These results are consistent with the characterization of the decline of Mexican and U.S.
textile manufacturing, due to the presence of fragmented global trade flows not positively
exploited. However, this contrasts with the innovative and competitive Asian textile and
apparel industry, which adopts the full package strategy and FDI in a positive sense to
increase its value-added with empowerment in productive fragmentation.

The analysis of the participation in the final global demand for textile products pro-
vides additional findings. The most remarkable result is that the Chinese share shows a
clear and steady increase, approaching 40% of global demand. However, Mexico and the
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United States show the opposite trend, becoming nearly residual. This contrasts with their
respective shares in the textile GVC, where there are no significant differences in the levels
of participation.

From an extended (61 countries) and explanatory perspective, the econometric analysis
reveals tariff rates as a key factor for textile GVC participation, particularly in developing
economies. However, the effect of other variables, such as FDI stock and labor costs,
depends, to a large extent, on the group of countries considered. While among developed
economies, FDI does not help to provide a simple understanding of their insertion in textile
GVCs which, in developing economies, is a significant factor. This may be due to the type
of tasks performed by each country. While the first group focuses on tasks such as branding
and design, the developing countries mainly perform manufacturing tasks.

Although labor costs only reveal a significant and negative effect on backward partic-
ipation for the full sample, this variable shows a negative impact mainly for developing
countries, which is consistent with the expected influence of this factor. The counterintu-
itive result obtained for this variable for developed economies can be explained because the
total GVC participation of these countries is driven by high labor costs (e.g., offshoring of
manufacturing tasks to other countries), which causes a positive (and significant) effect on
their total GVC participation. In contrast, the lower level of labor costs positively influences
the GVC participation of developing economies.

Finally, this research highlights the profound changes the textile sector has undergone
in a highly competitive and globalized context. In particular, it allows us to understand
the changing role of economies in the international fragmentation of production, where
countries follow different insertion patterns, with uneven results.
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Appendix A

GVC Participation and Corresponding OECD TiVA Indicators (Extracted from
Martins Guilhoto et al. 2022)

Backward participation in GVCs, percentage (DEXFVApSH): Foreign VA embodied in
exports, as % of total gross exports of the exporting country. This indicator is calculated for
the total value of source and exporting industries; it is estimated as the ratio between the
VA contents of imports from the source country p and the gross exports of the exporting
country c. This indicator is estimated as: DEXFVApSHc,p = EXGR_BSCIc,p/EXGRc ×
100, where EXGR_BSCIc,p is the total VA from country p embodied in the total exports of
exporting country c, and EXGRc is the total gross exports of exporting country c.

Forward participation in GVCs, percentage (FEXDVApSH): Domestic VA embodied
in foreign exports as a share (%) of total gross exports of the value-added source country.
This indicator is calculated for the total value of source and exporting industries; it is
estimated as the VA contents of exports originating in the source country, and embodied in
the exports of the exporting country, divided by the gross exports of the source country.
This indicator is estimated as follows: FEXDVApSHc,p = EXGR_BSCIc,p/EXGRc × 100,
where EXGR_BSCIc,p is the total VA from country c embodied in the exports of country p,
and EXGRc is the total gross exports of the value added source country c.
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Appendix B

Table A1. List of the 61 countries/territories and considered in the econometric analysis.

Developed Economies (39) Developing Economies (22)

Australia Japan Argentina Thailand
Austria Korea Brazil Tunisia
Belgium Latvia Bulgaria Turkey
Canada Lithuania Cambodia
Taiwan Malta Chile
Croatia The Netherlands China
Cyprus New Zealand Colombia
Czech Republic Norway Costa Rica
Denmark Poland India
Estonia Portugal Kazakhstan
Finland Saudi Arabia Laos
France Singapore Malaysia
Germany Slovak Republic Mexico
Greece Slovenia Morocco
Hong Kong Spain Peru
Hungary Sweden Philippines
Iceland Switzerland Romania
Ireland United Kingdom Russian Federation
Israel United States South Africa
Italy
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Abstract: Okun’s law is formulated as the ratio between GDP and unemployment (UE): β = f(GDP/UE).
It is used to investigate the relations between output and labor input across regions or across business
cycles. Based on results by James D. Hamilton we replaced the United States UE with employment
(EM) for the years 1977 to 2021 and examined how employment changed relative to output during
recessions and recoveries. We found that (i) EM was leading GDP before and lagging GDP after all
recessions, except the 2020 recession. (ii) The βE(9) = GDP/EM for rolling ordinary linear regression
over 9 months decreases just after a recession and then recovers over 2- to 4-year periods. (iii) The
two series showing that EM → GDP and βE(9) < 0.5 coincided in the 34 months that partly preceded
and partly followed five of six NBER recession dates, providing a probability of ≈0.0002 to coincide
with the recessions by chance. Thus, the two series may be used to support forecasts of coming
recessions. Since EM precedes GDP and labor productivity declines before recessions, a policy
recommendation for avoiding “jobless recovery” is that employment should not increase more
rapidly than the real economy.

Keywords: Okun’s law; employment; unemployment; US recessions; jobless recovery; job search;
business cycles

1. Introduction

Economic recessions are events that seriously affect employment and output. Since the
early 1990s, recoveries from recessions in the United States were followed by persistently
weak employment growth (Galí et al. 2012). Policymakers and economists refer to this
phenomenon as jobless recovery and it remains a puzzle to experts. In this article, we
examine if there are behavioral traits among employers or employees that have the potential
to be managed so that some of the detrimental effects of recessions can be abated. We do
this by examining the employment and output in the context of Okun’s law.

Okun’s law depicts an empirically observed relation between the gross domestic
product (GDP) and unemployment (UE), which is specified as:(

GDP − GDP
)

GDP
= β

(
UE − UE

)
(1)

where GDP − GDP is the output, GDP, gap and UE − UE is the unemployment (UE) gap.
In short, β = GDP gap/UE gap. The β is Okun’s coefficient or Okun’s elasticity coefficient.

Recently, Hamilton (2018, p. 838) showed that the cyclical component of employment
(EM) started to decline significantly before the NBER business cycle peak for essentially
every recession. Thus, lead-lag (LL) relations and LL (GDP, EM) show that EM is leading
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GDP before a recession. Inspired by Hamilton (2018)’s results, we study GDP versus EM
and examine the relation βE = GDP/EM and its relation to jobless recovery following a
recession. Both EM and UE are often included in forecasting algorithms for GDP (Camacho
and Perez-Quiros 2010; Hamilton 2018) and thus their detailed behavior is an important
issue in applied economics. Our findings provide insights into the relationship between
GDP and employment as well as jobless recovery.

For four recessions, we found that employment is a leading variable of GDP, and labor
productivity decreases or levels off relative to its potential growth. The leading role of
employment ceases after the recessions, and the change in LL relations causes spikes in
βE = GDP/EM. There are 34 months out of 547 where EM leads GDP and βE shows peaks
at the same time, and these 34 months partly precede and partly follow the beginning of
the NBER recessions, except the last COVID-19 recession in 2020.

The present study differs from other studies in that we examine (i) the ordinary linear
regression (OLR) β coefficients for GDP/UE and GDP/EM over running time windows
(9 months) and we study (ii) the LL relations between GDP, EM, and UE over very short
time horizons (9 months). Most other studies restrict their study to GDP and UE, and
they use longer time windows, e.g., decades, (Cazes et al. 2013; Donayre and Panovska
2021). We also calculate labor productivity with a running time window of 9 months, and
lastly, we embed the LL results in a principal component analysis (PCA) “map” of the US
economy to place the LL results into a wider context.

A Literature and Hypotheses

Various attributes of Okun’s law have been studied extensively in the literature and
summaries have been made, for example in Donayre and Panovska (2021) and Obst (2020).
Here, we simply summarize attributes assigned to Okun’s law with respect to regional
differences and differences across business cycle regimes. The latter studies relate to regime
shifts, recession and shocks that are identified in the cycles.

Maza (2022) found regional differences across Europe in Okun’s law, defined as
β = (βUE − ΔUE − α − μ)/ΔGDP, α constant, μ error term. The β-values were clustered
geographically and with high values in, e.g., Germany. However, Elhorst and Emili (2022)
show for the Netherlands that there are spillover effects among regions, thus a finer spatial
solution than nations may be helpful to understand the relation between output and
unemployment.

Across business cycles for the US economy from 1949 to 2020, Donayre and Panovska
(2021) identify three regimes and thus two structural breaks, and they show that there is an
increase (steepening) of Okun’s β across expansions, mild recessions, and deep recessions.
That is, GDP changes relatively more than the UE during a deep recession than during an
expansion. In contrast, Søgner (2001) found no structural breaks in the Austrian economy
from 1977 to 1995 and concludes that there is a stable Okun’s β coefficient across time
in Austria. Ziegenbein (2021) studies the effects of six types of macroeconomic shocks
on Okun’s β and found that shock type, e.g., financial shocks and government spending
shocks, affect both the reaction time and the duration (0 to 20 quarters) of changes in the
Okun’s β, away from its “neutral” value (zero in Ziegenbein (2021)). A major conclusion is
that while GDP and employment declined with similar speed during a recession, output
recovered faster than employment, thus giving rise to the term “jobless recovery”.

Several studies also offer explanations for the “jobless recoveries”, and the mechanisms
that could explain jobless recoveries can be divided into six categories: (i) Demographic
traits. For example, Maza (2022) found that, across all regions in Europe, the β coeffi-
cient significantly depended on the participation of women and youth in the workforce
and the industry’s contribution to GDP. (ii) Legal factors were found by Maza (2022) to
contribute only when the UK was exempted from the sample. However, Vaubel (2008)
shows that legislative acts related to social provisions increased in the EU from 1970 to 2003.
Cazes et al. (2013) suggests that whereas Okun’s β increased sharply in the US, Canada,
Spain, and other economies that were severely affected by the Great Recession in 2008, in
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countries such as Germany and the Netherlands, with strong (legislative) employment pro-
tection, it did not. However, Mukoyama and Sahin (2009) quote studies that show the ratio
of benefit claims to total UE in the US has declined over the post-war era, and thus employ-
ment protection in terms of unemployment compensation may not play a prominent role
for explaining jobless recovery in the US. (iii) Worker behavior may play a role in several
respects. With references to Yellen (1991) Mukoyama and Sahin (2009) propose that unem-
ployment may be caused by the unemployed searching for good, rent-paying jobs rather
than working at the poor jobs following a recession. Capsada-Munsech and Valiente (2020)
examine variations in employee willingness to participate in vocational education and
training (VET) and thus to obtain skills that meet demand. Elhorst and Emili (2022) suggest
that employed persons may work shorter hours. (iv) Employer behavior will interact with
employee behavior. For example, firms in Germany and Austria support more vocational
training than southern European countries (Capsada-Munsech and Valiente 2020, p. 171).
(v) The mismatch between human resources available and human resources required was
studied by Lazear and Spletzer (2012). However, they show that unemployment was a
cyclic phenomenon during the 2007–2009 recession rather than due to a mismatch between
labor requirements and labor supply. Gimbel and Sinclair (2020), studying the period 2014
to 2019, suggest that a mismatch that may have been an issue around 2014 declined after
the Great Recession. However, since Okun’s β changes with the development of the GDP,
e.g., expansions and recessions, the average βE coefficient will also depend on the economic
policy, management, and probably luck, in the region studied. (iv) For the present study, we
do not believe that the underground economy will have a great influence on employment
and its recovery after a recession, but it may be important in countries with a large and
established underground economy.

We develop three hypotheses that all relate to US recessions. The first hypothesis, H1,
is that employment leads GDP (EM → GDP), and if employment is decreasing faster than
GDP before a recession, β(GDP, EM) will tend to increase ↑ (Abel et al. (1998, p. 658 on x/y
relations). The rationale for the hypothesis is the results shown by Hamilton (2018) that
employment was leading GDP before recession. Our second hypothesis, H2, is that GDP
leads employment (GDP → EM), and βE(GDP, EM) decreases↓ after a recession and during
an expansion. The rationale is that Cazes et al. (2013, p. 6) show that for many countries,
unemployment is likely to rise (and employment to decrease (our interpretation)) during a
recession. However, if employment decreases less rapidly than GDP, βE (GDP/EM) will
tend to increase. Our third hypothesis, H3, is that by embedding the lead-lag results in a
“map” of US macroeconomy, we will obtain clues as to which macroeconomic variables
determine the LL relations between GDP and EM. The rationale is that Seip et al. (2019), by
using the “map” method, found macroeconomic conditions for why leading indexes failed
to predict industrial production in Germany.

The rest of the article is organized as follows. In Section 2, we present the data we
used, and in Section 3, we outline the methods used with emphasis on the relatively novel
LL method. In Section 4, we present the results from the application of the high-resolution
LL method and, as far as we know, a novel application of Okun’s law to GDP, EM, and UE.
The results are discussed in Section 5, and Section 6 summarizes and concludes.

2. Data

All the following data are retrieved from the St. Louis Federal Reserve database
between 14 June 2022 and 10 July 2022. We use two sets of data. The first set is US
employment rate, EP, US unemployment rate (UE) and real gross domestic product (GDP).
The other set is used to draw a “map” of the US economy. We emphasize variables that
may have implications for the interpretation of Okun’s law and we include time series that
could allow us to examine causal mechanisms for “jobless recovery”.

Okun’s law data. UE represents the number of unemployed as a percentage of the
nonfarm labor force. EM is the number of employed in thousand persons. Real GDP is
measured in billions of chained 2012 dollars.
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US economy data. The strings of letters following the acronyms we use are the
identification code used by St. Louis Fed. We have chosen twelve macroeconomic vari-
ables. In addition to real GDP, we chose industrial production (IP); working hours (WH)—
HOANBS; inflation (INF) represented by the consumer price index (CPI)-CPI; US govern-
ment expenditures (EXP)—W068RCQ27SBEA; federal government tax receipts (TRE)—
W006RC1Q027SBEA; federal government: current expenditures (CE)—FGEXPND; federal
debt as total public debt (PD)—GFDEBTN; federal funds rate (FF); and monetary supply
(M2). Data for labor productivity (LP)—OPHNFB is an index for output per hour and
were used to compare productivity during recession phases. Data for union affiliation as
percentage of employed were only available from 2011 to 2021 and ranged from 10.3 to
11.8% (https://data.bls.gov/cgi-bin/surveymost) accessed on 15 August 2022, and were
therefore not used. For wage spread, we used the Gini index, which is only sporadically
available for the US before 1991. A high index value suggests a high degree of inequality.
Mukoyama and Sahin (2009, p. 203) show a curve for the 90–10% residual wage inequality
from 1970 to 2002, and we extended the Gini index to the time window 1977 to 2022 based
on the author’s figure. We use the recession dating from NBER, and characteristics for the
recessions are shown in Table 1.

Table 1. Recessions in USA, 1977 to 2022. Beginning, end and duration are NBER data. GDP decline,
labor productivity, jobless depth and jobless duration is measured as the anomaly from the linear
detrended series.

Beginning End Duration
GDP Decline

(Peak to
Trough)

EM Leads
GDP before
Recession (1)

bE (GDP,EM)
Coefficient

Peaks

bLP (LP,t)
before Rec. (2)

Jobless
Depth (3)

Jobless
Duration (4)

Months Relative Values 0–12 Months <0.5 0–12 Months
Relative
Values

Months

Jan 1980 July 1980 6 −2.2 3.00 −0.30 −0.041 −0.18 14
July 1981 Nov 1982 16 −2.7 12.00 0.18 −0.022 −0.53 18
July 1990 March 1991 8 −1.4 5.00 −0.16 0.000 −0.83 12

March 2001 Nov 2001 8 −0.3 11.00 −0.64 −0.010 −1.27 68 (5)
Dec 2007 June 2009 18 −5.1 9.00 0.48 0.019 −2.54 144 (5)
Feb 2020 April 2020 2 −19.2 1.00 −0.1 −0.015 −4.62 12

Average 9.67 ± 5.40 −5.15 ± 1.79 6.83 ± 3.87 −0.25 ± 0.31 −0.012 ± 0.020 −1.66 ± 0.91 44.67 ± 58.83

Number of months EM leads GDP during one years before a NBER recession. Peak value relative to a detrended
βE. Deviation from linear trend. Months to pre-recession values. Employment does not recover to pre-recession
values before next recession. Duration is the time between the two recessions.

3. Methodology

We use a relatively novel technique for calculating high resolution LL relations between
cyclic time series. The method relates to a dual representation of the time series, x(t) and
y(t), first as a series depicted as a function of time and second as depicted in a phase
plot with one series on the x-axis and the other series on the y-axis. Time in the phase
plot is then shown as the trajectories between points. For a quick intuitive illustration,
see: https://en.wikipedia.org/wiki/Lissajous_curve#/media/File:Lissajous_phase.svg
(accessed on 15 February 2022).

Seip et al. (2018) describe the method in detail, but recently Krüger (2021) has described
an LL method that is based on wavelet techniques and on the same dual representation of
paired time series. Figure 1a shows two sine functions with identical cycle lengths, but the
dashed curve is shifted a few time steps forward, and we have added a small amount of
stochasticity to make the example a little more realistic. The bold curve that is to the left
of the target sine function (dashed curve) is a leading series (Figure 1a). With the leading
series (bold) on the x-axis and the lagging series (dashed) on the y-axis, the trajectories
in the phase plot rotate counterclockwise (positive per definition, Figure 1b). Thus, we
can identify LL relations by the way that trajectories rotate in the phase space. For time
series normalized to unit standard deviation, the trajectories will form an ellipse-like curve
with the major axis either in the 1:1 direction or the −1:1 direction. For shifted perfect sine
functions with common cycle periods, the minor axis will show the phase shifts between
the sine functions.
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The rotational direction represented by the angle θ between two successive vectors,
v1 and v2, through three consecutive observations in the trajectory is calculated with
Equation (2):

θ = sign(v1 × v2) · Arccos
(

v1·v2

|v1||v2|
)

(2)

The vectors are calculated as (yi − yi−1)/(xi − xi−1) with i = 2, 3, . . . .
We define a measure of LL strength as

LL = (N+ − N−)/(N+ + N−) (3)

where N+ and N− is the number of positive and negative angles, θ, in a set of n consecutive
observations in the two series. Using n = 9 and with N+ = 9 and N− = 0, we obtain
LL = (9 − 0)/(9 + 0) = 1. The number 9 is a trade-off between the goal of identifying LL
relations for short time windows and the goal of identifying a confidence band. In the time
series mode, it means that one series leads the other for nine consecutive observations. In
the phase representation, it means that when the two series are plotted as trajectories in the
phase plot, the trajectories will rotate persistently in one direction.

In Figure 1c is the angles, and θ(3) in Figure 1b is shown as a function of time (light
blue bars) with the LL(9) relations as dark blue bars. The angles are measured in radians
(range −π, π) and the LL relations are in the interval [−1 to 1]. Note, for example, that the
first angle is negative, showing a clockwise rotation. The dark blue bars are all negative,
showing that the added noise is not sufficient to impair the overall clockwise rotation.

Pro-cyclic and counter-cyclic relations: If the OLR β coefficient is positive, the two
series are pro-cyclic. If the β coefficient is negative, the two series are counter-cyclic.
Figure 1d shows that an LL relation can be positive both for pro-cyclic and counter-cyclic
series. Since a phase plot with GDP on the x-axis and EM on the y-axis will show an
ellipsoid with its major axis in the 1:1 direction, the average βE coefficient is 1 per definition.
However, βE coefficients based on short time windows of the series may deviate from 1
and thus give rise to interpretations of how coefficients change with the economy, e.g.,
expansions or recessions.

Figure 1e shows two sine functions where one function has a constant argument,
a = sin (0.25t), whereas the other function, b = sin (0.25t + φ), has a variable argument, φ,
that varies from a positive to a negative value. Figure 1b shows the ratio of the slopes
a(t)/b(t) as a function of time (time window: nine time steps) compared to the average of
the two sine functions. The growth rate of a/b is Δa/a − Δb/b (Abel et al. (1998, p. 658)).
It is seen that at the downturn side of the sine function the ratio a/b first shows a positive
peak and then a negative peak. At the upturn side it first shows a negative peak and then a
positive peak.

Confidence interval. The 95% confidence interval (CI) is based on the probability
that two uniformly stochastic series will show a persistent rotation in one direction. It is
calculated with Monte Carlo simulations, applying Equations (2) and (3) to two uniformly
stochastic series, and the confidence limits are the asymptotic values for 1000 replicates.
Values of LL < −0.32 and LL > 0.32 suggest that for time series longer than nine time
steps, the LL values are significant at the 95% level. When time series are smoothed with
a smoothing algorithm, the probability that consecutive angles will have the same sign
increases, so the CI does not strictly apply to smoothed series. However, by comparing LL
relations for smoothed series with LL relations for unsmoothed series, the confidence in
the LL relations for the smoothed series may be enhanced.

Detrending. Since we want to study interannual to decennial time windows corre-
sponding to the typical duration of recessions (Burns and Mitchell 1946) we detrended
the 12 US economy macroeconomic data series with a linear or a quadratic function, de-
pending upon the large-scale form of the time series. Several detrending methods are
available, but linear detrending is simple and will not introduce anomalies that have no
economic relevance.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 1. (a) Example: Calculating leading-lagging (LL) relations and LL-strength. Two sine
functions: the smooth curve is a simple sine function, sin (0.5t), the dashed curve has the form
sin (0.5t + φ × RAND()) where φ = +0.785 (b) In a phase plot with sin (0.5t) on the x-axis and the
sin (0.5t + φ RAND()) on the y-axis, the time series rotates counterclockwise; θ is the angle between
two consecutive trajectories. The wedge suggests the angle between the origin and lines to observa-
tions 6 and 7. (c) Angles between successive trajectories (light blue bars) and LL strength (dark blue
bars). Dashed lines suggest confidence limits for persistent rotation in the phase plot and persistent
leading or lagging relations in the time series plot. (d) LL relations and pro cyclic/counter cyclic
relations between two cyclic series as a function of the phase shift between them. (e) Two sine
functions; sin (0.25t + φ), the blue function has φ = 0 and the red function has φ shifted gradually
from a positive to a negative value, thus the two functions shift in being a leading function. (f) The
ratio a/b = sin (0.25t)/sin (0.25t + φ) as a function of time and the average of the two sine functions.
(a–d) are redrawn after Seip and Grøn (2019) and Seip and Wang (2022).
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Smoothing. We use the LOESS-smoothing algorithm. The algorithm has two param-
eters: the parameter (f), which shows how large fraction of the series is that is used as
a moving window; and the parameter (p), which shows the polynomial degree used for
interpolation. We always use p = 2. With 540 months ≈ 45 years of observations and f = 0.1,
the moving time window is ≈50 time steps. We use the LOESS-smoothing algorithm as
implemented in SigmaPlot, but the algorithm is implemented in many statistical pack-
ages. Since we always use the parameter p = 2, we use the nomenclature LOESS(f) for
LOESS smoothing.

Principal component analysis (PCA). Both the data series for the US economy and the
data that were extracted for time windows around the recession periods were analyzed
with PCA and presented in PCA loading and score plots. However, we only have six
recession periods, so we present the main results also as scattergrams to see if outliers
affect the regression results. All data for the US economy were LOESS(0.1)-smoothed to
avoid sharp peaks that could cause failures in the PCA algorithm. The PCA calculates new
variables that are orthogonal.

4. Results

We first show the initial preparation of the observed data, and thereafter the LL results
for GDP, EM, and UE. Third, we show the results of embedding the portion of the time
windows where GDP leads EM, and the portion of the time windows where βE (GDP/EM)
is less than 0.5 in a “map” of the US economy. Recall that with the time series centered and
normalized to unit standard deviation, graphs for x = GDP and y = EM will form an elliptic
form with the major axis in the 1:1 direction. Therefore, we evaluate the anomalies from the
βE = 1.0 line. Last, we examine how labor productivity relates to recession characteristics.

4.1. Data Preparation

To extract information from GDP and UE, GDP will most often have to be detrended.
Mukoyama and Sahin (2009) use the Hodrick–Prescott (HP) filter to extract a trend.
Ziegenbein (2021) uses a quadratic deterministic trend for GDP and EM. For the LL and
βE-analysis, we did not detrend the data since the LL method we use can be applied to time
series with similar trends. However, we center and normalize the data to unit standard
deviation. With the high-resolution LL method, we can identify LL relations over three
synoptic observations in the paired series (nine time steps to obtain the confidence interval).
Other studies use either the whole series or time windows that are considerably longer
than ours, e.g., decadal scales, (Cazes et al. 2013; Donayre and Panovska 2021).

4.2. LL Relations

In Figure 2a, the upper two series show GDP and EM time series centered, normalized
and slightly LOESS(0.1)-smoothed. The lower line shows the βE(9) coefficients for an
OLR over a rolling 9-month time window. The βE coefficient shows characteristic peak
anomalies for paired cyclic curves where one curve is sifted in time relative to the other. The
droplines show when the NBER recessions starts. Figure 2b shows the LL relations for the
GDP and EM series in Figure 2a. The dark grey bars show θ(3) and the light grey bars show
LL(9). GDP leads EM pseudo-significantly 58% of the time and GDP leads EM pseudo-
significantly 34% of the time. Table 1 shows the number of months during a 12-month
period where θ(3) < 0. Figure 2c shows the residual time series for LOESS(0.8)-smoothed
GDP. This series and the UE series are, in addition, slightly LOESS(0.1)-smoothed to avoid
sharp peaks.
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Figure 2. Lead-lag relations between GDP, Employment, EM and unemployment, UE. (a) GDP and
EM, both LOESS(0.1)-smoothed. Drop lines show NBER recession. (b) LL relations between GDP and
EM, both LOESS(0.1)-smoothed (grey) and raw, unsmoothed (dark grey). Numbers show percentage
“pseudo significant” LL relations (see text). Drop-lines show the beginning of recessions. OLR
between grey and black bars give R = 0.30, p < 0.001. (c) GDP-LOESS (0.8) residual and UE (%) both
series LOESS(0.1)-smoothed. (d) LL(GDP LOESS (0.8) residual, UE), both series LOESS(0.1)-smoothed
and normalized to unit standard deviation. GDP leads UE during the periods 1997–1991; 1993–1995,
1997–2008; 2011–. Red horizontal lines are recession periods. Droplines shows beginning of recessions.
(e) Phase plot for GDP and EM, not detrended, 1989–1993M3, dropline show the beginning of the
1990 recession. (f) Same as (e), but with GDP and UE.
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Figure 2d shows the LL relations between the two series. GDP leads UE pseudo-
significantly 35% of the time and GDP lags UE pseudo-significantly 55% of the time. The
LL(GDP,UE) relation shows that UE may lead GDP both before and after a recession.

The LL relations for GDP and EM could in principle be the inverse of the LL relations
for GDP and UE. To see how the differences would show up in a phase plot, we plotted
the GDP/EM series and the GDP/UE series for time windows around the 1990 recession
in two phase plots for the years 1989M1 to 1993M4 (Figure 2e,f). The drop lines show
the timing of the July 1990 recession. The graph shows both associations and rotational
directions. The results for the GDP/EM pair are shown embedded in a “map” of the US
economy in Figure 3a. The blue lines show that the recessions, with the 2020 recession as
an exception, are associated with a leading relation for EM to GDP (EM → GDP), but EM
also leads GDP during other periods. Figure 2f shows that higher GDP generally leads to
lower UE. However, there is no discontinuity around the 1990 recession as it was with the
GDP/EM pair.

(a) (b) 

 

 

(c) (d) 

β

 

Figure 3. Principal component plots of US Economy 1977 to 2022. (a) Score plot for US economy.
Blue lines show when employment leads real GDP: Red dots shows US NBER recessions. (b) Loading
plot for US economy. (c) Same as a, but βE(9) < 0.5. See text. (d) same as (a), but both EM leads
GDP and βE(9) < 0.5. UE = unemployment, FDE = federal debt, EXP = federal expenditures,
FF = fed’s interest rate, M2 = monetary supply, M2, INF = inflation (we use the consumer price
index), GDP = gross domestic product, TRE = tax receipts, GIN = Gini’s index, but reconstructed from
Mukoyama and Sahin (2009), IP = industrial production, WH = working hours, EM = employment.
βE(9) coefficient is for running GDP/EM.
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4.3. The βE Coefficient

The βE coefficients are calculations over 9 months. Figure 2a shows that the βE
coefficient is generally greater than 1.0 before a recession and then becomes less than 1.0
for a period of 4 to 52 months (21 ± 17 months) after the recession. Table 1 shows the
values of the βE coefficient when it has its lowest value around the recession periods. In
Figure 3c, the result is embedded in the “map” of the US economy. The distribution of the
blue lines suggests that the period with the βE coefficient less than 0.5 is mostly associated
with recession periods. Figure 3d shows that time windows where both EM leads GDP
and βE(9) is less than 0.5 are concentrated around the recessions. The 2020 recession is
an exception.

4.4. US Economy Results

The “map” of the US economy seen in the loading plot on Figure 3b provides a
reasonable stylized picture of an economy. There are some obvious relations. EM and UE
point in opposite directions and align roughly with the x-axis. FF and IP point in opposite
directions and align roughly with the y- axis. GDP, EM, WH and TRE all have high values
at the same time. However, the close connection between IP and GIN may not be intuitive.
A PCA loading plot of cyclic series will have some other characteristics relative to series
with Gaussian distributions. If two identical and perfect sine functions are shifted a quarter
of a cycle length (λ/4) relative to each other, their symbol representation will be connected
to the origin with lines that are at 90o to each other (Seip and Grøn 2019). Thus, FF and EM
may have similar cycle periods, but will be shifted λ/4 relative to each other.

Recessions appear to occur in all parts of the “map”, but they are appearing after
sharp bends in the trajectories. For the 1980, 1981 and 1990 recessions, trajectories are
counterclockwise, whereas the trajectories rotate clockwise for the 2000, 2007 and 2020
recessions. The two series showing that EM → bGDP and βE(9) < 0.5 coincide in 34 months
out of 547 months (Figure 3d). The 34 months partly preceded and partly followed five of
six NBER recession dates, providing a probability of ≈0.0002 to coincide with the recessions
by chance.

4.5. Labor Productivity

Labor productivity is generally regarded as a leading variable to the business cycle,
(Abel et al. 1998, p. 321). Figure 4a and Table 1 show that the detrended LP is declining
one year before most recessions, except the 2008 recession. On a decennial time scale, LP
shows an overall decrease during the period 1977 to 1997 (the stagflation period under
Volcker ≈ 1975–1985 and “the great moderation” period under Greenspan, ≈1985–1997,
(McNown and Seip 2011) then increases until 2010 and decreases again until 2018. For
the 12 months preceding a recession, the βE coefficient is zero per definition for linearly
detrended series, but it is on average (minus) 0.10 ± 0.22, and all βE coefficients are either
negative or close to zero. These values can be compared to the average 12-month increase
of 0.28 in LP during the period 1996 to 2010.

We compared the five recession characteristics: recession depth and duration, LP depth
and duration, and LP. However, we have only six sets of observation series, suggesting that
outliers may play a dominant role. Figure 4b shows that outliers actually play a role for
jobless recovery depth versus recession depth. Excluding the recessions in 2007 and 2020, it
appears that jobless recovery depth is associated with recession depth, but the regression is
not significant, and neither were the other five ((4 × 3/2) − 1) regressions.
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(a) (b) 

 

Figure 4. Jobless recovery and recession depth. (a) Time series for linearly detrended labor productiv-
ity, GDP, and employment. Red droplines show recessions. (b) Jobless recovery depth as a function
of recession depth. Separate regressions for all recessions and a subset where the two last recessions,
2007 and 2020, are excluded.

5. Discussion

There is no firm conclusion about how the LL relations between GDP, UE or EM
should be. However, changes in LL relations between GDP, UE and EM may be associated
with the recession periods. Not all recessions are similar, and our study shows that the
recent 2020 recession caused by the COVID-19 pandemic was different. The time window
around a recession can been divided into four periods: first an expansion in GDP, then
two periods during the downturn in GDP, and then a second expansion period where the
economy recovers.

The first expansion is the one that triggers a monetary or financial response because
the economy is overheating, e.g., a rise in FF (Taylor and Williams 2010). The first recession
period is characterized by an uncertainty in the reality of the recession. During the third
period, the recession is a certainty. The fourth period is the expansion period that terminates
in “natural” growth and employment rates.

5.1. Lead-Lag Relations

A leading role for a causal effect is a prerequisite, but not a sufficient, criterion for
causation. However, the leading role is often offered as a strong argument for a causal
effect (Sugihara et al. 2012). We examined the LL relations between the two pairs: real
GDP and EM, and GDP (detrended) and UE (percentages). Our results for EM support
Hamilton’s (2018, p. 838) finding that the cyclical component of EM starts to decline before
the NBER business cycle peak for essentially every recession (here, before 1981, 1990, 2001
and 2007 recessions). We also found that whereas EM leads GDP before a recession, it lags
GDP after the recession.

Figure 2e,f showed two characteristics for paired time series during the period 1989 to
1993, that is, around the 1990 recession. The first shows how EM and UE vary with GDP
(slopes in the graph), and it shows which of the variables are leading the others (rotational
directions). The graphs confirm the LL—the results are in Figure 2b,d. In the following
discussion, we use traditional “stylized facts” to explain the time series movements we
observe. Following that, we will discuss possible causal factors examined in the literature.

Before July 1990M7, the first expansion, EM increases as GDP increases, and the
rotational direction is clockwise (CW), but not easy to identify visually (Figure 2e). The
graph confirms the LL results in Figure 2b. The interpretation could be that firms fill
vacant positions as production or demand for services increases, but the overall US labor
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productivity anomaly decreases (from a linear trend) during the period one year before the
1990M7 recession. We did not find a first recession period where business was slow to cut
workers. (Note that EM increases before 1990M1 (Figure 4a), whereas Figure 3a,b shows a
movement towards higher UE at the same time). However, there are 12 variables in the
PCA plot that show a movement towards a higher UE, so there are probably other variables
that are responsible for the movement, e.g., working hours, as suggested by Obst (2020,
p. 229) Following the trajectories in Figure 2e, it is seen that during the whole recession
period from 1990M7, both GDP and EM decrease, but whereas GDP increases after March
1991M3, EM increases just slowly after November 1991M11 and is not up to pre-recession
values before November 1992M11. Thus, for one year there is a “jobless recovery” during
the second expansion period. During this expansion (the recovery), firms are slow to rehire
as they use current workers more intensively. Rotations are counterclockwise, showing
that GDP is leading EM from 1990M9 to 1993M4 (outside graph: to 1994M10). The labor
production anomaly increases from 1991M1 to 1992M7. We have not discussed the effects
of an increase in the underground economy during a recession, nor its potential impact on
the recovery process. However, it may contribute a significant amount in countries with
large underground economies, e.g., Seip and Orsi (2022).

For the GDP–UE pair (Figure 2f), GDP decreases and UE increases, rotations are
clockwise, and UE leads GDP. However, it is the trough in unemployment that would
imply a peak in GDP, thus, the interpretation should be that (minus) UE apparently leads
GDP or GDP leads UE, i.e., it is business growth that creates hiring.

Our results are based on EM and UE data downloaded in September 2021, however
Ahn and Hamilton (2022) conclude that current unemployment measures underestimate
the number of people that are unemployed, and the magnitude of the bias is larger when
the true unemployment rate is higher). Ahn and Hamilton (2022)’ s revised UE series
running from 2001 to 2020 showed similar LL(GDP, UE) relations as in Figure 2d, except
that from 2006 to 2010 GDP was leading UE. Mimicking the verbal Ahn and Hamilton
assessments for the whole period of 1977 to 2020 and replacing UE with UE1.1, the results
for the period did not change the LL(GDP, UE) patterns appreciably.

In contrast to the LL relations for GDP and EM, Elhorst and Emili (2022) found that
for the Netherlands, output growth leads UE. However, the results reported here apply to
employment and not to unemployment, and Figure 2e,f and Appendix A show that EM
and UE provide different results when put into similar contexts.

5.2. The βE-Coefficient

We chose to calculate the βE coefficient over 9 months. Examining the phase plot for the
period 1989M1 to 1992M10 in Figure 2e and following the βE(9) from left to right during
the same time window in Figure 2a, the βE will first show a small positive peak, then after
1990 a sharp negative peak and last a horizontal “no change” trend.

5.3. LL-Relations and the βE-Coefficient

The following results apply to the five recessions during the period 1977 to 2010, but
the COVID-19 recession in 2020 is an exception for all results. Figure 3d shows months
where both EM leads GDP and the βE coefficient is less than 0.5, that is, less than the “neutral”
slope of 1.0. This result support both our hypotheses. Hypothesis 1 (H1), that the EM leads
GDP and EM decreases faster than GDP before and during a recession was supported. The
NBER recessions come after sharp bends in the trajectories and away from optimal EM and
GDP in Figure 3a (NBER recession dates are shown by red dots in Figure 3a–d). The leading
relation for EM before a recession was also found by Hamilton (2018). Hypothesis 2, (H2),
that GDP leads EM and βE (GDP/EM) decreases before and during an expansion, was also
supported (Figure 2a,b). The COVID-19 recession in 2020 was, in contrast to the “classical
economy overheating” recessions, initiated by the COVID-19 pandemic and caused at least
partly by a supply side shock (Hobbs 2020).
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5.4. US Economy

Jobless abatement measures: Hypothesis 3, (H3), that we could infer macroeconomic
conditions where leading or lagging relations between EM and GDP were significant,
was not supported. Changes in LL relations were closely associated with recessions
but distributed over the whole economy “map”. However, the finding that the NBER
recession dates come after a sharp bend in the trajectories describing the US economy in
Figure 3 may offer some clues. Several studies suggest various factors that may explain
variations in Okun’s β coefficient, such as changes in working hours and labor productivity
(Cazes et al. 2013; Elhorst and Emili 2022), nominal wages, (Donayre and Panovska 2021
Okun’s beta and wages covary positively, p. 9), labor legislation, (Cazes et al. 2013) and
a mismatch in job search (Mukoyama and Sahin 2009; Gimbel and Sinclair 2020). The
selection of variables used to build the PCA plots was chosen primarily to construct
and validate the score plot for the US economy. We were not able to extract reasonable
information from the loading plot in Figure 3b that could be used to associate any of the
variables with the “jobless recovery” issue.

5.5. Policy Implications

Observations. First, the leading relations of EM → GDP before five of the six reces-
sions and the leading relation of GDP → EM after recessions provided clear signatures
to the Okun’s βE(t) signature. Second, periods before recessions were associated with
labor productivity that was less than optimal. Third, we found that months where both
EM → GDP and Okun’s βE(GDP,EM) were less than 0.5 were closely associated with the
five recessions before 2010. The COVID-19 recession in 2020 was an exception. Fourth,
months that are common for the two events (34 months) precisely identify recessions, and
fifth, jobless recoveries were pronounced for all five recessions.

Interpretations. Since EM leads GDP before a recession, it suggests that hiring is made
before business increases. This is supported by a decrease, or slowing down, in labor
productivity. During economic recovery, hiring is slower, providing a background for the
term “jobless recovery”.

Diagnostics predictions and abatements. The 34 months where EM → GDP and
βE < 0.5 matched the recessions, indicating that some of the months precede the recession.
Thus, inspecting the two series: (i) LL relations between GDP and EM and (ii) Okun’s law
in the format βE = GDP/EM, may help us to predict a recession or support that a recession
is real. However, the COVID-19 recession in 2020 provided an important exception to this
“rule”, perhaps due to the different nature of this atypical recession that was caused by
a pandemic.

We could suggest two abatement measures for jobless recoveries. The first is that
management should not hire workers during expansion periods that show a sign of a
coming recessions. An assessment of the “natural” rise in labor productivity (the trend)
is probably not easy to identify but examining labor productivity anomalies may still
offer clues as to when new hirings should be made with care. The second measure is to
implement legal procedures that make hiring and firing employees less easy. However,
employment policy is a multicriteria question. The utility of being temporarily employed
before a recession may be higher than the disutility of not being rehired for several months
during a recession recovery (see, e.g., (Ball 2015)).

The results were not realized when EM was replaced by UE and real GDP by GDP. For
a rationale, see Appendix A.

5.6. Further Studies

The present study addresses unemployment issues in terms of LL relations and OLR
regressions between GDP/EM and time. Our results refer to the US economy, but a
comparison with other countries along the same lines would be interesting, for example,
comparing Okun’s βE(9) coefficient in the US with the corresponding βE(9) coefficients in
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Germany and the Netherlands. Volatilities in employment are largest in the US (0.0389),
lower in the Netherlands (0.0232) and the lowest in Germany (0.0115).

We found that UE both leads and lags GDP, which would complicate shifting one
series relative to the others to identify LL relations for the whole series (Figure 2d). For
example, Obst (2020) includes two quarter delays between GDP and UE in analyzing the
relation between GDP and UE. Figure A1a in Appendix A shows that even within time
windows where the LL relations are consistent, cycle periods and phase shifts vary.

We also compared the two graphs GDP vs. UE (left in Figure A1) and GDP and
EM (right in Figure A1), and it is seen that the graph for GDP and UE shows the overall
“traditional” inverse relation between GDP and UE, whereas the GDP and EM graph
does not directly reflect that UE and EM should be inverse measures of the same phe-
nomenon. However, a contributing factor may be that if unemployed persons drop out of
the labor force, they are no longer counted as unemployed in the unemployment statistics
(Elhorst and Emili 2022). Thus, replacing UE with EM in Okun’s law appears to change
the overall relation beyond the fact that the two variables EU and EM express inverse
characteristics of labor participation. However, a discussion of these results is beyond the
scope of the present study.

6. Conclusions

Loss of jobs is an important issue and optimum employment is among the three most
important goals for the US federal reserve. Okun’s law, as expressed by its β coefficient, is
traditionally formulated by the ratio between GDP and the UE gap, and over the whole
period of study or for decennial time scales. Inspired by the results of Hamilton (2018), we
replaced the normal measure of unemployment (UE) with employment (EM) and calculated
a βE(9) = real GDP/EM. We found that EM became a leading variable to GDP before a
recession, whereas GDP became a leading variable to EM after a recession. The shifts in the
leading relation between GDP and EM around a recession also create peaks in the βE(9)
coefficient around most “classical” recessions (the 2020 recession caused by the COVID-19
pandemic was an exception). All the recessions were also characterized by a decrease in
labor productivity relative to an “optimal” but realized 1997–2010 value. Our findings of
the leading role of EM to GDP before a recession and the loss in labor productivity suggest
that hiring employees during periods with a heated economy may cause subsequent jobless
recovery. To alleviate jobless recoveries, one should make hiring decisions with caution
when there is a sign of a coming decision or labor productivity anomalies.
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Appendix A

The appendix contains: Comparing rGDP to EM and UE.

Comparing rGDP to EM and UE

The EM were significantly shifted 1.6 time steps backward relative to rGDP in 16*% of
the time, and EM was significantly shifted forward 1.7 time steps relative to rGDP 33 % of
the time.
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(a) (b) 

 

Figure A1. GDP and unemployment. (a) time series in bold shows part of the series where UE leads
GDP. Distance between the two first peaks (red and blue dropdown lines) are 86 months and distance
between the two next peaks are 47 months. (b) GDP versus UE and GDP versus EM. Green circles
show NBER recessions.
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Abstract: Italy joined the so-called ‘Industry 4.0’ European framework in 2016, which designed and
approved a national plan to regulate this key issue for regional development. To better support such a
framework, the present study attempts to quantify the contribution of the Italian regions to the output
formation process. More specifically, a multi-sectoral Input–Output (IO) model that supports national
policies was proposed to cumulatively consider 29 industries that partition the Italian economy into
representative branches at the level of administrative regions. Elementary input data were derived
from the inter-sectoral table of the economy released by the Italian National Institute of Statistics
(ISTAT). The economic outcomes of the Italian regions were estimated using a non-survey procedure,
based on Flegg Location Quotients, to determine the upstream and downstream positions of each
industry at country and regional levels. Indices grounded on the Hypothetical Extraction Method
(HEM) further delineated the role each industry plays in the regional economy. The empirical findings
of this study demonstrate how non-survey IO regionalization and the resulting industry-based indices
provide appropriate knowledge for regional development policies.

Keywords: Input–Output; regionalization; Hypothetical Extraction Method; linkage analysis

1. Introduction

The COVID-19 pandemic has produced devastating effects, whose consequences
depend on the capability of the economic structures to react to the macroeconomic shocks
affecting both supply and demand (Li et al. 2021; Notteboom et al. 2021; Pham et al. 2021).
The measures imposed by governments to contain the spreading of the virus are examples
of strict supply-side constraints (Chen et al. 2021). As soon as the lockdown would end
and the containment measures gradually be lifted (Seetharaman 2020), the pre-crisis levels
of activity could be expected to recover (Sigala 2020; Maples et al. 2021; Song et al. 2021).
These dynamics apply to the economic system as a whole, although the restrictive effects
have had different sectoral impacts (Bashir et al. 2020). Such impacts, spread over the
whole economy at a magnitude that depends on the relevance of individual sectors, depend
on the inter-sectoral relation characteristics of the production system (Hirschman 1958;
Dean et al. 2021; Belitski et al. 2022). A comprehensive assessment of the inter-industry
relationship characteristics of the Italian economy is the base for a more exhaustive analysis
of COVID-19s effect on production sectors (Ascani et al. 2021; Bragatto et al. 2021; Cutrini
and Salvati 2021).

At the global level, Italy ranks high within the industrialized countries (Bigerna
2013). The most significant industries that undoubtedly shape and lead inter-industry
interactions are manufacturing and, among services, those related to wholesale and retail
trade, as well as transport (Archibugi et al. 1991; Cainelli and Leoncini 1999; ISTAT 2016).
Manufacturing relies on specialized and high-quality products that are realized by a
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network of small- and medium-size enterprises (Bertolini and Giovannetti 2006). In the last
decades, globalization has further stimulated the expansion of manufacturing (Ghisellini
and Ulgiati 2020). However, since 2018, this expansion wave decelerated because of marked
instances influencing the stability of international markets (Cainelli et al. 2018; Basso 2020;
D’Ingiullo and Evangelista 2020). The inward-looking American commercial policies, the
economic outcomes of Brexit, the latent tensions between the USA and China, and the
uncertain political outcomes of national elections in many European countries resulted in
insecure landscapes for economic interactions. Within this uncertain climate, Italy suffered
from political instability, economic stagnation, and a lack of structural reforms (Rubino and
Vitolla 2018; Cainelli et al. 2019; Ciffolilli et al. 2019). In fact, even before the Great Recession
(e.g., between 2001 and 2007), Italy was growing by less than 1.3% per year, on average.
The 2008 crisis exacerbated the weakness of the Italian economy (Da Roit and Iannuzzi
2022). In 2009, its gross domestic product declined by 5.5%, and has been recovering slowly
and only partly (Crespí-Cladera et al. 2021). Moreover, the crisis has deepened the divide
between affluent and industrialized Northern regions and disadvantaged, agriculture-
dependent, Southern regions, which has been particularly evident for gross domestic
product, unemployment, and capital formation (Dei Ottati 2018).

Stagnation affects both public investments in infrastructures and private capital forma-
tion, notwithstanding the support provided by the incentives to the 4.0 digital conversion
of manufacturing (Confindustria Report 2019). However, internal weaknesses and the
increasing concentration of industrial development in small districts—mainly in Northern
regions—did not prevent Italy from becoming the seventh world manufacturing power by
2018, and the ninth in the world for export capacity (Table 1).

Table 1. Value added and Exports (2018) in percent values of world’s total (source: our elaboration
on Confindustria Report 2019).

Value Added Exports

1 China 28.5 China 12.8
2 USA 17.2 USA 8.6
3 Japan 8.1 Germany 8.0
4 Germany 6.1 Japan 3.8
5 South-Korea 3.1 The Netherlands 3.7
6 India 3.0 South-Korea 3.1
7 Italy 2.3 France 3.0
8 France 2.1 Hong Kong 2.9
9 Unted Kingdom 1.9 Italy 2.8
10 Indonesia 1.6 United Kingdom 2.5

In this context, the 4.0 transformation of manufacturing has played a role in improving
firms’ efficiency. Technology 4.0 was aimed at fastening decision processes and facilitating
new forms of interaction between humans and machines to connect the entire value chain
within the firms (Ghisellini and Ulgiati 2020). Italy joined the European framework of
Industry 4.0 in 2016, enforcing a National Plan called ‘Industria 4.0’. Hyper–amortization
investments, estimated to account for 10 billion euros, have been the main measure stimu-
lating firms’ development (Da Roit and Iannuzzi 2022).

The regional framework in which economic activities are performed also has relevance,
together with the dimensions of firms within the region. Italian regions consist of levels of
territorial subdivision and public authorities, i.e., public bodies with legal status and wide
autonomy regulated by the Constitution (Salvati and Zitti 2009). The 20 Italian administrative
regions (see Figure 1) can be grouped into three macro-areas (Zambon et al. 2017). The North
macro-area comprises nine regions: Liguria, Lombardy, Piedmont, Aosta Valley, Veneto, Friuli-
Venezia Giulia, Emilia-Romagna, and the two autonomous provinces of Trento and Bolzano
in the Trentino-Alto-Adige/Sudtirol region. The Central macro-area includes Tuscany, Latium,
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Marche and Umbria. The South/Islands macro-area includes Abruzzo, Basilicata, Calabria,
Campania, Molise, Apulia, Sicily, and Sardinia (Salvati et al. 2008).

Figure 1. A map illustrating the geography of Italian administrative regions (Source: own elaboration
on Eurispes (2022)).

According to a qualified source of regional analysis in Italy, “there is no doubt that
the social and economic disunity of Italy still remains nowadays the most apparent and
the most ignored structural limit” (Eurispes 2022). The most relevant inconsistency of
Italy is that a part of it (corresponding to 41% of the territory) lives in disadvantaged
socio-economic conditions. A measure of the relative economic performance of each region
can be quantified using per-capita GDP as shown in Table 2, where the 2019 percent gap of
the regional per-capita GDP with respect to the country figure is given. In 1951, per-capita
GDP in Southern Italy amounted to 53 per cent of country GDP. In 1973, this economic
aggregate reached the lowest peak (51 per cent), and that result was never observed again.

Table 2. Per-capita GDP departure (%) of Italian Regions from the national average in 2019 (ISTAT 2020).

Macro-Area Region Per-Capita GDP Gap Macro-Area Region Per-Capita GDP Gap

North

Bolzano +62.2

South

Abruzzo −11.8
Aosta Valley +34.3 Basilicata −24.6
Lombardy +33.9 Sardinia −27.6

Trento +31.5 Molise −28.8
Emilia-Romagna +25.1 Apulia −35.7

Veneto +14.7 Campania −35.9
Liguria +11.2 Sicily −39.0

Piedmont +8.6 Calabria −41.5
Friuli-V. Giulia +8.1

Center

Latium +15.8 Italy 29,000
Tuscany +8.8
Marche −3.2
Umbria −12.8
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Our contribution sheds light on the role of each of the 29 industries, described in
Table 3, characterizing the technological structure of the Italian economy by considering
each of the 20 administrative regions separately. Defining and quantifying the role and
relevance of each activity allow for a convenient comparison with national dynamics, as
well as an appropriate analysis of the role of each activity within and between macro-areas
(Lamonica and Chelli 2018). For this aim, on the one hand, we regionalized the Italian
Input-Output 2016 Table, with a disaggregation level corresponding to the 29 representative
sectors estimated at the level of Italian administrative regions, by using Flegg Location
Quotient methodology (Lamonica et al. 2020).

Table 3. A list of industry denominations used in this study.

Industries Denominations

S1 Crop and animal production, hunting and related service activities
S2 Fishing and acquaculture
S3 Mining and quarring
S4 Manufacture of food products, beverages, and tobacco products
S5 Manufacture of textiles and wearing apparel
S6 Manufacture of wood and of products of wood, paper and paper products and printing
S7 Manufacture of coke and refined petroleum products
S8 Manufacture of rubber, plastic products, and other non-metallic mineral products
S9 Manufacture of fabricated metal products, except machinery and equipment

S10 Manufacture of computer, electronic and optical products, electrical equipment machinery and equipment n.e.c.
S11 Manufacture of transport equipment
S12 Manufacture of furniture, Other manufacturing Repair and installation of machinery and equipment
S13 Electricity, gas, steam, and air conditioning supply
S14 Water collection, treatment, and supply
S15 Construction
S16 Wholesale and retail trade and repair of motor vehicles and motorcycles
S17 Trasportation and storage
S18 Accommodation and food service activities
S19 Information and communication
S20 Financial and insurance activities
S21 Real estate activities
S22 Professional, scientific, and technical activities
S23 Administrative and support service activities
S24 Public Administration and defence; compulsory social security
S25 Education
S26 Human health and social work activities
S27 Arts, entertainment and recreation
S28 Other services activities
S29 Activities of households as employers; undifferentiated goods/services producing activities of households for own use

By performing a non-survey regionalization, this approach avoided time-consuming
and costly data collection. On the other hand, with the aim of revealing and quantifying
the regional/sectoral role of each activity, we performed a linkage analysis determining
the sector potential in the national rank. The specific roles of key production branches in
the Italian regions were also determined. Linkage analysis was performed by adopting the
most suitable definitions and operational frames for the aims of our study. In particular,
we use the outcomes of linkage definition based on the Hypothetical Extraction Method
(HEM) approach.

This paper is structured as follows. The next section briefly presents the most relevant
literature on linkage analysis. Section 3 illustrates the regionalization technique and
the methodology adopted to derive Hypothetical Extraction Method (HEM) coefficients.
Section 4 illustrates the empirical results of this analysis. Section 5 discusses the main
research findings and concludes the paper.

2. Literature

2.1. Linkage Analysis and the Hypothetical Extraction Method

In the context of multiple industries interacting within the economic system, the
relevance of production sectors, especially local ones and their contributions to economic
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growth, requires a measure that delineates both forward and backward linkages in order
to empirically analyze the complete role of an industry and to evaluate the technological
connections between economic sectors (Kay et al. 2007). Within this framework, inter-
sectoral linkages are regarded as techno-economic connections between industries that are
embodied in the exchange of tangibles and intangibles (Hauknes and Knell 2009). Inter-
sectoral linkages, therefore, estimate interdependencies between sectors, which affect the
paths of vertical specialization (Reis and Rua 2009). In the literature on regional economics,
different indicators have been suggested and widely adopted for the identification of
key sectors. These sectors, characterized by relevant intermediate purchases (backward
linkages) and sales (forward linkages), are more likely than the other sectors to propagate
growth impulses all over the economy (OECD 2021). Golan et al. (1994) integrated this
definition to include three further conditions to appropriately define a key cluster, i.e., (i) a
well-developed domestic market, (ii) a competitive local business climate, and (iii) efficient
production factors.

This broader definition takes the size of the linkages as an approximation for the
potential benefits of stimulating the sector. This should imply that the taxpayer cost
of acquiring these benefits would be the same among sectors and among forward and
backward linkages. In reality, stimulating wider sectors is more expensive than smaller
ones; hence, key sector measures have to be corrected in consideration of their dimensions
to more accurately achieve this objective (Temurshoev and Oosterhaven 2014). In addition,
industries of the same size do not necessary require similar policy measures. This fact has
been considered in the net backward linkages, which correct the standard (gross) backward
linkages for the size of final demand, assuming that a relatively wide final demand is more
easily stimulated than a small-sized one (Oosterhaven 2004, 2007). Lastly, the creation of
benefits of sizeable backward linkages requires demand-stimulating measures, whereas
the generation of benefits of wide forward linkages requires a further improvement in
productivity, i.e., price reducing policies to strengthen output growth. Obviously, the cost of
these quite different policy measures per unit of potential benefit, i.e., per linkage measures,
will not be the same. Hence, selecting key sectors requires much more analysis than just
establishing which sectors have the largest forward and backward linkages. To address this
issue, many key sectors’ measures have been proposed in the literature (Golan et al. 1994).

On the one side, the various measures result from methodological enhancements, such
as the substitution of the direct backward linkages (Chenery and Watanabe 1958) with the
total backward linkages originated by the column sums of the Leontief-inverse (Rasmussen
1956), or the substitution of the row sums of the Leontief-inverse (Rasmussen 1956) with the
row sums of the Ghosh-inverse (Beyers 1976), in the case of total forward linkages (Jones
1976). On the other side, these measures originate from different labelling of the same
measure in different works. Among these measures, it is worth mentioning the output-to-
output multiplier (Miller and Blair 2009), analogous to the total flow multiplier (Szyrmer
1992), is comparable to the earlier Hypothetical Extraction Method (HEM) of whole sectors
(Strassert 1968; Schultz 1977; Temurshoev 2010), which was later reformulated by Meller
and Marfán (1981), Cella (1984), and Clements (1990).

In the present work, we adopted the latter, straightforward and flexible version of
the HEM, since it allows for the extraction of any subset of transactions, instead of a
mere removal of full rows and columns, (Miller and Lahr 2001; Gallego and Lenzen 2005).
The HEM identifies the ‘keyness’ of a sector through the hypothetical output loss in the
economic system due to the abrupt stop of the related activity, i.e., assuming all sales
to (and purchases from) the other sectors are set to zero. The Hypothetical Extraction
Method (HEM) was adopted in this study to assess the position occupied by various
economic sectors within a given (country or regional) economy. This method is regarded as
an improvement of the Classical Multiplier Method (Rasmussen 1956), which measures
the ‘keyness’ of a sector only in terms of simple averages of direct and indirect technical
coefficients. HEM, indeed, weights the ‘keyness’ of a sector by assuming its external
linkages, i.e., sales and purchases from all other sectors, as null (Guerra and Sancho 2010).
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The output loss deriving from this extreme condition quantifies the underlying network
of economic linkages (Miller and Lahr 2001) and provides a measure of ‘keyness’ (Miller
and Blair 2009). Therefore, the HEM evaluates the extent at which the total output of
the economy would change (e.g., decrease) if a j-th sector is removed from the economic
system.

The bulk of this approach lies in the inverse Leontief matrix, i.e., L = (I − An)−1 in
the first case and L = (I − R)−1 in the second case, where An and R, are the matrices of
national and regional direct input coefficients, respectively. The generic Lij entry of the L
matrix measures the total requirement (multiplier), both direct and indirect, of goods and
services produced by the i-th industry needed to satisfy one unit of final use of the j-th
sector. Consequently, the j-th column-sum (Lj) of L measures the total requirements of the
j-th sector to produce one (final) production unit. In other words, it is the extent to which a
unitary increase in the final demand of the j-th sector causes a production increase in all
sectors. On the contrary, the row-sum of the L matrix (Li.) measures the total production
requirements of the i-th sector needed to off-set a unitary increase in the final uses of each
product. In other words, output magnitude increases in the i-th sector if the final demand
of all sectors increases by one unit. Initially, this was modelled in an input–output context
by deleting row and column j from the A matrix of the technical coefficients (Ali et al. 2019).

To this regard, let A(j) be the (k − 1) × (k − 1) matrix without the sectors j and f(j) in the
correspondingly reduced final demand vector (see Miller and Blair 2009 for details), then,

the total output in the ‘reduced’ economy reads as x(j) =
[
I − A(j)

]−1
f(j). On the contrary,

in the full k-sector model, the total output is x =[I − A]−1f. Consequently, i′x−i′x(j) (where
i is a column vector of ones) is an aggregate measure of the economy loss (reflecting a
decrease in gross output value) if sector j disappears, and is in turn an indirect, overall
estimate of the multi-dimensional linkages of the j-th sector.

Normalization by total gross output (i′x) and multiplication by 100 provides an esti-
mate of the percent loss in total economic activity. The hypothetical extraction approach can
also be used to measure backward and forward linkage components separately. We assume
that the j-th sector buys no intermediate inputs from any production sector by replacing
the j-th column in A with zeroes. Then, the following index is a candidate measure of
(aggregate) backward linkage for the j-th sector:

BLj =
i′x−i′x(j)

i′x
100 (1)

Similarly, replacing the i-th row of the output coefficients matrix (B =
[

xij
xi

]
) with zeroes

and denoting this matrix as B(I) makes x′(i)= v′
[
I − B(i)

]−1
the row vector whose entries

are the sectoral production when the i-th sector is removed from the economy, i.e., the total
production of all other sectors if the i-th sector sells no intermediate input. An aggregate
measure of a given sector (i) forward linkage is:

FLi =
i′x − x′(i)i

i′x
100 (2)

For the sake of comparison, the previous indices were normalized as follows:

BLj =
BLj

1
k ∑k

j=1 BLj
(3)

FLi =
FLi

1
k ∑k

i=1 FLi
(4)
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The index reported in Equation (1), known as the ‘backward linkage’ (or ‘dispersion
power’), measures the activation degree of a given economic sector. Values greater than
1 indicate the importance of a given sector in the regional economy, because it requires a
production level from the other sectors above the average. By contrast, the more the index
falls below 1, the less important the sector considered is.

The index reported in Equation (2), known as the ‘forward linkage’ (or ‘dispersion
sensitivity’), measures the level at which the output of one sector is used as input for the
remaining production sectors, and thus measures the degree of reaction characteristic of a
given economic sector. As in the previous case, the greater the index is than 1, the more
important the corresponding sector is, because it supplies its production to the other sectors
at a level which exceeds the general average. By contrast, the more the index falls below 1,
the less important the sector considered is. The joint analysis of these two indices makes it
possible to determine how an individual sector is woven into the economic structure of a
region, as well as its relative importance. Based on these premises, we define:

• ‘Key Sectors’, with values of both forward and backward linkages higher than 1;
• ‘Low Impact’ sectors, with both forward and backward linkages lower than 1;
• ‘Prime Vendor’ sectors, with forward linkages higher than 1 and backward linkages

lower than 1;
• ‘Prime User’ sectors with forward linkages lower than 1 and backward linkages higher

than 1.

2.2. Regionalization of the Italian Input-Output Table

Regionalized Input–Output matrices make it possible to perform a linkage analysis
that compares the importance of each sector in providing and buying goods and services
for the remaining sectors. Unfortunately, the Italian Institute of Statistics (ISTAT) does not
provide regionalized Input-Output Tables. As remarked by Hewings and Jensen (1988), non-
survey methods regionalizing a national Input-Output Table (NIOT) have been developed,
with the aim of avoiding the huge costs and considerable release delays associated with the
construction of regional tables through direct surveys. Non-survey methodologies were
based (i) on Location Quotients (LQs) or (ii) on constrained matrix-balancing approaches.
The former methodologies included Simple and Cross-Industry LQs (SLQ and CILQ),
along with refinements such as Round (RLQ) formula (Round 1983), Flegg FLQ formula
(Flegg et al. 1995; Flegg and Webber 2000), as well as the augmented FLQ (AFLQ) approach
(Flegg and Webber 2000). These methods hinged on the assumption that regions and
nations employed the same production technology, with the implication that regional input
coefficients only differed from their national counterparts for the fact that each region
imports goods and services from other regions (Cuello et al. 1992). By contrast, constrained
matrix-balancing procedures estimate unknown data from limited initial information and
are subject to a set of linear constraints (e.g., Salvati and Zitti 2009). The most popular
techniques include RAS and Cross-Entropy (CE) approaches (Schultz 1977) and those based
on minimizing squared or absolute differences (Golan et al. 1994). However, such methods
are more time-consuming than the LQ-based approach and normally require the solution of
a constrained non-linear optimization problem, whereas the LQ-based methods are quick
and simple to apply. The present study concentrates on the FLQ method briefly explained
in Section 3, since it is one of the best-performing LQ-based approaches (Bonfiglio and
Chelli 2008; Flegg and Tohmo 2016).

2.3. Regionalization Methodologies Using Location Quotiens

In this section, we review the most used location quotient (LQ) methods to estimate a
Regional Input-Output Table (RIOT) representative of the 20 Italian regions. We used the
most recent NIOT released by the Italian Institute of Statistics (ISTAT) for the year 2016.
In Table 2, we show the national and regional IOT for an economic system of k sectors in
block matrix notation, where:
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National Input–Output Table Regional Input–Output Table⎛⎝ Xn fn xn

(vn)′ 0 0
(xn)′ 0 0

⎞⎠
⎛⎜⎜⎝

Xr

Mr
fr

0
xr

0
(vr)′ 0 0
(xr)′ 0 0

⎞⎟⎟⎠
• Xn =

[
xn

ij

]
is the matrix whose entries are the total internal flows for intermediate use

from the i-th sector to the j-th sector at the national level;
• Xr =

[
xr

ij

]
is the matrix whose entries are the flows of intermediate use from the i-th

sector to the j-th sector at the regional level, with both i and j sectors located in region
r;

• fn and fr are the national and regional final demand vectors;

• Mr =
[
impr

ij

]
is the matrix of imported (intermediate) inputs produced by the i-th

sector of the other regions and acquired by the regional j-th sector;
• (vn)′ and (vr)′ are row vectors whose entries are the primary input by sector at the

national and regional level.

Moreover, we define An =

[
an

ij =
xn

ij
xn

j

]
, R =

[
rij =

xr
ij

xr
j

]
, and Mr =

[
mr

ij =
impr

ij
xr

j

]
as the

matrices whose entries are the national technical coefficients, the regional input coefficients,
and the regional import coefficients, respectively. Assuming that only NIOT (An) and the
vector of the regional total sectorial output (xr

j , j = 1, . . . , k) are known, the LQ methods
estimate the matrix of the regional input coefficients R by adjusting the national technical
coefficient in the following way:

r̂ij= an
ijqij (5)

where qij represents the degree of modification of the national coefficient. Interregional
import coefficients (the entries of Mr) are estimated as the difference between the national
and the estimated regional input coefficient:

mr
ij= an

ij − r̂ij (6)

The first LQ method introduced in the literature (Flegg and Tohmo 2016) was the
Simple Location Quotient (SLQ), where the regional input coefficients are estimated as:

r̂ij =

{
an

ij ·SLQi if SLQi< 1

an
ij if SLQi ≥ 1

(7)

and where SLQi is defined as:

SLQi =

xr
i

xr

xn
i

xn

(8)

and xr
i and xn

i are the total outputs of the i-th regional and national sector, respectively,
where xn = ∑k

i=1 xn
i and xr = ∑k

i=1 xr
i .

Several other LQ methods have been proposed in the literature (Miller and Blair 2009).
However, earlier studies (Bonfiglio and Chelli 2008; Hermannsson 2016; Morrissey 2016;
Jahn 2017) have demonstrated how FLQ provides more accurate results than the other LQ
methods and, based on such evidence, this method was chosen to estimate the 20 Italian
RIOTs.

The basic idea underlying FLQs is that a region’s propensity to import from other
domestic regions is inversely and non-linearly related to its relative size (Ciommi et al.
2019). By incorporating explicit adjustments for interregional trade, the method provides
more accurate estimates of regional input coefficients. As with other non-survey techniques,
the main aim of the FLQ approach is to delineate an optimal frame to estimate input–output
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tables that are representative of the regional economic structure (Lamonica et al. 2020). FLQ
coefficients can be expressed as follows:

FLQij =

{
CILQijλ for i 	= j
SLQijλ for i = j

(9)

where λ stands for the relative size of the region and takes the following form:

λ =

[
log2

(
1+

xr

xn

)]δ
(10)

and

CILQij =
xr

i /xn
i

xr
j /xn

j
=

SLQi
SLQj

based on Flegg et al. (1995). Here, δ (0 ≤ δ < 1) is a sensitivity parameter that controls the
degree of convexity in Equation (5). Referring to Flegg et al. (1995) for details, the larger
the value of δ, the lower the value of λ, so that greater adjustments of regional imports
are made. The implementation of the FLQ formula is carried out in line with other LQ
methods:

r̂ij =

{
an

ijFLQij if FLQij< 1

an
ij if FLQij ≥ 1

(11)

To apply the FLQ, a value for the unknown parameter (δ) has to be chosen. A number
of empirical studies (Flegg and Webber 2000; Flegg et al. 2016; Flegg and Tohmo 2016; Jahn
et al. 2020) were devoted to find appropriate values of δ. In consideration of their results, a
value of δ = 0.3 was considered appropriate in our case.

3. Data and Indicators

This study relied on the 2016 Italian Input-Output Table (IOT) using a disaggregation
nomenclature of 63 sectors, and was retrieved from an official database (ISTAT 2020). The
63 sectors’ classification was based on the NACE Rev.2 Statistical classification of economic
activities in the European Community (EUROSTAT 2008). Unfortunately, the only available
data at the regional level are related with the employment number and the added value
of the 29 sectors’ disaggregation (NACE Rev. 2). As a consequence, the National Input-
Output Table was then reaggregated in 29 sectors that were used as the starting point for
regionalization by means of the Flegg Location Quotient (FLQ), as pointed out in Section 2.2,
which allowed for a comparative analysis at regional scale.

The regional sectorial employment number was used as a generalization of the national
coefficient based on the fact that “in cases where regional output data are not consistently
available, or where analysts feel it is appropriate, other measures of regional and national
economic activity are often used—including employment (probably the most popular),
personal income earned, value added, and so on, by sector” (Miller and Blair 2009, p. 349).
Moreover, the practical calculation of Equations (1) and (2) requires the sectorial final
demand as input data at the regional level. Unfortunately, these data are unavailable
for Italy. To overcome this drawback, we assumed the regional share of the i-th sector
as coinciding with the share allocated for the whole country economy. This assumption
was derived from the fundamental input–output relationship v’i = i′f, and following the
argumentations of Round (1983). Thus, the regional sectoral final demand was estimated
as follows:

fr
i= vr fn

i

∑k
i=1 fn

i
(12)

where vr = (vr)′i is the regional (total) added value.
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4. Results

The pandemic-driven economic recession affected all areas of Italy. However, the drop
in GDP has been partly attenuated at the regional level through the measures adopted
by the national government and European authorities. The campaign of vaccination,
the progressive easing of restrictions aimed at the containement of contagion, and the
perseverance in the measures benefitting households and firms helped in sustaining the
economic recovery. According to the quarterly indicator of the regional economy (ITER)
elaborated by the Bank of Italy, recovery was particularly evident in Northern Italy. Exports
have grown in all areas and investments appear higher than those planned. Positive signals
were observed on incomes and consuption expenditures. Savings have continued to be
addressed, due in large part to liquid financial instruments as deposits (Banca d’Italia 2020).
National results in terms of linkage, that we obtained from the empirical analysis, are
shown in Table 4. The forward and backward linkages were computed for the 29 industries
of the Italian economy. In Table 5, following the taxonomy defined in the methodological
Section 2.1, industries were classified in the relevant panel according to the following
denominations: Key Sectors, Low Impact, Prime Vendors and Prime Users.

Table 4. Forward and backward linkage results for the 29 industries constituting the national economy.

INDUSTRIES ITALY_FL ITALY_BL

S1 Crop and animal production, hunting and related service activities 0.908 0.452

S2 Fishing and acquaculture 0.452 0.015

S3 Mining and quarring 0.846 0.080

S4 Manufacture of food products, beverages, and tobacco products 0.998 1.847

S5 Manufacture of textiles and wearing apparel 0.734 0.913

S6 Manufacture of wood and of products of wood, paper and paper products and printing 0.907 0.588

S7 Manufacture of coke and refined petroleum products 1.325 1.431

S8 Manufacture of rubber, plastic products, and other non-metallic mineral products 1.032 0.929

S9 Manufacture of fabricated metal products, except machinery and equipment 1.475 1.544

S10 Manufacture of computer, electronic and optical products, electrical equipment machinery and
equipment n.e.c. 1.265 2.292

S11 Manufacture of transport equipment 0.819 1.342

S12 Manufacture of furniture, Other manufacturing Repair and installation of machinery and
equipment 0.712 0.783

S13 Electricity, gas, steam, and air conditioning supply 1.054 0.937

S14 Water collection, treatment, and supply 0.745 0.432

S15 Construction 1.037 2.101

S16 Wholesale and retail trade and repair of motor vehicles and motorcycles 1.772 2.907

S17 Trasportation and storage 1.721 1.656

S18 Accommodation and food service activities 0.732 1.091

S19 Information and communication 1.196 1.078

S20 Financial and insurance activities 1.493 0.842

S21 Real estate activities 1.085 0.561

S22 Professional, scientific, and technical activities 1.864 1.211

S23 Administrative and support service activities 1.386 1.026

S24 Public Administration and defence; compulsory social security 0.651 0.809

S25 Education 0.512 0.229
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Table 4. Cont.

INDUSTRIES ITALY_FL ITALY_BL

S26 Human health and social work activities 0.620 1.135

S27 Arts, entertainment and recreation 0.640 0.424

S28 Other services activities 0.559 0.329

S29 Activities of households as employers; undifferentiated good and services producing activities of
households for own use 0.443 0.000

Table 5. Classification of Italian industries according to their role in the economic interactions.

FL < 1 FL > 1

BL < 1

Low impact (I panel) Prime Vendors (II panel)

(S1) Crop and animal production, hunting and related service activities (S8) Manufacture of rubber, plastic products and other non-metallic mineral
products

(S2) Fishing and acquaculture (S13) Electricity, gas, steam and air conditioning supply
(S3) Mining and quarring (S20) Financial and insurance activitites
(S5) Manufacture of textiles and wearing apparel (S21) Real estate activities
(S6) Manufacture of wood and of products of wood, paper and paper
products and printing
(S12) Manufacture of furniture, Other manufacturing Repair and
installation of machinery
(S14) Water collection, treatment and supply
(S24) Public Administration and defence; compulsory social security
(S25) Education
(S27) Arts, Entertainment and recreation
(S28) Other services activities
(S29) Activities of households as employers; undifferentiated good and
services producing activities of households for own use

BL > 1

Prime Users (III panel) Key Sectors (IV panel)
(S4) Manufacture of food products, beverages and tobacco products (S7) Manufacture of coke and refined petroleum products

(S11) Manufacture of transport equipment (S9) Manufacture of fabricated metal products, except machinery and
equipment

(S18) Accomodation and food service activities (S10) Manufacture of computer, electronic and optical products, electrical
equipment

(S26) Human health and social work activities (S15) Construction
(S16) Wholesale and retail trade and repair of motor vehicles and
motorcycles
(S17) Trasportation and storage
(S19) Information and communication
(S22) Professional, scientific, and technical activities
(S23) Administrative and support service activities

Each industry was assumed to be part of a network that developed through inter-
industry interactions. A set of interactions was given by the inflow of commodities, from
raw materials to finished products, realized by the industry’s intermediate purchases,
and used for producing the industry’s total output. These interactions, which define the
role of each industry in the inter-sectoral interactions in the upstream supply chain, were
then given by the backward linkage coefficient quantified in the last column of Table 4.
The second set of interactions was the downstream network that involved processing the
materials collected during the upstream stage into a finished product and the actual sale
of the industry’s total output to other industries. The last column of Table 4 displays the
capability of each industry in activating the other industries downstream. In order to
synthetize the features of each industry in the interaction, we rearranged the results in
Table 4 according the linkage value, as shown in Section 2.1. Table 5 shows the resulting
industry classifications at the national economy.

From this table, nine industries emerged as Key Sectors, and provided a relevant
impulse to the production process in terms of both upstream and downstream interaction.
Four industries emerged as Prime Users and Prime Vendors, respectively. Twelve industries
actually proved to be Low Impact activities. More information could be attained by
adopting the regional viewpoint. Considering a regional perspective, results similar to
those obtained for the national economy, shown in Tables 4 and 5, were observed. In
this way, a further development got results for each sector according to the role in the
economic interaction and according to the regional allocation of the economic activity, since
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the regional economic context easily influenced the efficiency of the economic interactions
among industries. Here, we regrouped the five macro-regions into three groups: North,
Center, and South. The islands were considered within the Southern region.

When compared with national outcomes, some specificities emerge. Table 6 shows the
Low Impact sectors for all the Italian regions. As expected, regional outcomes reflected,
in most cases, the national ones. Nevertheless, some regional aspects that did not reflect
the national trend should be taken into consideration. The industry S1—crop and animal
production, hunting and related service activities, and agricultural and hunting—result was
classified as a ‘Prime Vendor’, (Table 7) since it provided its output to other industries, and
its activities were allocated prevalently in the eight regions of the south. The textile industry
(S5) emerged as a ‘Prime User’ (Table 8) in Veneto, Tuscany, Umbria, Abruzzo, Campania,
and Apulia, and as a ‘Prime Vendor’ in Marche. The manufacture of rubber, plastic products,
and other non-metallic mineral products (S8) was classified as a ‘Low Impact’ sector in
Aosta Valley, Liguria, Sicily, Sardinia, Tuscany, Latium, Calabria, Campania, and Apulia,
and as a ‘Prime User’ in Marche.

The accommodation and food service activities (S18) were classified as ‘Prime Vendors’
in Marche. In all the other regions of Italy, they were ‘Prime Users’, with the exception
of Latium (‘Low Impact’). In both Calabria and Latium, public administration (S24) was
classified as a ‘Prime User,’ while in all other regions it was a low impact one. These
findings are coherent with the geography of Latium, whose economic system gravitates
to Rome, the Italian capital city, where most of central administrations are located. Public
administration is regarded as the main customer for the providers of intermediate inputs;
while in Calabria, a similar outcome may have depended on the limited development of
the industrial system.

Additional specificities can be found with reference to S4—food, beverage and tobacco
industry—emerging as a ‘Key Sector’ in all Italian regions, with the exception of Liguria,
Lombardy, Tuscany, and Latium, where it was regarded as a ‘Prime User’ (Table 7) and
in Marche, where it was classified as a ‘Prime Vendor’ (Table 8). With reference to the
coke and petroleum industry (S7), exceptions emerged for Trentino Alto Adige, Umbria,
Campania, Apulia, and Calabria, where this sector was classified as a ‘Prime User’, as well
as for Aosta Valley, Friuli-Venezia-Giulia, and Basilicata, where it was classified as a ‘Low
Impact’ sector.

The manufacture of metals (S9), in the well-known ‘Industrial Triangle’ encompassing
Lombardy, Piedmont and Liguria, emerged as a ‘Key Sector’ (Table 9) because of the intense
links between naval industries, machineries, aerospace, and automobiles concentrated in
the area. Exceptions, in reference to the manufacture of computer and electronic devices
(S10) with respect to the national classification (Key sector), emerged for Latium, Molise,
Campania, Apulia, Basilicata, Calabria, Sicily, and Sardinia, where the sector emerged as
a ‘Prime User’. Electricity and gas (S11) in seven regions (Veneto, Friuli Venezia Giulia,
Emilia Romagna, Tuscany, Marche, Abruzzo, and Campania), emerged as a ‘Low Impact’
sector. This was different from the national level in the remaining regions, where the sector
was classified as a ‘Key Sector.’ Information and communication (S19) was revealed as a
‘Prime Vendor’ sector, while in Umbria, Marche, Abruzzo, Molise, Puglia, and Basilicata, it
was classified as a ‘Low Impact’ Sector and as a ‘Prime User’ in Campania. The only region
which included financial and insurance activities within ‘Key Sectors’ was Latium, while
in Marche this sector was included within ‘Prime Users’. Peculiarities for administrative
and support service activities (S3) were observed in Liguria, Trentino Alto Adige, Veneto,
Umbria, Molise, Calabria, and Sicily, where this activity was a ‘Prime Vendor’ and in
Marche, where administrative and support services were a ‘Prime User’.
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Our results confirmed the performance of the industries linked to the so-called “Made
in Italy” designation, which was intended as high-value, and mostly consisted of artisan and
non-routinely products realized exclusively in Italy (Salvati and Zitti 2011). According to
recent official statistics, the agri-food system as a whole (including agroindustry, wholesale
and retail trade, and catering), produced 522 billion euros, and accounted for 15% of the
country’s gross domestic product, which thus ensured a prominent position in Europe.
Significant growth was also observed in the last decade for the food industry (S4), +12%
value added and +8% production index, which doubled the production of manufacturing.

The contribution of agriculture (S1) and the food industry (S4) was also particularly
evident in Italy, which displayed an absolute growth in sales (1.3%) by 324 billion euros
(CREA 2020). The manufacture of food products, beverages, and tobacco products (S4)
emerged as a ‘Key Sector’ in most Italian regions, except for Liguria, Lombardy, Tuscany,
and Latium, which were North-Central regions where it emerged as a Prime User. The role
of the Prime User in the economic interactions also applied to this activity at the national
level (see Table 4). Although the economic systems proved to be able to regain their
average performance at pre-pandemic levels, the agri-food system in Italy seemed to call
for supporting policy actions. At the same time, the manufacturing of textiles and wearing
apparel (S5) is another industry with a longstanding tradition. Sales of this sector accounted
for 9% of total manufacture, with wool and linen as the dominant yarn productions. Artisan
products and the export of footwear were recognized to have a prominent role in the sector.
While this activity was classified as ‘Low Impact’ in most regions, the linkage indices at
the national level amounted to FL = 0.734 and BL = 0.913. At the regional level, however,
six regions emerged as ‘Prime Users’: Veneto, Tuscany, Umbria, Abruzzo, Campania, and
Apulia. In Marche, a well-known shoe production region, the industry arose as a ‘Prime
Vendor’.

Delocalization processes affected the most recent dynamics of this sector. Usually,
delocalization operates by displacing Italian production towards low-cost countries, which
possibly reduces (or subtracts) the technological assets developed by the creativity of Italian
workers. The liberalization of international commerce, which involved more than half of
the textile firms, was an additional factor influencing the recent development of the fiber
and yarn industries. The prominent role of Italy in the global rank should be preserved
with targeted duties and other supportive measures (Chiaradia 2019). The metal product
industry (S9) produced the most investment goods, through which technical innovation
can be transmitted to all branches of the economy. In this way, this activity supports the
intrinsic competitiveness of the entire manufacturing sector, whose growth depends on the
latent capacity of the industry to grow and renew.

5. Discussion

Since the 1950s, as a consequence of industrialization in emerging economies, the need
for a universally recognized method to measure inter-industry linkages began to emerge
(Rubino and Vitolla 2018). This method was aimed at assessing the relationship between
and within industries by promoting the balanced development of the economic system
and by optimizing the industrial structure of the national economy (Lamonica and Chelli
2018). After a short description of the literature related to linkage analysis, we focused on
a specific methodology based on the Hypothetical Extraction Method approach, which
measures the relative importance of a given sector by taking into account its net importance
to the external connections with the other sectors (Lamonica et al. 2020). By means of a
‘non-survey’ regionalization method, i.e., the Flegg Location Quotient, we regionalized
the Input–Output matrix of 2016 and applied linkage analysis at both the national and
regional levels to highlight the relevance of the weights in the location of the sectors, based
on a-priori classes, namely Low Impact sectors, Prime Vendors, Prime Buyers, and Key
Sectors (OECD 2021).

This methodology provided an economically robust tool for building the 20 Italian
regional input–output tables, in a regional framework where innovation is basically created
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by larger firms, with limited innovation results of small- and medium-enterprises (SMEs)
representing the dominant part of the industrial system (Cainelli et al. 2019). Given the
burden of bureaucratic procedures and the relevant delays in the completion of the third
industrial revolution (Salvati et al. 2017), the ICT revolution was consolidated in terms
of infrastructure (both technical and administrative), even in a context where the Italian
industrial sectors revealed a markedly fragmented structure (Ghisellini and Ulgiati 2020).
Under such conditions, the most suitable candidate for Industry 4.0 provisions might be
medium/large firms, including multi-nationals (ISTAT 2016). Through internally organized
competences, this type of firm is prepared to deal with managerial and financial issues, and
is equipped to deal with international trade procedures (D’Ingiullo and Evangelista 2020),
while small firms need to hire external abilities and, possibly, find further credit sources to
cover the commonly long delays in the operation of public administration (Da Roit and
Iannuzzi 2022).

This could mean that, as policy beneficiaries, large businesses will eventually crowd
out the small firms that constitute the backbone of the Italian economy (Ciffolilli et al.
2019), and have relevant limitations in terms of innovation diffusion (Ciaschini 2022). Such
weak performance of SMEs has also been observed in applied works, such as Muscettola
(2015) and Bartoloni et al. (2020), in which the patterns of growth of a representative
panel of Italian manufacturing firms were investigated. We observed that, although the
estimates suggest that small firms grow faster than larger ones, the applied results did not
show a significant change in the average size of businesses at the end of the period under
investigation (Bugamelli et al. 2018).

The slow pace in the realization of the ICT infrastructures was in turn influenced by
austerity policies on public expenditures in the area of technology (Ciffolilli et al. 2019).
Since the 1980s, the funds for private and public institutions and universities have not been
considered as policy priorities by governments (e.g., Corona 2019). A recent diminution of
19% of public funding for research that took place in the period between 2008 and 2016 may
confirm this assumption. However, the decline in public research and university activities
has progressively stimulated an improvement in research for R&D (Bigerna 2013). However,
due to the weakening of the system of public research, the scientific goals recently attained
could be only temporary (Cutrini and Salvati 2021). The observed emigration of younger
researchers, due to easier and more rewarding job opportunities (e.g., Recanatesi et al.
2015), as well as higher research funding, is a context where competences are recognized
is a key issue at stake in this development dimension (Bertolini and Giovannetti 2006).
The persistent weakness of Italian firms in the technological innovation of human capital
and corporate governance—and especially the insufficient improvement of the context in
which business activity develops—has certainly influenced the low increase in total factor
productivity (Cainelli et al. 2019) that has characterized the unfavorable trend in hourly
productivity, which definitely determines lazy growth—or even stagnation—in present
times.

6. Conclusions

Based on the empirical data shown in this paper and the related discussion, some
perplexities emerge on the topics of innovation, which are connected with the features of
the Italian economy and social framework. The innovation policy is expected to strengthen
regional innovation capabilities to increase regional competitiveness and nurture inno-
vative and dynamic enterprises. Since its inception, the policy design has supported
collaborative research and development (R&D), including through innovation clusters,
and the promotion of partnerships in important areas such as the smart factory, Industry
4.0, life sciences, and the bio-economy. Yet, strong concentration in manufacturing and
sophisticated/specific innovation activities within local core industries is at risk of decline,
due to ongoing industrial transitions. Some specific features of the present Italian economy,
characterized by the slowness of bureaucratic procedures with respect to other competing
economies, as well as the swiftness of the political economic cycle (that weakens the moni-
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toring process of innovative changes and influences the fragmented structure of sectors that
are predominantly small- and medium- enterprises (SMEs)) tend to burden the innovation
process and leave the entire load of innovation to the private sector. Policy should consider
the results of regionalized IO exercises when designing general or disaggregated strategic
instruments and measures aimed at fueling economic development through the leverage of
industrial interlinkage improvements.
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Abstract: Using cross country data, we explore the role of linguistic structures for the financial
development of countries. Specially, we investigate if future time reference (FTR), the requirement
of an obligatory future tense marking in languages, matters for financial development or not. Our
results show that countries speaking weak FTR language or a language not needing a dedicated
future tense marking have enhanced financial development relative to countries speaking strong FTR
language. Discounting the future less or having a connection between the present and the future—
characteristics of weak FTR languages—has implications for caring about saving and investment,
having efficient property rights, protection of shareholders and cost of acquiring information. Our
results are robust to multiple measures of financial development and inclusion of determinants of
the same. Finally, results show that weak FTR language speaking countries benefit more when their
financial development is low.

Keywords: linguistic structures; future time reference; financial development; discounting future

JEL Classification: O11; Z10; D53

1. Introduction

The findings related to the role of financial development for economic growth is ambigu-
ous in the literature.1 While an extensive set of studies have stressed the impact of financial
development on economic growth to be positive (Bekaert et al. 2005; Christopoulos and Tsionas
2004; Arestis et al. 2001; Xu 2000; Levine et al. 2000; Levine and Zervos 1998), other studies
find financial development’s effect on growth to be insignificant (Ho and Saadaoui 2022;
Demetriades and Hussein 1996). More recent investigations utilizing time series data ex-
ploring the impact of financial development on growth find the effect to be weak or even
negative (Cevik and Rahmati 2020; Nwani and Bassey Orie 2016; Adeniyi et al. 2015;
Samargandi et al. 2014; Quixina and Almeida 2014). Such findings are of interest, par-
ticularly because in the context of other development outcomes, financial development
has been shown to be beneficial for poverty alleviation (Rewilak 2017), enhancing the
effectiveness for aid-recipient countries (Nkusu and Sayek 2004), promoting foreign di-
rect investment (Desbordes and Wei 2017) and generating comparative advantage for
manufacturing economies (Beck 2002).

Given these findings, many studies have explored the determinants of financial de-
velopment, including institutional determinants (Roe and Siegel 2011; Herger et al. 2008;
Beck and Levine 2004; Galindo and Micco 2004; Rajan and Zingales 2003; Johnson et al. 2000),
policy determinants (Chinn and Ito 2006; Boyd et al. 2001; Huybens and Smith 1999) and
economic development-related determinants (Levine 1997, 2003, 2005; Jaffee and Levonian
2001). We add to this strand of literature by exploring the role of linguistic structures
for financial development. Specifically, we explore a specific linguistic trait—future time
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reference—and investigate if it explains differences in financial development across coun-
tries along with other factors.

In recent years, a number of studies have investigated the effects of linguistic traits
on economic outcomes (Chen 2013; Galor et al. 2016; Mavisakalyan et al. 2018). One in
particular, future time reference (FTR), is a linguistic trait indicating whether languages
require an obligatory future tense marking. Languages such as English and French are
strong FTR languages, as these languages require a dedicated form when referring to future
events. In English, we state she will go to New York tomorrow. The same in French is stated as
Elle ira à New York demain. Words like “will go” and “ira” represent a marked future tense.
In contrast, languages such as German and Finnish are weak FTR languages, as the same
grammatical form can be used for the future and the present. In German, for example, the
same sentence can be stated as Morgen geht sie nach New York. The word ”geht” indicating
“goes” can be used for present and future tense.

We hypothesize that financial development is benefitted in countries where agents
speak “weak” FTR languages relative to countries speaking “strong” FTR languages. In the
context of FTR, the notion of “temporal displacement” (Mavisakalyan et al. 2018) suggests
that dedicated used of grammar to indicate future events can make the future very distant
for the individual. In the case of these strong FTR languages, the future can potentially
appear discontinuous to the present relative to speakers of weak FTR languages.

As emphasized in the literature, the five key functions of the financial system include
ex-ante production of information and allocating capital, generating effective corporate
governance, mobilization of savings into investment, efficient risk management and min-
imizing cost in financial transactions (Dutta and Meierrieks 2021; World Bank 2012). We
argue that FTR has effects on these outcomes, particularly through the channel of individual
differences in future discounting. For example, individuals speaking strong FTR languages
may be likely to care less about savings and financial intermediaries under such language
structures, are less likely to be bothered less about easing the cost of acquiring capital as
that can be put away for the future.2 Likewise, well-functioning property rights are consid-
ered to be an essential part of financial development. The incentive for structuring such
operational property rights might be lacking for agents speaking strong FTR languages.
Since the future does not seem connected to the present, essential functions of the financial
system—allocating resources effectively, protecting investors, sharing of information—can
appear less rewarding. Thus, financial development is likely to suffer in countries speaking
strong FTR languages. In contrast, agents speaking weak FTR languages are likely to
discount the future less, as they cognitively associate the connection between the present
and the future relative to strong FTR language speakers, and thus, are incentivized to
generate an effective financial system. Under weak FTR language structures, agents are
likely to place effort in effectively allocating capital towards saving and investment, create
systems that protect investors and shareholders, and work towards minimizing the cost of
acquiring information about financial decision making.

Our contribution in this paper is adding to the extensive strand of studies that have
looked into the determinants of financial development and highlighting the role of language
structures. Our results show that countries speaking weak FTR languages are likely to
have between 10 and 25% percentage more financial development (depending on the
specific measure of financial development used) relative to countries speaking strong FTR
languages. Our results are robust to the inclusion of an array of controls, including political
institutions. We check our results to alternate measures of financial development assessing
its different characteristics—financial depth, size of the financial system, efficiency and
extent of equity market activities.

Section 2 provides a brief background and literature review. Section 3 explains data
and the sources. In Section 4, we describe the empirical methodology and benchmark
results. Robustness analysis is described in Section 5, and Section 6 concludes.
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2. Literature Review

The idea that linguistic traits can influence thought, and thus have effects on human
behavior, has long been investigated. Based on the works of de Saussure (1916) and
Wittgenstein (1922), the Sapir–Whorf hypothesis (SWH) stresses the idea that language
can influence thought. Subsequent lines of research have explored this idea in various
context. Though the hypothesis has been supported by many studies, the seminal works of
Chomsky (1957) and Pinker (1994) have contested these findings, stressing that languages
do not shape human cognition or ways of thinking. In subsequent decades, the Linguistic
Relativity Hypothesis (LRH) was developed, which advances the Sapir–Whorf hypothesis
by stating that both human cognition and behavior can be shaped by languages. While LRH
was regarded as misguided by some linguists and cognitive scientists (Mavisakalyan et al.
2018), a substantial and ever-growing body of literature emerged starting in the 1990s
testifying to the validity of the theory (Levinson and Wilkins 2006; Kay and Regier 2006;
Boroditsky et al. 2003; Slobin 2003; Levinson 1996).

The idea that there’s a direct influence of language on cognition and behavior is at the
heart of the Linguistic Relativity Hypothesis (LRH). In a nutshell, the LRH states that the
structure of one’s language has a systematic influence on cognition and behavior, and as
such, different languages represent the world in different ways by emphasizing different
aspects of reality. As a result, speakers of a certain language may be more sensitive to
various features of the world relative to speakers of another language. For example, studies
in psychology like Harner (1981) show that for children speaking English, the use of future
tense begins as early as age 3. English is considered to be a strong FTR language or a
language requiring a dedicated future marker. Szagun (1978) also investigate differences
in FTR for English (strong FTR language) and German (weak FTR language). He found
no differences in future verb usage among children but did find such differences being
reflected among adults.

As Mavisakalyan and Weber (2018) point out, the studies in economics on the effects
of language on social outcomes differ from those studies in linguistics and psychology
in a few significant ways. Whereas the former utilize much larger sample sizes and
focus on the connection between language and broader economic and social outcomes,
those studies in linguistics and psychology tend to use smaller sample sizes and focus on
smaller, more specific cognitive effects. While studies like Licht et al. (2007) and Tabellini
(2008) have considered linguistic structures as a source of exogenous variation in culture
(Mavisakalyan and Weber 2018), more recent studies have considered linguistic traits as
proxies for culture (Bhalotra et al. 2015; Santacreu-Vasut et al. 2014). Some studies have
focused on investigating the effect of linguistic traits on various outcomes, explaining the
association through the channels of both culture and cognition, but without distinguishing
well between the two (Hicks et al. 2015; Santacreu-Vasut et al. 2013). Studies like Chen
(2013) and Mavisakalyan (2015) claim that linguistic structures affect behavior and, thus,
outcomes by directly altering individual’s cognition. Studies such as these form the base of
the new LRH literature.

As an example of the future marker, we can give the example of English where specific
words like “will” or “is going to” has to be used to indicate “ it will snow tomorrow”. On the
other hand, a language like German can imply the same thing by stating Morgen schneien
es and not using grammar to indicate marked future events. Chen (2013) emphasizes
that languages requiring grammar to indicate marked future events or strong future time
reference (FTR) languages have speakers that are less future-oriented behavior which,
in turn, lead inefficient outcomes.3 As examples of inefficient outcomes, Chen finds that
individuals speaking strong FTR languages save less, have less wealth after retirement,
smoke more, tend to be obese and engage in unsafe sex.4

Galor et al. (2016) mention that speakers of languages that do not have marked
grammar use indicating future tense are likely to have long-term orientation. Long term
orientation or the lack of it affects individual’s discounting of future. A reduction in
an agent’s discount rates can be because of long term orientation. Speakers of strong
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FTR languages are likely to discount much more relative to speakers of weak FTR lan-
guages (Mavisakalyan et al. 2018). As such, FTR is relevant to the long tradition of stud-
ies on the human tendency to discount future costs and rewards (Frederick et al. 2002;
Kirby and Herrnstein 1995; Solnick et al. 1980; Ramsey 1928).5

3. Data

3.1. The Sample

Our sample consists of an unbalanced panel of 100 developed and developing coun-
tries over the period 2001 to 2018. The panel is unbalanced because our variables of interest
are not available for each country for every year. Overall, we have 844 observations for 100
countries, or approximately 8.44 observations for each country. We compile our data from
the World Bank’s Global Financial Development Database (GFDD) and World Development
Indicators (WDI), as well as from Chen (2013). Below we describe our variables of interest
in detail.

3.2. The Main Variables

As our benchmark measure of financial development, we consider the most used
measure in the literature—private credit to GDP (Ibrahim and Alagidede 2017a; Jauch and
Watzka 2015; Adeniyi et al. 2015; Nikoloski 2012; Clarke et al. 2006; Levine 2005). Specifically,
this variable is defined as “domestic private credit to the real sector by deposit money banks”
as a percentage of GDP (World Bank 2012). Private credit does not include credits issued
to governments and public enterprises, nor does it include credits issued by central banks.
This variable is a common measure of financial dept, which captures the financial sector
relative to the economy, and has been documented in the literature as having a strong
association with long-term economic growth (Beck et al. 2009). A measure of efficient credit
allocation, private credit to GDP, signals the credit worthiness of private institutions, as
well as accessibility of the credit market to private individuals (Jauch and Watzka 2015). The
mean of the variable for our sample is about 73.5 percent with the range of the variable
being from 6 percent to about 300 percent,6 and the median of the variable is about 65%.
For example, countries like Nigeria, Algeria, Pakistan, Mexico, Argentina and Ghana all
have less than 22.5% private credit, which is the 10th percentile value of our sample.

The other alternate measure we considered is private money by deposit money bank
and other financial institutions and other financial institutions to GDP. This is a standard
alternate indicator of financial depth that has been used in the finance and growth literature
(Beck et al. 2000, 2009). The mean for the variable for our sample is 81.34%, and the median
of the variable is about 71%. We consider additional financial development measures as
part of robustness analysis, which we discuss in subsequent sections.

3.3. Independent Variable

Based on Chen (2013), we classify languages that need a dedicated future marking
(such as English and French) as a strong FTR language. On the other hand, languages like
German and Finnish that do not require dedicated grammar use to mark future events are
categorized as weak FTR languages.7 We construct a dummy, taking the value of 1 for weak
FTR languages and 0 for strong FTR languages. We chose this as our independent variable
because, as Chen (2013) indicates, agents’ intertemporal preferences and decision making
are represented via strong and weak FTR languages. Likewise, Mavisakalyan et al. (2018)
argue that future tense (for strong FTR languages) can be used to indicate cultural factors,
and that usage of such can effect speakers’ cognition and behavior (or both).

For our sample of countries, 28.2 percent of observations are assigned a dummy of 1
(indicating weak FTR languages), while the remaining 71.8 are assigned 0 (representing
strong FTR languages). Our sample has sufficient regional and continental variation. For
example, a number of European countries including Denmark, Belgium, Estonia, Germany,
Finland, Iceland and Luxembourg have weak FTR languages. Yet, other European countries
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like France, Czech Republic, Latvia, Greece, Italy, Lithuania, Poland and United Kingdom
have strong FTR languages.

Following Chen (2013) and Mavisakalyan et al. (2018), the language considered for
each country is the major spoken language. Chen (2013) mentions that, for the majority
of countries in our sample, there is no intra-country variation in terms of FTR strength.
This implies that, in most countries, either one language dominates or a common FTR
structure is shared among the languages for multi-lingual countries. As an example of the
latter, Chen points to the example of Canada. While the country has significant English and
French speaking populations, both are strong FTR languages. Likewise, Mavisakalyan et al.
(2018) mentions that since available information on multi-lingual countries is not easily
available, checking results with an alternate measure—share of total population speaking a
strong FTR language—reduces the sample. As part of robustness analysis, we consider this
measure and check our results.

3.4. Controls

We follow the literature in our choice of benchmark controls, which consist of GDP
per capita growth, urban population as a percentage of total population, labor force partici-
pation rates, trade openness and polity as a measure of political institutions. Studies like
Huang and Temple (2005) and Svaleryd and Vlachos (2002), for instance, show that trade
openness is a significant determinant of financial development. Based on both demand
and supply side arguments, studies like Jung (1986), Goldsmith (1969), Gurley and Shaw
(1967) and Patrick (1966) have stressed a causal relationship from economic growth to
financial development. For this reason, we include GDP per capita growth as a measure of
economic development within our benchmark controls. As a further measure of economic
development (based on the demand side argument), we control for urban population as
a percentage of total population. Lastly, since multiple studies have shown that demo-
cratic institutions are an important determinant for financial development, we consider
the Polity 2 variable, which runs from −10 to +10 with higher values implying more
democratic institutions (Begović et al. 2017; Bhattacharyya 2013; Yang 2011; Huang 2010;
Clague et al. 1996).

4. Empirical Methodology and Benchmark Results

4.1. Empirical Specification and Methodology

Based on our hypothesis, we test the following regression specification:

FDit = β0 + β1FTRi + controls +∅t + εit

FDit represents the specific financial development measure considered for country i
in time t. Our main independent variable of interest is FTR, which represents the future
time reference dummy. We remind our readers that FTR dummy takes 1 for weak FTR
countries, and 0 for strong FTR countries. According to our hypothesis, we expect β1
to be positive and significant. This would imply that financial development is higher
in weak FTR countries (i.e., those with languages that do not require a dedicated form
when referring to future events) relative to strong FTR countries. β1 being negative and
significant would mean the opposite.

Our benchmark measure of financial development is private credit to the real sector
by deposit money banks as a percentage of GDP. As an alternate benchmark measure of
financial development, we consider private credit to the real sector by deposit money banks
and other financial institutions as a percentage of GDP. Our robustness analysis considers
alternate measures of financial development.

Since linguistic features and financial development are likely the product of deeper,
unobserved factors, we follow the literature in constructing our battery of controls, includ-
ing observables that can help explain differences in financial development across countries.
These, in turn, are unlikely to make the effect of FTR on financial development exogenous
and uncorrelated with the error term. Controlling for observables that can help explain
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differences in financial development across countries is the first step to mitigate bias arising
out of omitted variable bias.8 As explained, our benchmark controls are GDP per capita
growth, urban population as a percentage of total population, labor force participation
rates, trade openness and polity as a measure of political institutions. These variables have
been shown to matter for financial development. In the robustness section, we discuss
further controlling for additional variables as well as mitigating the effect of unobserved
heterogeneity with respect to the effects of FTR on financial development.

Our benchmark analysis consists of ordinary least squares (OLS) regressions. ∅t, our
time fixed effects, help us take into account time shocks. For example, global shocks, like
the 2009 recession, that likely impact financial development should be captured in time
fixed effects. In addition to our OLS specifications, we consider quantile regressions to
make sure our results are not driven by the presence of outliers. We talk about endogeneity
and how our findings should be interpreted in subsequent sections.

4.2. Benchmark Results

In Table 1, we present our first set of benchmark results with OLS regressions. The
dependent variable considered is private credit to GDP. In column (1), we run a bivariate
regression without any controls to assess the variation in financial development that is
attributed to weak and strong FTR languages. Based on column (1), we find that, relative
to strong FTR countries, weak FTR countries have 41 percent more private credit (as a
percentage of GDP). Providing an example, this suggests that when compared against
strong FTR countries (such as India), weak FTR countries (such as Indonesia) should have
much more private credit. However, the coefficient of the FTR dummy in column (1) is
capturing effects of other variables that also affect financial development. We add controls
in subsequent columns. In column (2), we add labor force participation rate, and in column
(3), we control for urban population as a percentage of total population. In column (4),
GDP per capita growth is included, and in column (5), we control for trade as a percentage
of GDP. Finally in column (6), we add the polity score, which is a measure of how relatively
democratic a nation is in terms of its governance.

Table 1. Private Credit and FTR. OLS regressions with time fixed effects: The dependent variable
is private credit by deposit money banks as a percentage of GDP. FTR is future time reference
dummy with 1 indicating weak FTR countries and strong FTR countries. The controls for labor
force participation rate (LFPR), urban population as a percentage of total population, GDP per capita
growth, trade as percentage of GDP and polity. Robust standard errors in parentheses *** p < 0.01,
** p < 0.05.

(1) (2) (3) (4) (5) (6)

Weak FTR 41.22 *** 33.35 *** 29.12 *** 29.45 *** 24.51 *** 23.25 ***
(3.355) (3.306) (3.484) (3.491) (3.597) (3.620)

LFPR — 0.827 *** 0.778 *** 0.785 *** 0.911 *** 0.801 ***
(0.131) (0.127) (0.126) (0.129) (0.122)

Urban Population — — 0.402 *** 0.329 *** 0.299 *** 0.232 ***
(0.087) (0.092) (0.088) (0.087)

GDP per cap. growth — — — −1.520 *** −1.812 *** −1.890 ***
(0.508) (0.521) (0.515)

Trade — — — — 0.165 *** 0.146 ***
(0.024) (0.025)

Polity — — — — — 0.307
(0.298)

Constant 60.40 *** 19.64 ** −6.692 −0.061 −13.49 −3.707
(7.559) (9.414) (10.91) (11.23) (11.33) (11.19)
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Table 1. Cont.

(1) (2) (3) (4) (5) (6)

Time F.E. Yes Yes Yes Yes Yes Yes

Observations 778 778 778 777 769 748

R-squared 0.192 0.241 0.261 0.270 0.304 0.262

Once we include all of the aforementioned controls, the effect of FTR on private credit
drops to 23 percentage points. This implies that weak FTR countries have 23 percentage
points more private credit than strong FTR countries. Our controls are predominantly
significant and are of expected sign and significance.9

To account for potential outliers driving our results, we replicate the specifications
from Table 1 in Table 2 by using quantile regressions. The results are very similar. The
magnitude of FTR dummy is marginally higher compared to Table 1.

Table 2. Private Credit and FTR. Quantile regressions with time fixed effects: The dependent
variable is private credit by deposit money banks as a percentage of GDP. FTR is future time reference
dummy with 1 indicating weak FTR countries and strong FTR countries. The controls for labor
force participation rate (LFPR), urban population as a percentage of total population, GDP per capita
growth, trade as percentage of GDP and polity. Robust standard errors in parentheses *** p < 0.01,
** p < 0.05.

(1) (2) (3) (4) (5) (6)

Weak FTR 46.60 *** 38.34 *** 34.06 *** 33.66 *** 27.87 *** 26.28 ***
(3.228) (4.089) (4.230) (4.237) (4.238) (4.044)

LFPR — 0.552 *** 0.389 *** 0.364 ** 0.353 ** 0.378 ***
(0.146) (0.146) (0.147) (0.145) (0.140)

Urban Population — — 0.465 *** 0.446 *** 0.432 *** 0.424 ***
(0.109) (0.113) (0.109) (0.109)

GDP per cap. growth — — — −0.465 −1.129 ** −1.394 **
(0.590) (0.570) (0.547)

Trade — — — — 0.164 *** 0.139 ***
(0.032) (0.033)

Polity — — — — — 0.182
(0.354)

Constant 60.12 *** 36.99 *** 14.70 16.85 5.088 5.892
(8.152) (12.10) (14.01) (14.25) (14.10) (13.81)

Observations 778 778 778 777 769 748

For example, in column (1), when we do not include any control variables, the magni-
tude of difference between weak FTR and strong FTR countries in terms of private credit is
46 percentage points. Once we control for all the variables, it drops to 26 percentage points.
The sign and significance of the control variables remain similar to our previous table.

In Table 3, we consider an alternate measure of financial development—private credit
to the real sector by deposit money banks and other financial institutions as a percentage of
GDP. As mentioned earlier, this is a broader measure of financial depth. We consider both
OLS and quantile regressions including all controls. Column (1) in Table 3 presents OLS
regression, while column (2) presents quantile regressions. Here, we find that the impact of
the FTR dummy for the OLS regression is stronger than in the case of quantile regression.
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While weak FTR countries have 21 percentage points more private credit (including finan-
cial institutions) relative to strong FTR countries in the case of OLS regression, the effect
drops to 15 percentage points in the case of quantile regression. Labor force participation
rate (LFPR) and urban population are positive and significant in both regressions, while
GDP per capita growth is negative and significant in both cases. Trade is not significant in
Table 3 specifications.

Table 3. Private Credit (including Financial Institutions) and FTR. OLS and Quantile regressions
with time fixed effects: The dependent variable is private credit by deposit money banks and other
financial institutions as a percentage of GDP. FTR is future time reference dummy with 1 indicating
weak FTR countries and strong FTR countries. The controls for labor force participation rate (LFPR),
urban population as a percentage of total population, GDP per capita growth, trade as percentage of
GDP and polity. Robust standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1.

(1) (2)

OLS Quantile

Weak FTR 21.76 *** 15.36 ***
(4.326) (5.561)

LFPR 0.869 *** 0.571 ***
(0.135) (0.193)

Urban Population 0.411 *** 0.614 ***
(0.100) (0.150)

GDP per cap. growth −1.962 *** −1.667 **
(0.562) (0.752)

Trade 0.043 0.049
(0.028) (0.046)

Polity 0.606 * 0.733
(0.326) (0.486)

Constant −5.785 −10.72
(13.33) (19.00)

Observations 748 748

R-squared 0.224 NA

5. Robustness Analysis

For our robustness analysis, we conduct an array of tests to make sure our results are
not sensitive additional controls, alternate fixed effects, or other measures of our linguistic
variable (FTR). We start our robustness analysis by controlling for continent fixed effects
within our benchmark specifications, the importance of which is emphasized by Ang (2019).
Additionally, we consider regional dummies based on the country income classification
by the World Bank, as is commonly used in the literature. As Mavisakalyan et al. (2018)
point out, because linguistic features can be spatially correlated, this implies that linguistic
features can be concentrated in certain areas. Thus, the effect of FTR can be biased due to
geographic and climatic factors that are correlated. We present the results in Table 4 with
both measures of financial development considered in our benchmark analysis.

Our main conclusions remain unchanged. The impact for private credit as evident
from specification (1) is around 12 percentage points, which again implies that weak FTR
countries have more private credit compared to strong FTR countries. As anticipated,
controlling for continent fixed effects does reduce the magnitude of FTR dummy relative to
previous specifications.
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We continue our robustness analysis by controlling for additional variables to further
mitigate omitted variable bias. Following the extensive literature on the determinants
of financial development, we include different measures of human capital in Table 4 to
bolster our benchmark set of controls. As Ibrahim and Sare (2018) found, human capital
has a robust influence on financial development, thus creating greater demand for financial
intermediation and services that constitute the process of financial development.10 In
Table 4 column (1), we consider a measure of human capital—net primary enrollment.
As an alternate measure of human capital, secondary (net) enrollment in considered in
column (2).

Table 4. Private Credit and FTR—Including additional controls. OLS regressions with time fixed
effects: The dependent variable is private credit by deposit money banks as a percentage of GDP.
FTR is future time reference dummy with 1 indicating weak FTR countries and strong FTR countries.
The benchmark controls for labor force participation rate (LFPR), urban population as a percentage
of total population, GDP per capita growth, trade as percentage of GDP and polity. The additional
controls are school enrollment (primary), school enrollment (secondary), foreign direct investment
inflows, constraints on the chief executive, durability (democracy) and inflation. Robust standard
errors in parentheses *** p < 0.01, ** p < 0.05.

(1) (2) (3) (4) (5)

Weak FTR 12.46 *** 11.79 *** 12.94 *** 15.14 *** 13.17 ***
(3.719) (3.892) (3.703) (3.283) (3.492)

LFPR 0.905 *** 1.361 *** 0.898 *** 0.514 *** 0.698 ***
(0.126) (0.139) (0.127) (0.122) (0.119)

Urban Population −0.095 −0.325 *** −0.118 −0.238 ** −0.050
(0.112) (0.099) (0.111) (0.105) (0.107)

GDP per cap. growth −4.297 *** −3.438 *** −4.270 *** −3.580 *** −4.153 ***
(0.642) (0.598) (0.635) (0.567) (0.517)

Trade 0.188 *** 0.123 *** 0.179 *** 0.163 *** —
(0.027) (0.022) (0.026) (0.027)

Polity 1.554 *** −0.347 — — —
(0.327) (0.376)

School enrollment (primary) 2.186 *** — 2.185 *** 1.946 *** 2.094 ***
(0.280) (0.282) (0.285) (0.264)

School enrollment
(secondary) — 1.515 *** — — —

(0.111)

Constraints (chief exec) — — 5.424 *** — 3.029 ***
(1.023) (0.994)

Durable (dem) — — — 0.369 *** —
(0.054)

FDI — — — — 0.142
(0.141)

Inflation — — — — 15.34 ***
(1.354)

Constant −212.6 *** −110.5 *** −232.5 *** −161.1 *** −332.4 ***
(26.53) (15.54) (27.76) (25.72) (27.49)

Observations 587 524 585 587 587

R-squared 0.392 0.476 0.397 0.462 0.468
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Likewise, political institutions have been shown to be an important determinant
of financial development in the literature. As Pagano and Volpin (2001) point out, self-
interested policy makers can intervene in financial markets for promotion of group interests.
Rajan and Zingales (2003) also emphasize the role that interest groups can play in financial
development. As Huang (2010) argues, the presence of a stronger elite group favors the
interests of elites and restricts democratic participation. Greater shift of power towards
elite groups potentially makes the system more autocratic and results in greater obstacles
for financial development. In this context, Girma and Shortland (2008) have shown that
both democracy and regime change matters for financial development.

With these in mind, we check the sensitivity of our findings with alternate measures of
political institutions (other than polity, which we used in our benchmark regressions). The
first variable we use is constraints on the chief executive. Based on the data and definition
provided by Marshall et al. (2019), the variable, “refers to the extent of institutionalized
constraints on the decision-making powers of chief executives, whether individuals or
collectivities”. It ranges from 1 to 7, with higher numbers denoting greater constraints as
measured by the ability in which “accountability groups” may impose limitations. For
example, in Western democracies, these typically take the form of legislatures. Column (3)
of Table 4 considers the constraint measure instead of polity.

As an alternate measure, we consider the durability of the political system. Based
on the definition set forth by Marshall et al. (2019), it is measured as the number of years
“since the last substantive change in authority characteristics (defined as a 3-point change
in the POLITY score)”. We consider this measure in column (4). Finally, in column (5) of
the table, we consider inflation as an additional control variable.

For all the specifications in Table 4, we consider private credit by deposit money
banks (excluding other financial institutions) as the dependent variable. As we can see
from the table, the coefficient of FTR is positive and significant for all specifications. In
terms of magnitude, for weak FTR countries, weak FTR countries have between 11 and
15 percentage points more private credit. These findings, given our additional controls,
suggest that greater constraints and a more durable political system enhance financial
development. Likewise, the effects of both education measures are positive and significant
as well.

Next, we next consider alternate measures of financial development as dependent
variables. We present these results in Table 5. The first alternate measure we consider is
liquid liabilities as a percentage of GDP. The measure, used by King and Levine (1993), is
the broadest indicator of financial intermediation as it encompasses currency as well as
interest bearing liabilities of banks and other financial intermediaries. One other alternate
measure considered is bank credit as a percentage of bank deposits. As Beck et al. (2009)
state, this measure indicates the ratio of claims on the private sector to deposits in money
banks. It is a measure of the efficiency of the financial system as it assesses the extent to
which “banks intermediate society’s savings into private sector credits”. The other two
measures considered are equity market indicators, including stock market capitalization
and stock market total value, both as a percentage of GDP. The size of the equity markets
relative to the size of the economy are captured by these two indicators. The first measure,
stock market capitalization to GDP, assessing activity of the stock market equals total shares
traded on the stock market as a percentage of GDP. The second measure, stock market total
value to GDP, also measures activity of the stock market but in terms of trading volume as
a share of national output.

In Table 5, we find that the FTR dummy is positive and significant across all measures.
The effect of the FTR dummy is the strongest in the case of the liquid liabilities measure,
while the magnitude is the least in the case of stock market capitalization measure. In
the case of liquid liabilities, weak FTR countries have 34 percentage points more liquid
liabilities relative to strong FTR countries. In the case of bank deposits, the magnitude is
about 23 percentage points.
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Table 5. Alternate Measures of Financial Development and FTR. OLS regressions with time fixed
effects: The dependent variables are liquid liabilities (% of GDP), stock market capitalization (% of
GDP), stock market total value traded (% of GDP) and bank deposits as percentage of bank credits
in columns (1), (2), (3) and (4), respectively. FTR is future time reference dummy with 1 indicating
weak FTR countries and strong FTR countries. The benchmark controls for labor force participation
rate (LFPR), urban population as a percentage of total population, GDP per capita growth, trade as
percentage of GDP and polity. Robust standard errors in parentheses *** p < 0.01, ** p < 0.05, * p < 0.1.

(1) (2) (3) (4)

Liquid Liabilities Stock Market Cap. Stock Market Total Val. Bank Deposits

Weak FTR 35.84 *** 9.224 ** 18.77 *** 23.44 ***
(5.558) (3.896) (5.146) (6.098)

LFPR −0.307 * 1.179 *** 0.980 *** 1.237 ***
(0.168) (0.134) (0.141) (0.302)

Urban Population 0.581 *** 0.450 *** 0.137 −0.273
(0.126) (0.113) (0.105) (0.176)

GDP per cap. growth −0.470 0.282 −0.185 0.268
(0.659) (0.482) (0.552) (0.660)

Trade 0.601 *** 0.053 ** −0.207 *** 0.092
(0.133) (0.025) (0.032) (0.080)

Polity −1.223 *** 0.355 0.130 −1.913 **
(0.414) (0.270) (0.398) (0.882)

Constant 1.542 −42.24 *** 5.338 70.73 ***
(18.04) (11.62) (16.61) (16.98)

Observations 744 601 600 729

R-squared 0.362 0.280 0.210 0.127

For the final part of our robustness analysis, we investigate if strong or weak FTR
matters differently for high or low levels of financial development. In other words, do
countries speaking weak FTR languages benefit more if they have lower levels of financial
development relative to countries speaking weak FTR countries but have higher levels of
financial development? We run quantile regressions for the 25th, 50th and 75th percentiles
of financial development based on our sample. In Table 6, we consider our benchmark
measure of financial development—private credit. We also consider the other broader
measure of private credit—private credit to the real sector by deposit money banks and
other financial institutions as a percentage of GDP. In column (1), we consider the private
credit measure, and in column (2), we consider the private credit (plus financial institutions)
measure. We report the results for our main variable of interest, FTR dummy, for the 25th,
50th and 75th percentiles of financial development.11

We find that the FTR dummy has the strongest effect for both measures of financial
development for the 25th percentile. For both measures, weak FTR language speaking
countries with financial development in the 25th percentile have about 26–27% more private
credit or private credit (plus financial institutions) relative to strong FTR language countries
in the same financial development percentile. For countries in the highest percentile
(75th percentile) of financial development, weak FTR language speaking countries also
benefit more than strong FTR language speaking countries but by a lesser magnitude. Thus,
across all specifications, we observe that weak FTR languages are associated with enhanced
financial development relative to strong FTR countries.
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Table 6. Financial Development Percentiles and Private Credit. OLS Regressions with time fixed
effects: The dependent variables are liquid liabilities (% of GDP), stock market capitalization (% of
GDP), stock market total value traded (% of GDP) and bank deposits as percentage of bank credits
in columns (1), (2), (3) and (4), respectively. FTR is future time reference dummy with 1 indicating
weak FTR countries and strong FTR countries. The benchmark controls for labor force participation
rate (LFPR), urban population as a percentage of total population, GDP per capita growth, trade as
percentage of GDP and polity. Robust standard errors in parentheses *** p < 0.01, ** p < 0.05.

(1) (2)

Private Credit Private Credit (including fin. Inst.)

25th Percentile
Weak FTR 26.391 *** 27.667 ***

(6.562) (6.084)

O.25 Pseudo R 0.155 0.134
50th Percentile

Weak FTR 26.277 *** 15.355 **

(6.040) (7.199)
O.50 Pseudo R 0.171 0.154
75th Percentile

Weak FTR 16.236 *** 17.922 **

(4.301) (7.203)
O.75 Pseudo R 0.179 0.186
Observations 748 748

6. Conclusions

Given the implications of financial development for economic growth and varied devel-
opment outcomes (Ibrahim and Alagidede 2017b; Mishra and Narayan 2015; Masten et al.
2008; Rioja and Valev 2004; Calderon and Liu 2003), the factors that shape a country’s
economic development remains an important research question to consider. Our results
add to the literature on the determinants of financial development by finding that lin-
guistic structures of countries play an important role in affecting financial development.
Specifically, our results show that countries speaking weak future time reference (FTR)
language experience enhanced financial development relative to countries speaking strong
future time reference (FTR) languages. In light of this, weak FTR languages discount the
future relatively less and maintain the connection between present and the future. Due to
this, individual speakers of these languages are more likely to work towards creating and
bettering property rights institutions, investor protection, efficient corporate governance
and information symmetry for all participants in financial markets. In terms of policy
implications, it does not seem reasonable to build policies to change language structures.
Linguistic structures are exogenous factors and prevalent in countries over the very long
term. Yet, being aware of how such language structures can affect financial development
can help policy makers to create an environment that can mitigate the adverse effect of
strong FTR languages.

We want to point out that this is a preliminary analysis exploring the relationship
between linguistic traits and financial development. We want to remind our readers again
that our results and economic interpretations should be read as significant correlation
between the variables and not as causation. Future studies can establish identification
considering external instruments or matching techniques. We have stuck to the benchmark
measure of FTR used in the literature, which is the dummy indicating strong or weak FTR
countries based on major spoken language. Additional nuanced measures considering
language family or verb ration is beyond the scope of our analysis. We hope this study leads
to further research on the important topic of language structures and financial markets
and institutions.
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Notes

1 “Financial development” generally refers to a financial system’s ability to engage in information and capital allocation, effective
corporate governance, the mobilization of savings into investment, efficient risk management, and minimizing the costs of
financial transactions (Dutta and Meierrieks 2021; World Bank 2012).

2 For instance, see Dar and Sahu (2022), who highlight three possible channels through which the effects of FTR are mediated upon
financial inclusion, including patience, educational attainment, and tax morale.

3 Importantly, Chen (2013) points out that differences between weak and strong FTR language speakers, “. . . do not reflect innate
cognitive nor early cultural differences between speakers of different languages . . . ”.

4 In response to questions regarding spurious correlations in Chen (2013), a study by Roberts et al. (2015) introduced additional
controls and robustness analyses to further account for the idea that cultures and languages co-evolve, as opposed languages
being strictly exogenous. Controlling for the geographic and historical interrelatedness of languages. Their results yield weaker
results than Chen (2013), but continued to find a considerably robust correlation between linguistic features and future-oriented
decision making.

5 While a number of studies make the connection between FTR and future decision-making, several recent studies provide contrary
evidence. See for instance Chen et al. (2019), Angerer et al. (2021), and Jäggi et al. (2022), who examined the linguistic-savings
hypothesis and did not find evidence in support of the hypothesis.

6 Similar to variables like Foreign Direct Investment as a percentage of GDP or Trade as a percentage of GDP, for small countries
with small GDP, the private credit share can be much larger.

7 Chen’s classification of languages that need an obligatory future time reference is adopted from the European Science Foun-
dation’s Typology of Languages in Europe (EUROTYP) project (Dahl 2000). In the case of non-European languages, Chen
uses established cross-linguistic analyses. Of the latter, see Cyffer et al. (2009); Nurse (2008); Bybee et al. (1994); Dahl (1985);
Dahl and Dienes (1984).

8 That is, while our results are not causal in nature, they are strongly correlative across numerous specifications.
9 For example, the positive and significant association between trade openness and financial development has been document by

several studies (Baltagi et al. 2009; Huang and Temple 2005).
10 These findings have been supported with country specific data. For Turkey, for example, see Eryiğit et al. (2015); for India, see

Arora and Ratnasiri (2011).
11 Keeping space constraint in mind, additional results are available on request.
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Eryiğit, Sibel Balı, Yasin Eryiğit Kadir, and Dülgeroğlu Ercan. 2015. Local Financial Development and Capital Accumulations: Evidence

from Turkey. Panoeconomicus 62: 339–60. [CrossRef]
Frederick, Shane, George Loewenstein, and Ted O’Donoghue. 2002. Time discounting and time preference: A critical review. Journal of

Economic Literature 40: 351–401. [CrossRef]
Galindo, Arturo, and Alejandro Micco. 2004. Creditor Protection and Financial Markets: Empirical Evidence and Implications for Latin

America. Federal Reserve Bank of Atlanta, Economic Review Q2: 29–37.

350



Economies 2022, 10, 313

Galor, Oded, Ömer Özak, and Assaf Sarid. 2016. Geographical Origins and Economic Consequences of Language Structures. CESifo Working
Paper Series No. 6149. Munich: Center for Economic Studies and the Ifo Institute.

Girma, Sourafel, and Anja Shortland. 2008. The political economy of financial development. Oxford Economic Papers 60: 567–96.
[CrossRef]

Goldsmith, Raymond W. 1969. Financial Structure and Development. New Haven: Yale University Press.
Gurley, John G., and Edward S. Shaw. 1967. Financial structure and economic development. Economic Development and Cultural Change

34: 333–46. [CrossRef]
Harner, Lorraine. 1981. Children Talk about the Time and Aspect of Actions. 1981. Child Development 52: 498–506. [CrossRef]
Herger, Nils, Roland Hodler, and Michael Lobsiger. 2008. What Determines Financial Development? Culture, Institutions or Trade.

Review of World Economics 144: 558–87.
Hicks, Daniel L., Estefania Santacreu-Vasut, and Amir Shoham. 2015. Does mother tongue make for women’s work? Linguistics,

household labor, and gender identity. Journal of Economic Behavior and Organization 110: 19–44. [CrossRef]
Ho, Sy-Hoa, and Jamel Saadaoui. 2022. Bank credit and economic growth: A dynamic threshold panel model for ASEAN countries.

International Economics 170: 115–28. [CrossRef]
Huang, Yongfu. 2010. Political institutions and financial development: An empirical study. World Development 38: 1667–77. [CrossRef]
Huang, Yongfu, and Jonathan R. W. Temple. 2005. Does External Trade Promote Financial Development? CEPR Discussion Paper

No. 5150. Available online: https://ssrn.com/abstract=785244 (accessed on 15 September 2022).
Huybens, Elisabeth, and Bruce D. Smith. 1999. Inflation, Financial Markets and Long-Run Real Activity. Journal of Monetary Economics

43: 283–315. [CrossRef]
Ibrahim, Muazu, and Paul Alagidede. 2017a. Financial Development, Growth Volatility and Information Asymmetry in Sub-Saharan

Africa: Does Law Matter? South African Journal of Economics 85: 570–88. [CrossRef]
Ibrahim, Muazu, and Paul Alagidede. 2017b. Financial sector development, economic volatility and shocks in sub-Saharan Africa.

Physica A 484: 66–81. [CrossRef]
Ibrahim, Muazu, and Yakubu Awudu Sare. 2018. Determinants of financial development in Africa: How robust is the interactive effect

of trade openness and human capital? Economic Analysis and Policy 60: 18–26. [CrossRef]
Jaffee, Dwight, and Mark Levonian. 2001. Structure of banking systems in developed and transition economies. European Financial

Management 7: 161–81. [CrossRef]
Jäggi, Tiziana, Sayaka Sato, Christelle Gillioz, and Pascal Mark Gygax. 2022. Is the future near or far depending on the verb tense

markers used? An experimental investigation into the effects of the grammaticalization of the future. PLoS ONE 17: e0262778.
Jauch, Sebastian, and Sebastian Watzka. 2015. Financial development and income inequality: A panel data approach. Empirical Economics

51: 291–314. [CrossRef]
Johnson, Simon, Peter Boone, Alasdair Breach, and Eric Friedman. 2000. Corporate Governance in the Asian Financial Crisis. Journal of

Financial Economics 58: 141–86. [CrossRef]
Jung, Woo S. 1986. Financial development and economic growth: International evidence. Economic Development and Cultural Change 34:

336–46. [CrossRef]
Kay, Paul, and Terry Regier. 2006. Language, thought and colour: Recent developments. Trends in Cognitive Sciences 10: 51–54. [CrossRef]

[PubMed]
King, Robert G., and Ross Levine. 1993. Finance and growth: Schumpeter might be right. Quarterly Journal of Economics 108: 717–38.

[CrossRef]
Kirby, Kris N., and Richard J. Herrnstein. 1995. Preference reversals due to myopic discounting of delayed reward. Psychological Science

6: 83–89. [CrossRef]
Levine, Ross. 1997. Financial development and economic growth: Views and agenda. Journal of Economic Literature 35: 688–726.
Levine, Ross. 2003. More on Finance and Growth: More Finance, More Growth? St. Louis: The Federal Reserve Bank of St. Louis.
Levine, Ross. 2005. Finance and growth: Theory and evidence. In Handbook of Economic Growth. Edited by Philippe Aghion and Steven

N. Durlauf. Amstedam: Elsevier, pp. 865–934.
Levine, Ross, and Sara Zervos. 1998. Stock markets, banks, and economic growth. American Economic Review 88: 537–58.
Levine, Ross, Norman Loayza, and Thorsten Beck. 2000. Financial intermediation and growth: Causality and causes. Journal of

Monetary Economics 46: 31–77. [CrossRef]
Levinson, Stephen C. 1996. Frames of reference and Molyneux’s question: Crosslinguistic evidence. In Language and Space. Cambridge,

MA and London: MIT Press, pp. 109–69.
Levinson, Stephen C., and David P. Wilkins. 2006. Grammars of Space: Explorations in Cognitive Diversity. Cambridge: Cambridge

University Press.
Licht, Amir N., Chanan Goldschmidt, and Shalom H. Schwartz. 2007. Culture rules: The foundations of the rule of law and other

norms of governance. Journal of Comparative Economics 35: 659–88.
Marshall, Monty G., Ted Robert Gurr, and Keith Jaggers. 2019. Polity IV Project: Political Regime Characteristics and Transitions,

1800–2018. Center for Systemic Peace: Available online: https://www.systemicpeace.org/inscr/p4manualv2018.pdf (accessed
on 1 September 2022).

Masten, Arjana Brezigar, Fabrizio Coricelli, and Igor Masten. 2008. Non-linear growth effects of financial development: Does financial
integration matter? Journal of International Money and Finance 27: 295–313. [CrossRef]

351



Economies 2022, 10, 313

Mavisakalyan, Astghik. 2015. Gender in Language and Gender in Employment. Oxford Development Studies 43: 403–24. [CrossRef]
Mavisakalyan, Astghik, and Clas Weber. 2018. Linguistic Structures and Economic Outcomes. Journal of Economic Survey 32: 916–39.

[CrossRef]
Mavisakalyan, Astghik, Yashar Tarverdi, and Clas Weber. 2018. Talking in the present, caring for the future: Language and environment.

Journal of Comparative Economics 46: 1370–87. [CrossRef]
Mishra, Sagarika, and Paresh Kumar Narayan. 2015. A nonparametric model of financial system and economic growth. International

Review of Economics and Finance 39: 175–91. [CrossRef]
Nikoloski, Zlatko. 2012. Financial Sector Development and Inequality: Is there a Financial Kuznets curve? Journal of International

Development 25: 897–911. [CrossRef]
Nkusu, Mwanza, and Selin Sayek. 2004. Local Financial Development and the Aid-Growth Relationship. IMF Working Paper No. 04/238.

Available online: https://ssrn.com/abstract=879063 (accessed on 1 September 2022).
Nurse, Derek. 2008. Tense and Aspect in Bantu. Oxford: Oxford University Press.
Nwani, Chinazaekpere, and Jacob Bassey Orie. 2016. Economic growth in oil-exporting countries: Do stock market and banking sector

development matter? Evidence from Nigeria. Cogent Economics and Finance 4: 1153872. [CrossRef]
Pagano, Marco, and Paolo Volpin. 2001. The Political Economy of Finance. Oxford Review of Economic Policy 17: 502–19. [CrossRef]
Patrick, Hugh T. 1966. Financial development and economic growth in underdeveloped countries. Economic Development and Cultural

Change 14: 174–89. [CrossRef]
Pinker, Steven. 1994. The Language Instinct: How the Mind Creates Language. New York: William Morrow and Company.
Quixina, Yuri, and A. Almeida. 2014. Financial Development and Economic Growth in a Natural Resource Based Economy: Evidence from

Angola. FEP Working Papers No: 542. Porto: School of Economics and Management, University of Porto.
Rajan, Raghuram G., and Luigi Zingales. 2003. The great reversals: The politics of financial development in the twentieth century.

Journal of Financial Economies 69: 5–50. [CrossRef]
Ramsey, Frank Plumpton. 1928. A mathematical theory of saving. Economic Journal 38: 543–49. [CrossRef]
Rewilak, Johan. 2017. The Impact of Financial Crises on the Poor. Journal of International Development 7: 169–76. [CrossRef]
Rioja, Felix, and Neven Valev. 2004. Does one size fit all? A re-examination of the finance and growth relationship. Journal of

Development Economics 74: 429–47. [CrossRef]
Roberts, Seán G., James Winters, and Keith Chen. 2015. Future tense and economic decisions: Controlling for cultural evolution. PLoS

ONE 10: e0132145. [PubMed]
Roe, Mark J., and Jordan I. Siegel. 2011. Political Instability: Its Effects on Financial Development, Its Roots in the Severity of Economic

Inequality. Journal of Comparative Economics 39: 279–309. [CrossRef]
Svaleryd, Helena, and Jonas Vlachos. 2002. Markets for risk and openness to trade: How are they related? Journal of International

Economics 57: 369–95. [CrossRef]
Samargandi, Nahla, Jan Fidrmuc, and Sugata Ghosh. 2014. Financial development and economic growth in an oil-rich economy: The

case of Saudi Arabia. Economic Modelling 43: 267–78. [CrossRef]
Santacreu-Vasut, Estefania, Amir Shoham, and Victor Gay. 2013. Do female/male distinctions in language matter? Evidence from

gender political quotas. Applied Economics Letters 20: 495–98. [CrossRef]
Santacreu-Vasut, Estefania, Oded Shenkar, and Amir Shoham. 2014. Linguistic gender marking and its IB ramifications. Journal of

International Business Studies 45: 1170–78. [CrossRef]
Slobin, Dan I. 2003. Language and thought online: Cognitive consequences of linguistic relativity. In Language in Mind: Advances in

the Investigation of Language and Thought. Edited by Dedre Gentner and Susan Goldin-Meadow. Cambridge, MA: MIT Press,
pp. 157–91.

Solnick, Jay V., Catherine H. Kannenberg, David A. Eckerman, and Marcus B. Waller. 1980. An experimental analysis of impulsivity
and impulse control in humans. Learning and Motivation 11: 61–77. [CrossRef]

Szagun, Gisela. 1978. On the frequency of use of tenses in English and German children’s spontaneous speech. Child Development 49:
898–901. [CrossRef]

Tabellini, Guido. 2008. Presidential address institutions and culture. Journal of the European Economic Association 6: 255–94. [CrossRef]
Wittgenstein, Ludwig. 1922. Tractatus Logico-Philosophicus. London: Routledge and Kegan Paul.
World Bank. 2012. Global Financial Development Report 2013: Rethinking the Role of the State in Finance. Available online: https:

//www.worldbank.org/en/publication/gfdr (accessed on 15 September 2022).
Xu, Zhenhui. 2000. Financial development, investment, and economic growth. Economic Inquiry 38: 331–44. [CrossRef]
Yang, Benhua. 2011. Does democracy foster financial development?: An empirical analysis. Economic Letters 112: 262–65. [CrossRef]

352



Citation: Yang, Miaoqing, and Guido

Erreygers. 2022. Income-Related

Inequality in Health Care Utilization

and Out-of-Pocket Payments in

China: Evidence from a Longitudinal

Household Survey from 2000 to 2015.

Economies 10: 321. https://doi.org/

10.3390/economies10120321

Academic Editors: Ralf Fendel,

Robert Czudaj and Sajid Anwar

Received: 25 October 2022

Accepted: 6 December 2022

Published: 13 December 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

economies

Article

Income-Related Inequality in Health Care Utilization and
Out-of-Pocket Payments in China: Evidence from a
Longitudinal Household Survey from 2000 to 2015

Miaoqing Yang 1,* and Guido Erreygers 2,3

1 Centre for Guidelines, National Institute for Health and Care Excellence, 2 Redman Place,
London E20 1JQ, UK

2 Department of Economics, Faculty of Applied Economics, University of Antwerp, Prinsstraat 13,
2000 Antwerp, Belgium

3 Centre for Health Policy, University of Melbourne, 207 Bouverie Street, Carlton, VIC 3010, Australia
* Correspondence: miaoqing.yang@nice.org.uk

Abstract: In recent decades, China has experienced rapid economic growth and rising health inequal-
ity. The government has introduced a nationwide health care reform aimed at achieving affordable
and equitable basic health care for all. This paper investigates income-related inequality in health
care utilization and out-of-pocket (OOP) payments and explores the underlying factors that drive
the inequalities. Using data running from 2000 to 2015 and covering nine of thirty-one provinces
in China, we calculate indices to measure income-related inequality and adopt a regression-based
decomposition approach to explore the sources of inequality. We find pro-rich inequality in the use of
preventive care and pro-poor inequality in the use of folk doctors. In addition, the better-off have
preferential access to higher level hospitals, while the use of primary care facilities is more concen-
trated among the poor. The poor are also found to face a heavier financial burden since they tend
to spend a larger share of their income on OOP payments. Education, employment and geographic
regions all appear to contribute to the total inequality. Our results indicate that affordability remains
a common barrier for the poor to access health care, and that the inequality is largely driven by
socio-economic factors.

Keywords: income-related inequality of health; health care utilization; out-of-pocket payments;
decomposition analysis; China

1. Introduction

Many low- and middle-income countries are seeking ways to pursue the goal of equity
in health care utilization. The Chinese experience is important to understand how health
care inequality changed during the course of a transition from a command to a market
economy. China’s market-oriented reforms in the late 1970s brought higher efficiency in
the economy and dramatically increased household income; however, they also led to
health inequalities due to market failures in health sectors and the removal of social health
insurance as a safety net. Health care financing relied heavily on out-of-pocket (OOP)
payments, and the poor usually had limited access to necessary health services (Gong
and Brixi 2005). Both demand-side subsidies and supply-side infrastructure investments
disproportionately served the better-off (Wagstaff et al. 2009), leading to a widening gap
in health status and utilization across income groups (Liu et al. 1999; Gao et al. 2002;
Zhang and Kanbur 2005; Tang et al. 2008; Wagstaff 2009a). Along with aging and disease
transitions from infectious to chronic conditions, the poor were far more vulnerable to the
financial and physical consequences of illness.

In response to increasing pressure for equitable access to quality care, from the end of
the 1990s onwards the Chinese government introduced a series of health care reforms that
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incorporated a number of pro-poor measures. Since the effects of these health care reforms
differ across income groups, it is important to examine the pre- and post-reform changes
in the distribution of health care utilization and medical expenditure and to estimate the
contributions of various factors to the observed inequality. An increasing body of studies
in recent years attempted to compare the income-related inequality in terms of the use of
outpatient and inpatient care (Wang et al. 2012; Xie 2011; Zhang et al. 2015; Zhou et al. 2011;
Chen et al. 2015), preventive care (Yang 2013), maternal health services (Li et al. 2015; Shen
et al. 2014) and treatment of major chronic conditions (Elwell-Sutton et al. 2013; Xie et al.
2014). Previous evidence showed that the health care reforms were characterised by an
overall improvement in insurance coverage, but the rich still seemed to have better access
to health care compared to the poor. The impact of health insurance on financial protection
appeared to be limited, and in some cases there was even a widening of social disparities
in health care access among the insured.

While previous studies have provided important insights into the socio-economic
differentials in health care access, most of them focus on either earlier periods of the health
care reforms or a limited number of geographic regions, so that we still know little about
the longer term trends for the total population following the reforms. In this paper, we use
a recent dataset over a 15-year period from 2000 to 2015 to capture the long-term impact of
policy changes. The data also cover nine provinces that spread across the eastern, middle
and western areas of China, and therefore provide a much broader picture of health care
inequality. We assess the evolution of health care inequality and its determinants during the
period of rapid economic development and the implementation of the nationwide health
care reforms. By examining how types of health services and choice of facilities differ
among people with different income levels, we explore both financial and non-financial
access barriers related to insurance coverage and quality of care. We calculate both rank-
and level-dependent indices to measure income-related inequality and to obtain robust
results (Erreygers and Kessels 2017). We also adopt a direct regression-based decomposition
of inequality indices to explore the sources of inequality, taking into account the correlation
of health and income (Kessels and Erreygers 2019). Our empirical findings could feed back
into the policy making process in China and other developing countries to move towards
an efficient and equitable health care system.

2. Background

The Chinese government launched three main social health schemes to achieve uni-
versal coverage: the Urban Employee Basic Medical Insurance (UEBMI) for the urban
employees and retirees, the New Cooperative Medical Scheme (NCMS) for the rural resi-
dents and the Urban Resident Basic Medical Insurance (URBMI) for the unemployed urban
population (including students and children). Initiated in 1998, UEBMI is a compulsory
scheme based on employment, but it only provides coverage to formal-sector workers in
urban areas and leaves the majority of the population uninsured. During the 2000s, two
new voluntary insurance schemes were introduced, both of which were heavily subsidised
by the central and local governments. The NCMS was launched in 2003 and expanded
rapidly from 13 to 97.5% of the rural population of about 800 million between 2003 and
2008 (Yang and Wu 2017). The URBMI targeted 420 million urban residents who were not
covered by the UEBMI (e.g., the elderly, students, children and the unemployed) and was
first implemented in 79 pilot cities in 2007 (Dong 2009). It was then extended to other cities
and covered about 49% of urban residents in 2015 (Si 2021). Universal coverage was nearly
achieved under these three schemes by the end of 2015, but the reimbursement and types
of services covered remained limited. The benefit packages varied geographically, but a
typical package covered inpatient services and catastrophic outpatient services. Benefi-
ciaries needed to bear most of their outpatient expenses and about half of their inpatient
costs. The average reimbursement rates for inpatient care ranged from 65–68% for the
UEBMI, 44–48% for the URBMI and 38–44% for the NCMS, considering the deductibles,
co-payments and reimbursement cap (Yip et al. 2012). Over time, the government aimed
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to gradually extend insurance coverage to more types of care and to reduce co-payments.
The central government also assisted local governments in relatively poor regions of west-
ern and middle provinces, while the funding of insurance premiums fell solely on local
governments in eastern provinces.

With effective risk-sharing at the community/city level, the insurance schemes have
the potential to offer better protection for individuals from low- and middle-income back-
grounds. In addition, the insurance reimbursement varies with the level and type of health
facilities, with much more generous reimbursement rates for low-level facilities. The vari-
ous reimbursement rate schedules provide incentives for people to seek care from primary
care facilities and purchase generic drugs in order to contain overall medical costs. How-
ever, due to inadequate resources and insufficient medical training, primary care facilities
tend to provide low quality care and are more likely to misdiagnose or inappropriately treat
their patients (Sylvia et al. 2014; Li et al. 2017a; Sylvia et al. 2017; Wong et al. 2017). During
the past decades, they mainly catered for economically disadvantaged patients, who are
highly price-elastic and tend to compromise on quality. In absence of a strict referral or
gatekeeping health care system, wealthy patients would rather bypass primary care and
seek care at high-level hospitals even for minor conditions (Babiarz et al. 2010; Sylvia et al.
2017). To strengthen the primary care system, recent reforms increased government funding
for community health centres in cities and township health centres and village clinics in
rural areas. A number of measures, such as imposing strict licensing requirements and
promoting regular in-service medical trainings, were implemented to update the clinicians’
professional knowledge and skills that are essential to the provision of appropriate patient
care (Yi et al. 2020). These measures encourage people to switch from hospitals to primary
care facilities and aim to benefit more low-income households. Therefore, both the demand-
and supply-side measures have the potential to improve the general population’s access to
health care and to reduce socio-economic disparities in health and health care.

3. Methodology

3.1. Data and Variables

We use data from the China Health and Nutrition Survey (CHNS), a large-scale panel
dataset that employed a multi-stage stratified sampling method to select households from
12 provinces and municipal cities in China, spread across the eastern, central and western
regions. The selected households were followed for 10 waves (from 1989 to 2015), and
surveyed on a wide range of topics including demographics, socio-economic characteristics
and health outcomes (Popkin et al. 2010).

In this study, we use six waves of data from 2000 to 2015 and exclude three newly
added municipal cities from 2011. Data before 2000 are not used since the structure of
the early questionnaires was different from that of the following waves. We measure
income-related inequality for the use of different types of health services (formal medical
care, preventive care, folk doctors and inpatient care) and different levels of health facilities
(from low-level to high-level facilities: village clinics/community health centres, township
health centres, county hospitals and city hospitals). We also consider the burden of OOP
payments, defined as the proportion of the OOP payments in the last month to the total
monthly per capita household income following previous literature (Wagstaff and Lindelow
2008). We censored the maximum value of this variable at 100% in order to eliminate
extremely high OOP values for individuals belonging to households with a very low
income (3.25% of the sample). To measure living standards, we adjust household income by
applying the Organisation for Economic Co-operation and Development (OECD)-modified
equivalence scale to household income, assigning a value of 1 to the household head, 0.5
to each additional adult and 0.3 to each child (OECD n.d.). The CHNS income measure
is net monetary income received by the household members and includes income from
farming, fishing, gardening, livestock and small commercial household business. Notice
that we exclude households with negative income, so the final sample size consists of
24,762 individuals, 6789 households and 67,856 person-wave observations. About 34.9% of
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respondents were only interviewed once in the survey, 20.2% twice, 13.8% three times, 9.8%
four times, 10.2% five times, and 11.3% in all waves. The attrition rate is quite high, and
individuals reporting more use of formal medical care and higher level of OOP payments
were more likely to drop out of the sample.

In the decomposition analysis we explore how the major determinants of individuals’
care-seeking behaviour are associated with income-related health inequality. We look at
health-related (number of major diseases, number of symptoms and illness status during
the past four weeks preceding the survey), demographic (age, gender, number of children,
ethnicity, urban/rural residential status, marital status) and socio-economic characteristics
(house ownership, education levels, employment, occupation, social health insurance
coverage and geographics). Specifically, health status is thought to be the most important
factor that drives utilization of health care. Since self-rated health status is not available in
the CHNS 2009 and 2011 surveys, we use the number of major diseases and illness status
during the past four weeks preceding the survey as proxy variables for patients’ health
status (O’Donnell and Propper 1991; Van Doorslaer et al. 1992). We create 14 variables
by interacting age categories with gender and control for other demographics such as
ethnicity, urban/rural residential status, marital status. The socio-economic characteristics
include house ownership, education levels and job status. Household ownership can
be a good indicator of the households’ wealth level in addition to income, especially for
rural households who live from subsistence farming and have little or no income. Better
education can either lead to an increase in health care use or better health status that
results in lower needs for health care. Job status is particularly relevant in the Chinese
context since most state welfare benefits (including UEBMI) are associated with the types of
industry. For example, we would expect that state government officials are more likely than
self-employed businessmen to have better access to health care facilities because they are
granted more generous state welfare benefits. We also investigate the impact of geographic
factors by dividing the nine provinces into three groups: eastern, middle and western
regions. The eastern coastal area is generally more affluent and supplied with better quality
medical infrastructures and services than the middle and western areas. The coverage of
the three social health insurance schemes is also included: UEBMI and URBMI for urban
residents and NCMS for rural residents. Table 1 shows the definitions of all variables and
their summary statistics.

Table 1. Number of observations, mean, standard deviation of all variables, pooling all years from
2000 to 2015.

Variables Definition N 1 Mean SD 1

Outcome variables
Last 4 weeks: formal medical care
use

Dummy, 1 if used and 0
otherwise 67,517 0.118 0.323

Last 4 weeks: preventive care use Dummy, 1 if used and 0
otherwise 67,856 0.038 0.190

Last year: folk doctor use Dummy, 1 if used and 0
otherwise 67,856 0.030 0.170

Last 4 weeks: inpatient care use Dummy, 1 if used and 0
otherwise 67,856 0.011 0.103

Last 4 weeks: village
clinics/community health centres
use

Dummy, 1 if used and 0
otherwise 67,856 0.030 0.170
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Table 1. Cont.

Variables Definition N 1 Mean SD 1

Last 4 weeks: town hospitals use Dummy, 1 if used and 0
otherwise 67,856 0.020 0.139

Last 4 weeks: county hospitals
use

Dummy, 1 if used and 0
otherwise 67,856 0.015 0.121

Last 4 weeks: city hospitals use Dummy, 1 if used and 0
otherwise 67,856 0.025 0.157

Last 4 weeks: OOP 2 burden

Proportion (%), Monthly
OOP of the

household/annual
household income

67,856 0.019 0.100

Independent variables

Equivalised household income
(thousands)

Annual household income
adjusted by an equivalence

factor
67,856 29.306 96.984

Female × age 18 below Interaction term between
age and gender 67,851 0.084 0.278

Female × age 18–24 Interaction term between
age and gender 67,851 0.028 0.166

Female × age 25–34 Interaction term between
age and gender 67,851 0.060 0.237

Female × age 35–44 Interaction term between
age and gender 67,851 0.088 0.283

Female × age 45–54 Interaction term between
age and gender 67,851 0.095 0.294

Female × age 55–64 Interaction term between
age and gender 67,851 0.079 0.269

Female × age 65 above Interaction term between
age and gender 67,851 0.075 0.263

Male × age 18 below (reference
group)

Interaction term between
age and gender 67,851 0.098 0.297

Male × age 18–24 Interaction term between
age and gender 67,851 0.028 0.166

Male × age 25–34 Interaction term between
age and gender 67,851 0.056 0.229

Male × age 35–44 Interaction term between
age and gender 67,851 0.079 0.269

Male × age 45–54 Interaction term between
age and gender 67,851 0.088 0.283

Male × age 55–64 Interaction term between
age and gender 67,851 0.075 0.264

Male × age 65 above Interaction term between
age and gender 67,851 0.065 0.247

Number of major diseases

Number of diseases:
hypertension, diabetes,

heart disease, stroke, bone
fracture

67,856 0.167 0.453

Sickness in the last month Dummy, 1 if sick and 0
otherwise 67,414 0.189 0.391

Number of symptoms in the last
month

Number of symptoms:
fever, cough, diarrhoea,

asthma and headache, etc.
67,856 0.252 0.649

Private dwelling Dummy, 1 if owning a
house/flat and 0 otherwise 67,686 0.918 0.275

Social health insurance Dummy, 1 if insured and 0
otherwise 67,832 0.513 0.500
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Table 1. Cont.

Variables Definition N 1 Mean SD 1

Ethnicity Dummy, 1 if Han ethnicity
and 0 if ethnic minority 67,581 0.861 0.346

Marital status Dummy, 1 if married and 0
otherwise 57,856 0.781 0.414

Education: illiterate (reference
group)

Dummy, 1 if illiterate and 0
otherwise 67,856 0.182 0.386

Education: primary school
Dummy, 1 if finished
primary school and 0

otherwise
67,856 0.197 0.398

Education: junior high school Dummy, 1 if finished junior
high school and 0 otherwise 67,856 0.295 0.456

Education: senior high school Dummy, 1 if finished senior
high school and 0 otherwise 67,856 0.173 0.379

Education: university degree
Dummy, 1 if had a

university degree and 0
otherwise

67,856 0.058 0.233

In employment Dummy, 1 if currently
working and 0 otherwise 56,493 0.595 0.491

Occupation: white collar worker Dummy, 1 if white collar
worker and 0 otherwise 56,525 0.105 0.307

Occupation: farmer Dummy, 1 if farmer and 0
otherwise 56,525 0.263 0.440

Rural resident Dummy, 1 if rural residents
and 0 otherwise 67,372 0.598 0.490

Geographics: east region
Dummy, 1 if living in the

eastern region and 0
otherwise

67,856 0.227 0.419

Geographics: middle region
Dummy, 1 if living in the

middle region and 0
otherwise

67,856 0.458 0.498

Geographics: west region
(reference group)

Dummy, 1 if living in the
western region and 0

otherwise
67,856 0.274 0.446

Number of children aged 0–4 Number of children aged
0–4 living in the household 67,856 0.780 1.169

Number of children aged 5–14 Number of children aged
5–14 living in the household 67,856 1.853 2.069

1 N refers to the total number of observations that pool the repeated observations of the same individuals over the
years, and SD to the standard deviation. 2 OOP stands for out-of-pocket expenditures.

3.2. Measurement of Inequality

Our first goal in this paper is to measure to what extent the health outcomes we have
selected are related to incomes, and to examine whether and how these relationships have
changed over the study period. Put differently: is there any evidence that wealthy people
tend to have better access to health services than poor people, and have the health reforms
changed anything? It is customary to use indices to measure the degree of socioeconomic
inequality. Since we are looking at the joint distribution of health and income, the indices
must be of the bivariate type. Positive index values indicate that health and income are
positively correlated, and negative values that they are negatively correlated. Due to a
lack of reliability in self-reported health measures in the setting of low-income countries
(Van Doorslaer and O’Donnell 2011), we focus on measuring inequality in the allocation of
health care resources without standardizing for the differences in health needs.

Broadly speaking, two types of bivariate indices of socioeconomic inequality of health
can be distinguished: rank-dependent indices, such as the well-known concentration index
(CI) (Wagstaff et al. 1991), and level-dependent indices. Rank-dependent indices measure
the degree of correlation between health levels and income ranks, and can be expressed as
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weighted sums of health levels, where the weights are defined by a function of the income
ranks (Coveney et al. 2016). The standard (or relative) CI is usually applied to non-negative
ratio-scale health variables (Erreygers and Van Ourti 2011). Given that our health care
and OOP burden variables are bounded variables, we use a modified version of the CI
developed for bounded health variables (Erreygers 2009; Erreygers and Van Ourti 2011).
However, since rank-dependent indices only rely on income ranks, they ignore relevant
information about the levels of income (Erreygers and Kessels 2017). Level-dependent
indices are similar to rank-dependent indices, but take into account the income levels rather
than the income ranks. They too can be expressed as weighted sums of health levels, but
the weights are now determined by a function of the income levels. These indices exploit
more information about the income distribution and measure both income and health
consistently by their levels. Additionally, in this case we have to use a modified version
appropriate for bounded variables. The precise definitions of the indices calculated in this
paper can be found in Appendix A.

3.3. Decomposition of Inequality

Our second goal is to increase our understanding of the determinants of income-related
inequalities. To this end, we decompose the inequality indices by means of demographic,
socio-economic and health-related variables at the individual level. The conventional
regression-based decomposition approach rests on a regression of the health variable only
(Wagstaff et al. 2003), and for this reason has been subjected to criticism (Erreygers and
Kessels 2013). In recent years, two alternative methods have been developed. The first is
based on the recentred influence function approach (Heckley et al. 2016) and has already
been applied to Chinese data (Cai et al. 2017). In this study we employ a new approach,
based on a regression of a composite variable that incorporates both health and income
(Kessels and Erreygers 2019). The idea is that this variable can be interpreted as an indicator
of an individual’s deviation from a reference position in the income-health space, with the
reference position determined by average health and average income. The exact definitions
of the dependent variables of our decomposition regressions can be found in Appendix A.

We apply ordinary least square (OLS) regressions to estimate the marginal effects
of each individual variable on the inequality index. Previous studies found there is little
difference between OLS and non-linear models for decomposition analysis, while the
approximation techniques required by non-linear models might introduce additional errors
(Van Doorslaer et al. 2004; Van Doorslaer and Masseria 2004; Van Doorslaer et al. 2000). A
positive (negative) regression coefficient means that the associated explanatory variable is
positively (negatively) correlated with both income and health. In contrast to what is often
done in applications of the conventional regression-based decomposition technique, we do
not estimate the contribution of each factor to the inequality indices. Instead, we calculate
the logworth values based on the p value of the F tests to evaluate the relative importance
of the (groups of) variables in influencing the correlation between the income and health
dimensions.

4. Results

4.1. Income-Related Inequality in Health Care Utilization and OOP Burden

Tables 2 and 3 present the rank- and level-dependent indices measuring income-
related inequality for health care utilization and OOP burden. Broadly speaking, both
rank- and level-dependent indices give similar results in terms of the direction of inequality
and its significance. There is substantial pro-rich inequality in the use of preventive care
and pro-poor inequality in the use of folk doctors. The results suggest that low-income
people have limited access to preventive services and are more likely to use folk doctors,
who are traditional Chinese medical practitioners in rural areas. They are usually less
qualified providers who received minimal basic medical and paramedical training and
had no more than middle or high school education (Li et al. 2017b). They offer cheaper
services compared to formal health providers, but also tend to conduct unnecessary or even
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dangerous practices. However, some folk doctor care also includes traditional Chinese
medicine, which is considered appropriate in some clinical settings (Cui et al. 2004; Chen
et al. 2008; Xiang et al. 2019; Harmsworth and Lewith 2001).

Table 2. Rank-dependent indices for income-related inequality of health care utilization and medical
expenditure in China.

Health Variable 1 2000 2004 2006 2009 2011 2015

Formal care — −0.008 −0.042 *** −0.028 *** 0.007 −0.025 **
— 0.014 0.012 0.010 0.020 0.012

Preventive care 0.017 *** 0.030 *** 0.015 * 0.024 *** 0.047 *** 0.002
0.004 0.006 0.009 0.006 0.010 0.006

Folk doctors −0.002 −0.017 *** −0.032 *** −0.026 *** −0.027 *** −0.030 **
0.001 0.005 0.010 0.007 0.009 0.012

Inpatient care 0.001 0.000 0.003 −0.002 −0.003 −0.006 **
0.002 0.002 0.003 0.003 0.003 0.003

Village clinics/community health
centres

−0.007 ** −0.020 ** −0.034 *** −0.026 *** −0.025 *** −0.016 ***
0.003 0.007 0.006 0.007 0.006 0.006

Town hospitals −0.006 *** −0.007 * −0.014 *** −0.010 *** 0.014 −0.007
0.002 0.004 0.004 0.004 0.009 0.006

County hospitals 0.003 0.005 −0.003 0.004 0.003 0.001
0.002 0.005 0.004 0.003 0.005 0.004

City hospitals 0.008 ** 0.021 ** 0.010 * 0.017 *** 0.030 *** 0.010 **
0.004 0.011 0.005 0.006 0.011 0.005

OOP burden
−0.012 *** −0.045 *** −0.054 *** −0.060 *** −0.049 *** −0.056 ***

0.005 0.008 0.008 0.006 0.007 0.007
N 13,457 10,807 10,311 10,505 11,544 11,232

1 For each outcome, the first row shows coefficients and the second standard errors. * indicates statistically
significant at the 10% level, ** at the 5% level and *** at the 1% level.

Table 3. Level-dependent indices for income-related inequality of health care utilization and medical
expenditure in China.

Health Variable 1 2000 2004 2006 2009 2011 2015

Formal care — 0.000 −0.016 *** −0.010 ** 0.005 −0.010
— 0.006 0.005 0.005 0.009 0.008

Preventive care 0.009 *** 0.014 *** 0.006 0.006 ** 0.022 *** 0.002
0.002 0.003 0.004 0.002 0.004 0.004

Folk doctors 0.000 −0.008 *** −0.011 *** −0.012 *** −0.011 *** −0.016 ***
0.001 0.002 0.004 0.003 0.003 0.005

Inpatient care 0.002 0.001 0.000 0.000 0.000 0.002
0.001 0.001 0.001 0.001 0.001 0.006

Village clinics/
community health centres

−0.003 *** −0.008 *** −0.013 *** −0.008 *** −0.011 *** −0.006 *
0.001 0.002 0.002 0.003 0.002 0.003

Town hospitals −0.002 ** −0.003 ** −0.005 *** −0.004 *** 0.006 −0.005 **
0.001 0.001 0.002 0.001 0.004 0.002

County hospitals 0.003 * 0.002 −0.002 0.000 0.001 −0.001
0.002 0.003 0.001 0.002 0.002 0.002

City hospitals 0.006 * 0.009 * 0.005 0.008 *** 0.013 ** 0.007
0.003 0.005 0.003 0.003 0.005 0.005

OOP burden
−0.003 −0.016 *** −0.021 *** −0.022 *** −0.016 *** −0.024 ***
0.002 0.003 0.002 0.002 0.002 0.003

N 13,457 10,807 10,311 10,505 11,544 11,232
1 For each outcome, the first row shows coefficients and the second standard errors. * indicates statistically
significant at the 10% level, ** at the 5% level and *** at the 1% level.

Significant values of the inequality indices are found for the health categories preven-
tive care, folk doctors, village clinics/community health centres, and city hospitals. For
clarity we represent the values in Figures 1 and 2, respectively for rank-dependent indices
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and level-dependent indices. In terms of health facility use, the direction of inequality
varies by provider levels where pro-poor inequality is observed for the use of village clin-
ics/community health centres and pro-rich inequality for the use of city hospitals. Wealthier
people seem to have better access to high-level hospitals that offer more sophisticated care
and require higher OOP expenditures.

 

Figure 1. Rank-dependent indices for income-related inequality of health care utilization in China.

 

Figure 2. Level-dependent indices for income-related inequality of health care utilization in China.
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Even though the rich tend to use more expensive health care facilities than the poor,
OOP expenditures seem to impose a higher weight on the poor than on the rich. As we
defined the OOP burden as the proportion of the absolute amount of OOP payments
relative to the per capita household income, a pro-poor distribution of the OOP burden
indicates that in relative terms OOP expenditures tend to fall more heavily on the poor
than on the rich (see Figure 3). In spite of the rapid expansion of social health insurance
and other health care reform efforts, the disparities in health care utilization across incomes
remain similar over time.

 

Figure 3. Rank- and level-dependent indices for income-related inequality of OOP burden in China.

4.2. Decomposition of Income-Related Inequality in OOP Burden

The regression-based decomposition analysis we introduced above can be applied to
income-related inequality of both health care utilization and OOP burden, allowing us to
identify which covariates have a significant effect on each form of inequality. Here, we apply
it to the burden of OOP only. Note that since OOP burden is a bounded ill-health variable,
we have to define the dependent variable of our regression as explained in Appendix A.
Income is excluded as an explanatory variable since it would distort the explanation of the
correlation between income and health (Erreygers and Kessels 2013). For each wave of the
survey we estimate two regressions, one for the rank-dependent index and the other for the
level-dependent index, based on the same set of independent variables. We present both
the marginal effects and the logworth values for key covariates to assess their importance
as explanatory variables in Table 4 (rank-dependent indices) and Table 5 (level-dependent
indices). The full results of all covariates can be found in Appendix B. A logworth value
larger than 1.3 indicates that a variable (or group of variables) is significant at the 5% level
and a logworth value above 2 indicates significance at the 1% level. For variables with
more than two categories, the logworth values are combined over the categories.
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Demographic and socio-economic factors such as education levels, employment status,
occupation, residential regions, are among the most important determinants of income-
related inequality in OOP burden across all years. Positive coefficients indicate that
variables have a positive marginal effect on the observed inequality, i.e., tend to make
income-related inequality of OOP burden less pro-poor, and the opposite holds for negative
coefficients. For example, suffering from more major diseases tends to make income-related
inequality of OOP burden more pro-poor, although the effect is often insignificant. The
magnitudes of the coefficients in the decomposition of the level-dependent index in 2015
appear to be larger than the ones in other years. This might be due to the relatively high
values of the OOP payments and household incomes in 2015. For both indices, factors
that contribute to more pronounced pro-poor inequality in OOP burden seem to be higher
education levels, being employed, having white-collar jobs and living in cities, given that
the marginal effects of the associated variables are all negative. Social health insurance
coverage appears to reduce the pro-poor inequality in OOP burden in some of the years,
but in others the effects remain rather limited.

5. Discussion

The measurement and explanation of income-related inequality in health care attracts
much policy interest, especially if reducing health inequality is high on the agenda. In this
study, we track changes in the distribution of health care resources across income levels
over a 15-year period, during which the government adopted a series of measures that
gradually led to a profound reform of the health care system in China. We also explore
the influence of various factors (e.g., demographic, socio-economic and health-related
characteristics) on inequality.

Our study provides fresh evidence on the uneven access to health care and facilities.
The results for the two types of indices we have used to estimate the extent of income-related
inequality of health point in the same direction: high-income people tend to obtain more
preventive care and use more hospital services, while low-income patients mostly seek care
from village clinics/community health centres and folk doctors. The gap of preventive care
between the rich and poor might be due to the fact that preventive care is only partially
reimbursed by insurance and requires more cost-sharing. Although folk doctor care is not
covered by insurance either, it is usually less costly and more accessible compared with
hospital services, especially in remote rural areas. This utilization pattern is consistent with
evidence from developed countries, with a pro-poor distribution in primary care use and
pro-rich distribution in the use of specialised care (Van Doorslaer et al. 2000; Van Doorslaer
et al. 2004; Van Doorslaer and Masseria 2004). The pro-poor distribution of the OOP burden
is in line with the findings of utilization patterns, indicating that affordability remains
a common barrier for the poor to access health care. Further decomposition analysis of
the pro-poor inequality in OOP burden suggests that the inequality is largely driven by
demographic and socio-economic factors. Higher levels of education, employment and
occupation tend to be associated with a larger extent of pro-poor inequality of the OOP
burden. In line with the findings of previous research, our results suggest that the recent
expansion of social health insurance has a limited impact on the reduction of this inequality
(Coté et al. 2013; Cai et al. 2017).

The study findings need to be interpreted in the light of the following limitations.
First, we use equivalised household income to measure living standard, but in low- and
middle-income countries income is not always a dependable indicator of a household’s
socioeconomic status, especially when day labour with volatile incomes and subsistence
farming and fishing are common (Wagstaff 2009b; Wagstaff et al. 2003). However, in
the context of China, income measures were regarded as more reliable than household
expenditure since expenditure data might be distorted by the high saving rates of Chinese
households (Sun et al. 2010; Yang 2013). Second, the nine provinces included in our analyses
vary considerably in terms of demographics and economic development levels, so that
comparing households’ incomes in fairly rich and prosperous areas in the eastern region
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with those in worse-off and more rural areas without accounting for the differences in
purchasing power might be problematic. Third, although the data have a longitudinal
(panel) structure, this feature is not exploited in the empirical analysis since health care
utilization was only reported by people who fell sick during the study period. Therefore,
our results indicate the association between income-related inequality in the burden of OOP
payments and various demographic and socio-economic characteristics and do not intend
to obtain causal inference. Fourth, in the survey OOP payments are reported for the last
four weeks only, and therefore there is a high risk of random high expenditure and random
zero expenditure. Previous literature also pointed out that CHNS has a much lower OOP
level on average compared to other household surveys in China because it might ignore the
expenditure of people who were still in hospital at the time of the interview (Wagstaff and
Lindelow 2008). However, with a longer reporting period (e.g., one year), OOP might also
suffer from recall bias. As far as OOP payments are concerned, data on the previous month
is the only source we could obtain. We need to bear in mind that we might underestimate
or overestimate the OOP burden given the limitations stated above. Fifth, health care
utilization behaviour is usually shaped by both financial (e.g., price elasticity, income
levels, insurance coverage) and non-financial factors (e.g., health care need, quality of care,
availability of transportation, health care personnel and infrastructure). In this paper, we
focus on financial access to care, but evidence is lacking with respect to whether or not
the health care reforms led to any change in non-financial access barriers and how this
varied across different socioeconomic groups. Finally, primary care facilities and high-level
specialised hospitals tend to serve different types of patients so that the observed inequality
in facility use might also be related with differential levels of health care needs across
income. It would be valuable to obtain more objective and reliable quality measurements
for a rigorous assessment of the scale of inequality in health care use. The above issues
could be the subject of future research through well-designed surveys and field studies
conducted in more recent years.

6. Conclusions

Inequality in health care is a common challenge worldwide, especially in low- and
middle-income countries that are looking for means of ensuring access to basic health
care and protecting poor patients from health payment-induced impoverishment. Our
findings have high relevance in the debate over the use of publicly sponsored health
insurance programmes in tackling income dependence of health care use in China and
other developing countries. An important policy lesson drawn from the study is that broad
insurance coverage at population level does not necessarily lead to equal access to good
quality health care. Our findings show there are still inequalities in the use of preventive
care and hospital services across people from different income groups, indicating that
the poor are faced with a heavy financial burden due to high insurance co-payments and
insufficient coverage. Insufficient coverage of preventive care among the poor could lead to
a disease-poverty trap as minor conditions would develop into severe illnesses that require
specialist care from high-level hospitals and long-term use of medication (Xu et al. 2007).
Early detection through screening or diagnostic tests could be a more cost-effective strategy
compared with expensive acute care to tackle the challenges of the recent epidemiological
transitions from infectious diseases to non-communicable diseases. Therefore, preventive
care should be an integral part of a comprehensive insurance coverage to adjust for the
socio-economic gradient in disease burdens (Yang 2013). To reduce the socio-economic gap
in the access to health services, it is important to extend benefit packages to preventive
care and hospital services. The expansion can be achieved incrementally as government
subsidies and insurance premiums increase over the years, so that the means to extend the
types of services covered by the insurance are compatible with the means to achieve equity.
In addition, a well-functioning primary care system would provide more affordable and
good-quality health care for patients from vulnerable socio-economic groups. Compared to
investing most of the public resources in specialised hospitals, strengthening the delivery
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of basic needs-oriented primary care is a more viable way to benefit the majority of the
patients.

In recent years, the Chinese government has attached greater importance to achieving
a more balanced allocation of resources to primary care clinics and high-level hospitals
by increasing funding for strengthening community health centres in cities and village
clinics and township hospitals in rural areas. However, there is still a lack of well-trained
personnel in many primary care facilities so that they cannot sufficiently meet the needs
of the wide population (Mossialos et al. 2016). A comprehensive insurance coverage for
health services combined with a strong primary care delivery system could help reduce
disparities in health and health care across incomes. Even though Chinese policymakers
have already started to address some of the issues identified above, stronger and more
positive policy responses still need to be developed to close the socioeconomic gap in the
access to health resources.
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Appendix A

In this appendix we provide the formulas of the indices we have calculated and of the
dependent variables we have used in the regression-based decompositions. More details
can be found in Kessels and Erreygers (2019).

We consider a population of n individuals, labelled by the subscript i = 1, 2, . . . , n. Let
h stand for health, y for income, and r for income rank (with the poorest person having
rank 1, the second poorest rank 2, etc.). Since all health outcome variables of the paper are
bounded between 0 and 1, we have used the bounded-variable versions of the indices. The
rank-dependent index is equal to:

R =
4
n

n

∑
i=1

[
(2ri − 1)

n
− 1
]

hi (A1)
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while the level-dependent index is equal to:

L =
1
n

n

∑
i=1

[
yi

μ(y)
− 1
]

hi (A2)

where μ(y) represents mean income.
The decomposition analysis in the paper is applied to OOP burden, which is an ill-

health variable. Let z be this variable. The dependent variable dR of the decomposition
regression for the rank-dependent index is then defined as:

dR
i = 4

[
1 − μ(z)− (2ri − 1)

n
(1 − zi)

]
(A3)

where μ(z) is the mean of the ill-health variable. Likewise, the dependent variable dL of
the decomposition regression for the level-dependent index is equal to:

dL
i = 1 − μ(z)− yi

μ(y)
(1 − zi) (A4)
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