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that, I had worked in a variety of jobs in manufacturing. My subsequent emerging 
understanding of IE gave context, meaning, and direction to that which I observed. 
Operations planning, safety, quality, production control, inventory management, 
operations research, facility planning, and human factors are traditional IE 
subdisciplines. From their initial focus in manufacturing, industrial engineering 
principles, tools, and techniques have spread across a spectrum of application areas. 
Industrial engineers now work in all areas and all levels of diverse organizations.

This edited book comes at an opportune time. It incorporates new knowledge and 
expertise in a rapidly changing engineering discipline that is a vital force in a wide 
range of manufacturing, service, educational, and government organizations. 
The best practices of 21st century industrial engineering include such concepts 
as lean systems, sustainability, systems thinking, data analytics, and additive 
manufacturing, as well as utilization of advanced computer software. These have 
further expanded industrial engineering’s breadth. Each chapter in this book 
reflects important aspects of these advances.
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Chapter 1

Introductory Chapter: Background 
and Current Trends in Industrial 
Engineering
Gary P. Moynihan

1. Introduction

The Institute of Industrial and Systems Engineers’ Body of Knowledge [1] 
formally defines industrial engineering as being “concerned with the design, 
improvement, and installation of integrated systems of people, materials, informa-
tion, equipment and energy. It draws upon specialized knowledge and skill in the 
mathematical, physical, and social sciences with the principles and methods of 
engineering analysis and design, to specify, predict, and evaluate the results to be 
obtained from such systems.”

While some authors trace the roots of industrial engineering (IE) to much earlier 
periods, industrial engineering began to define itself during the Industrial Revolution 
of the 1800s, and particularly the early 1900s. Dr. Batson’s chapter, later in this book, 
includes a fine summary of these historical roots. Frederick Taylor (1911) developed 
efforts in standardization and specialization, and particularly a focus on workers, 
their work, and how to effectively manage them [2]. This led to the formalization of 
such IE sub-disciplines as production planning, scheduling, and inventory control. 
Nadler [3] further notes that industrial engineering has gone through three broad 
phases of purpose. The first, building on Taylor’s initial work, focused on achieving 
productivity improvements (mainly efficiency0 in manufacturing plant operations. 
This early work established the IE profession, and lasted until the late 1920s or early 
1930s. The second phase, which lasted until the mid-1980s, extended the efficiency 
concept with mathematical, statistical and computer-based tools [3]. These included 
the mathematics of engineering economics, statistics of work measurement and qual-
ity control, the modeling and optimization of operations research. As the economy 
transitioned to an emphasis on the service industry during the 1970s and 1980s, the 
same techniques and tools of manufacturing-based IE were adapted. These service 
workers and the systems that they work in require industrial engineering techniques 
to improve their productivity, just as manufacturing does.

The third phase, according to Nadler [3], shifted from “efficiency to effective-
ness and quality, from relatively small systems to large or macro systems”. The 20th 
Century saw the effective application of techniques that progressively subdivide 
activities to improve operations. More recently, there has been a sharp emphasis on 
the study of “total systems” in order to optimize operations through the integra-
tion of subsystems or parallel systems. For example, the traditional factory-centric 
perspective in manufacturing application shifted outward to the analysis and 
improvement of the entire supply chain [4]. Continued expansion and adaptation 
of IE principles occurred. Whereas, the supply chain once addressed the flow of 
parts and materials from outside sources to internal company use, supply chain 
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analysis has now been extended to encompass materials, services and information 
from raw material suppliers, through distribution centers and factories, to the final 
customer [5]. This establishes a value chain of activities that a firm performs in 
order to deliver a valuable product for the market.

2. Current status and trends

As implied in a series of articles published by the Institute of Industrial and 
Systems Engineers (IISE), with the beginning of this third decade of the 21st Century, 
the field of industrial engineering is experiencing a series of further changes, oppor-
tunities and innovations [6]. These emerging trends are built on historical precedent, 
are not mutually exclusive, and overlap/interweave to a varying degree:

• Continued evolution of applications in the manufacturing and service 
industries.

• The total systems approach to operational decision-making.

• The use of enhanced data analytics.

• Resulting in the emergence of Industry 4.0.

3. Continued evolution of manufacturing and service applications

As service-centric and factory-centric gains were progressively made, associated 
improvements in efficiency and effectiveness were obtained. As global markets 
have emerged, the productivity and competitiveness of companies and nations 
continue to be a priority. The challenge for IEs is to streamline and better integrate 
the product or service cycle [5]. The techniques of continuous improvement, six 
sigma and lean manufacturing, as described in later chapters, support this goal. For 
example, the concept of lean manufacturing addresses process flow and lead-time 
then identifies and reduces waste from the process. Six sigma creates value through 
consistent process output and reducing variation. At the same time, the scope of 
industrial engineering has expanded to also consider the consequences for safety 
and sustainability due to increasing public interest, regulatory pressures and 
corporate social responsibilities [7]. Occupational safety engineering “addresses 
the origins of workplace accidents, regulations and management practices towards 
mitigating hazard exposures, preventing harm and reducing liability” [1]. 
Sustainability refers to practices and efforts that balance the environmental, social 
and economic needs of current and future generations [7].

4. Total systems approach to operational decision-making

Classical industrial engineering studied the way that people worked in the 
factories, and the relationship of those workers to their tools and machinery. The 
focus was on the individual and how to improve the effectiveness of their work. 
Industrial engineers continue to study how the individual works, but much greater 
emphasis is being placed upon studying the systems within which the work is 
performed in order to optimize the performance of the total system by studying the 
application of knowledge [3]. The need for organizations to develop and implement 
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effective integrated systems has enhanced the profession of industrial engineering. 
The social sciences provide a source toward which IE looks for information about 
the behavior of human elements within a system. This is particularly true regarding 
decision theory and operational analysis [8]. Capturing the desires and judgments 
of users, stakeholders and customers requires the ability to incorporate such values 
and model the likelihoods and uncertainties of the alternatives. This role will 
increase in importance as the decision-making systems of the world continue to 
grow more complex.

5. Enhanced data analytics

Operations research has long been a specialty area within industrial engineering. It 
involves the development and application of mathematical models that aim to describe 
and/or improve real or theoretical systems [1]. This generally involves mathematical 
optimization to support the decision-making process. For example, the case study 
provided by Drs. Berhan and Kitaw presents a classic application of linear program-
ming. Subsequent chapters in this section note the development and usage of more 
sophisticated mathematical models and logic, and their leveraging via computer-
based platforms. As data volume, variety and speed of updating increases to support 
increasingly more complex problems, this linkage of these sophisticated models and 
computer platforms has evolved into the field of data analytics [9]. Data analytics 
encompasses such enhanced areas as machine learning concepts, and predictive and 
prescriptive models.

6. Emergence of industry 4.0

The nexus of these three trends leads to the emergence of what has been 
termed “Industry 4.0”. As noted by Amaba et al. [10], “the terms “Industry 4.0” 
and “Manufacturing 4.0″ describe the fourth wave of the Industrial Revolution.” 
Each phase was driven by unique technological advances. Industry 1.0 was based 
on steam power to drive production machines. Industry 2.0 harnessed electricity, 
mass production and labor division. Industry 3.0 was driven by “computer automa-
tion and the use of electronics and IT to further automate production with robotic 
machines that augmented or replaced operators” [10].

The rise of Industry 4.0 is achieved by integrating digital systems with physi-
cal systems (i.e. a cyber physical integration) across the value chain to achieve 
intelligent manufacturing operations, otherwise known as “the smart factory.” 
Technologies supporting Industry 4.0 include [11]:

• Artificial intelligence and machine learning

• Internet of Things

• Additive manufacturing

• Cloud computing

• Big data analytics

An internet-of-things (IoT) enabled device, broadly defined, is a device con-
nected to the internet, allowing users to access its data and to control its functions 
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remotely [10]. For example, in manufacturing systems, data can be collected from 
all of the factory workstations to make system operations transparent and enable 
smart operation decisions to improve various key performance measures [11]. With 
IoT, a large amount of data from multiple similar subjects/devices/machines are 
available in real time. The dimension and volume of the data collected is often very 
large and contains data of different and diverse types. These features set forth the 
need to rethink many traditional predictive and prescriptive methods to adapt to 
the unique data features collected, and real-time predictions and decisions often at 
very high frequencies [12].

7. Summary

For over a century, industrial engineering has arguably been responsible for 
much of the economic progress in the manufacturing and service industries. 
Industrial engineering serves people and can lead all workers to improved pro-
ductivity and to a higher standard of living. The needs for change and continuous 
improvement are too important, and there is no other profession with the breadth 
of industrial engineering available to meet them. Of particular importance is the 
range of directions which the profession can follow. Many threads about the future 
have been woven into this chapter. Subsequent chapters in this book will illustrate 
the full range of industrial engineering possibilities.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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remotely [10]. For example, in manufacturing systems, data can be collected from 
all of the factory workstations to make system operations transparent and enable 
smart operation decisions to improve various key performance measures [11]. With 
IoT, a large amount of data from multiple similar subjects/devices/machines are 
available in real time. The dimension and volume of the data collected is often very 
large and contains data of different and diverse types. These features set forth the 
need to rethink many traditional predictive and prescriptive methods to adapt to 
the unique data features collected, and real-time predictions and decisions often at 
very high frequencies [12].

7. Summary
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range of directions which the profession can follow. Many threads about the future 
have been woven into this chapter. Subsequent chapters in this book will illustrate 
the full range of industrial engineering possibilities.
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Chapter 2

D Minus 1 Production Scenario:  
Production Model for Produced 
Hospital Furniture
Susanto Sudiro

Abstract

Many kinds of production systems are used in medical equipment industries, 
one of which is through the work-in-process (WIP) buffer control system and 
feeding material scenarios to assure ability of the process to produce the expected 
throughput. The production model, known as the D minus 1 production scenario, 
is used to control production activities at the factory to be carried out using the day 
minus 1 rule. This rule is a time-based buffer production scenario in 1 day, ending at 
the finished goods assembly station used as the zero point (D0), from each work-
station, pushed for one consecutive day to the beginning of the buffer. With the 
success of providing WIP buffers on D-1 and D-2 days, the product is certain to be 
ready on time. Production activities are modeled as Heaviside step function of the 
various processes involved therein. Production schedule, also production simula-
tion, can be planned through a production dashboard provided for this purpose. 
Customers demand transformed to an integrated production schedule throughout 
the production flow, followed by production dispatching and execution. The inte-
grated production schedule includes the supply of raw components, welding, paint, 
and product assembly to meet on time deliveries.

Keywords: production model, D minus 1, Heaviside step function, WIP buffer, 
feeding material

1. Introduction

In producing hospital beds or hospital furniture, various manufacturing 
practices [1–3] and production systems [4–17] are applied in medical equipment 
industries, one of which is through the work-in-process (WIP) buffer control system 
and feeding material scenarios so that the process can run normally and produce the 
expected throughput. The WIP buffer control system and material feed scenario at 
the factory are known as the D (day) minus 1 production scenario.

Operational production activities are carried out through WIP buffer control 
and the material stock scenario at the factory using the day minus 1 rule. This rule 
is a time-based buffer production scenario in 1 day, ending at the finished goods 
assembly station used as the zero point (D0) from each workstation, pushed for 1 
consecutive day to the beginning of the buffer. With the success of providing WIP 
buffers on D-1 and D-2 days, the product is certain to be ready on time.
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Production activities are modeled using a mathematical model of the Heaviside 
step function [18] of the various production processes involved therein. With 
these mathematical equations, a production schedule model can be arranged in 
accordance with the specified production scenarios and it is possible to build a 
production simulation model in graphic and physical forms through a production 
dashboard provided for this purpose.

Using this production model, customer demand can be transformed into an 
integrated production schedule throughout the production flow, followed by 
production dispatching and execution. The integrated production schedule includes 
the supply of raw components, welding, paint, and product assembly to meet on 
time deliveries.

This production model was formed using two dashboards, namely, production 
planning and scheduling (PPS) dashboard for production planning and produc-
tion execution management and production information management (PEMPIM) 
dashboard [19] for production management. By using this dashboard, customer 
orders can be integrated into the production schedule and the actual production 
process. In this management model, there is ease of material tracking [20–24] 
which is used to decide whether an expenditure schedule will be carried out or 
canceled.

The production dashboard is used to process customer demand data and is 
used as an input for creating integrated production schedules throughout the 
production flow, starting from the supply of raw components, welding, paint, and 
assembly to meet timely deliveries. The production planning schedule produced by 
the production dashboard is used for scheduling actual production.

Objective of D minus 1 production scenario is to solve manufacturing opera-
tion problems, which is implementing the SAP ERP software in a manufacturing 
company. SAP ERP is an enterprise resource planning software developed by the 
German company SAP SE. SAP ERP incorporates the key business functions of an 
organization [25]. The problem is the manufacturing operation in production floor 
failure to be integrated with the business in company level, and this makes a huge 
loss for the company [23].

The D minus 1 production scenario has been tested in a factory with actual 
production operation for various types of products (Figure 1). The actual 
production follows the production schedule in the D minus1 model scenario. 
Work-in-process buffer (WIP) and material supply scenarios at the plant are 
controlled using the ease of material tracking facilities. By carrying out actual 
production, the factory can produce products in the right amount and in time, 
which adhere to the production schedule so that finished goods can be delivered 
to customers on time.

Figure 1. 
Many kinds of hospital furniture. (A) Hospital bed. (B) Wheelchairs. (C) Transporting patients.

13

D Minus 1 Production Scenario:  Production Model for Produced Hospital Furniture
DOI: http://dx.doi.org/10.5772/intechopen.93691

2. D (day) minus 1 scenario

2.1 Definition of D (day) minus 1

The production model D minus 1 is a production control cycle model that uses 
N process stages, the planning time horizon is the delivery time of ST (days), the 
processing time cycle is ST-N + 1 (days) and the process period is daily. Production 
activities in this case use three stages process, so processing time is ST-2 (days), see 
Figure 2.

The characteristics of this model are:

1. The effective process time for Tp referral is 8 h.

2. In this model production plans can be scheduled for all stations at every stage 
of the process, this production schedule accommodates the possibility of 
holidays.

3. The number and type of products that can be scheduled to be produced are 
various (depending on the requirements on the production floor).

4. From the scheduled production plan, it can be simulated the possibility of 
delays in the completion of the process so that through this simulation it can be 
anticipated if a bottleneck is encountered in the process.

2.2 Model material feed scenarios in the factory

The success of the production process is influenced by the role of the material 
supply scenario in the factory [26, 27], and with a good scenario, it can be ensured 
that each station receives a timely supply and is easily handled in the production 
process, because each component is in a standard container rack, trolley, and 
box (RTB) and in a continuous range of motion so that the operator’s movements 
are merely productive movements to produce added value, while nonproductive 
movements without producing added value must be kept as low as possible.

The basic principle of supply is to pull in complete quantities. This means that 
the supply of each process must be complete to form a one-piece flow, and after the 
material in the WIP buffer is finished, the supply can be withdrawn to the worksta-
tion, thus ensuring that the finished goods can be formed because each component 
is available.

Figure 2. 
Planning horizon of the production model D minus 1.
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The concept used to fulfill these basic principles is to supply feeding materials 
to each workstation in the form of lots, batches, or kits. Figure 3 shows the scenario 
scheme of the material supply to produce one type of bed. In this case, the produc-
tion control area is only in the area bounded by the red line; outside of that is the 
supplier area, and in this case, the supplier is considered capable of meeting the 
supply requirements as required by his customers.

Starting from the upstream supply, suppliers for metal components in the form 
of raw components must supply to the welding station in the form of lots, which are 
placed in a standard RTB for processing at the welding station. The output of the 
product welding station is sub assay, and the product is placed in a standard RTB in 
smaller quantities, that is, batch and fed at the paint station.

Furthermore, the results of the paint station are placed in a standard RTB and 
forwarded to two workstations, namely, the component module station and the 
final assembly station. The supply of plastic components in batch form is supplied 
to the component module station and final assembly. The caster wheels are supplied 
in batches directly to the final assembly station.

The existing supply in the factory is in the form of standard module compo-
nents and standard component stations. From the station module components are 
supplied components such as thrusters, side guards or head end foot panels in batch 
units. Whereas, the supply of standard components is in kit units. The management 
of this kit form is done in a standard component warehouse.

The production scenario starts with the planned activity at the final assembly 
station with the production schedule on day 0 (day zero D0) followed by the 
welding supply time scenario supplied on D-2 (minus 2 day) so that the produc-
tion schedule is complete, and the supply at the paint station must be available on 
D-1 day (minus 1 day).

Figure 3. 
Material supply scenario.
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2.3 WIP buffer model

This section explains the WIP buffer model in the D minus 1 production scenario 
shown in Figure 4, which illustrates the configuration of work-in-process manage-
ment (WIP) in the form of the production process of making beds for various types 
of bed products, and the process timing is shown in Figure 5.

In Figure 4, welding stations there are various stations from M11 to M1n, in the 
paint section there is only one M2 station, while in the assembly station various 
stations are available, namely, M31 to M3n, each station produces a certain type of 
product.

All workstations are controlled by the WIP buffer, and the buffer configura-
tion at the factory is from the B11 feeder to B1n which is the WIP buffer from the 
M11 to M1n welding station. While the feed in the paint section for the M2 station 
is controlled by the WIP buffer continuously at buffer B21 to B2n. The output from 
the paint section continues to hold the WIP buffer from B31 to B3n and the buffer is 
prepared for the M31 to M3n assembly station, and the result is the finished product 
in buffers B01 through B0n.

The results of welds from various welding stations cannot be added to the 
paint section at once, because operations in the paint section are dependent on 
the hanging effortability of the components to be painted. Each component to be 
painted is hung on a hanger, and then through the conveyor the components are 
processed one by one. From the start of hanging until the first component out 
of the oven takes 90 min, and for a conveyor speed of 2 m/min, a set of products 
requires time to leave the paint section between 6 min and 12 min, depending on 
the complexity of the product.

The output from the paint section must be able to feed the M31 to M3n assembly 
stations in accordance with the specified production schedule. If the buffer to the 
assembly station is done together with the painting station, the M31 station needs to 
wait 1.5 h (the first product waiting period comes out of paint station) plus 60 min 
(to complete one full provision of one batch of five component sets) while the 

Figure 4. 
Production model scenario D minus 1.
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other station waits because there is no buffer. This is a situation where the buffer is 
not sufficient to supply an assembly station that is designed to operate at a certain 
capacity.

To overcome this, a buffer scenario is created on day D--2, where sufficient buffers 
must be available from B11 to B1n to be fed to the welding station. Meanwhile, to be 
fed to the paint part, there must be enough buffers B21 to B2n available. Furthermore, 
to be fed to the assembly station, B31 to B3n buffers must also be available in sufficient 
quantities.

The buffer that needs to be provided is work in. This buffer must be ensured on 
day D-3 already available, while through the WIP controller the input entered into 
the system must be controlled, the input is work released, while the throughput is 
work out provided from the WIP buffer of finished goods B01 to B0n.

Through this model, it can be stated that the controlled parameter is WIP in the 
system, while the manipulated parameter is the upstream buffer in each machine 
system of the three processing machines. By using the principles of control, of course 
by controlling WIP through the manipulation of parameters of the production 
process, it is expected to succeed.

2.4  Scenario of three-stage production dispatch and manufacturing execution 
process

The production scenario D minus 1 for the production process of one type 
of product with three stages of successive process, namely, welding, paint, and 
assembly are depicted in the production dispatching and manufacturing execution 
scheme shown in Figure 6.

On the first day (day 1; Figure 6), starting from the welding station, after 
making sure that the buffer material in front of the welding station (B1; Figure 5) is 
complete, the production dispatcher releases the B1 buffer for the welding process 
dispatch and the production executor at the welding station executes the welding 
process, while on this first day, the paint station and the second assembly is idle, 
waiting for the results of manufacturing execution at the welding station buffered 
on B2 (Figure 5) to be fed to the paint station the next day (the second day).

On the second day (day 2; Figure 6), the welding station repeats the welding 
process as done on the first day, while on the second day, the paint station has 
available buffer material for processing. After checking that the buffer material 
in front of the paint station is complete, the production dispatcher releases the 
buffer for the paint processing dispatch and the paint station production execu-
tor executes by carrying out the painting process, while on this second day, the 
assembly station is still idle, awaiting the results of manufacturing execution at 

Figure 5. 
Timing process in production model scenario D minus 1.
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the painting station buffered on B3 (Figure 5) to be fed to the assembly station the 
next day (the third day).

On the third day (day 3; Figure 6), the welding station and the paint station 
repeat the welding process as done on the second day, while on the third day, 
the assembly station has a ready component buffer available for assembly. After 
checking that the finished component buffer in front of the assembly station is 
complete, the production dispatcher releases the buffer for the dispatch assembly 
and the production executor at the assembly station carries out the manufacturing 
execution by carrying out the assembly process to produce finished goods buffered 
at B0. On the third day, all three workstations carry out manufacturing executions 
simultaneously, and this process is repeated in the following days until the specified 
shipping time is found.

2.5 Planning horizon of the production model D minus 1

The production model scenario D minus 1 use the planning time horizon based 
on shipping time (ST). This time is described in relation from the beginning of the 
production process to the completion process (finished goods are sent or stored in 
warehouses), for all stages of the production process shown previously in Figure 2. 
The work reference is on day 0 (D0), which is the day when the assembly process starts 
(start assembly), for that on day D-1 (start painting) the painting process must be sure 
to run, and on day D-2 (start welding) welding process must also be sure to run.

The processing time in the case of three process steps for the welding, paint, and 
assembly processes is the same as the ST-2 days. While the waiting time to be able to 
start the painting process is 1 day, while the waiting time for the assembly process 
is 2 days.

Figure 6. 
Production dispatch and manufacturing execution scenarios.
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Figure 5. 
Timing process in production model scenario D minus 1.
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assembly processes is the same as the ST-2 days. While the waiting time to be able to 
start the painting process is 1 day, while the waiting time for the assembly process 
is 2 days.
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The complete planning horizon for D minus 1 production scenario is illustrated 
in Figure 7. In this figure, the total amount produced during the ST period is 
expressed in Dt (units), the amount produced daily is Dp (units), and the daily 
processing time for one shift is Tp = 8 h.

The D minus 1 scenario will be able to be effectively applied to a hospital furni-
ture factory with a daily production plan of more than one type of product (n types 
of products), because the obstacle is that, at a painting station, one painting station 
will get feed n buffer components from B21 to B2n and must produce finished com-
ponents which are buffered into n buffers in B31 through B3n which will be fed to n 
assembly stations.

The painting process model is multi-buffer input, single machine, and multi-
buffer output, where the buffer output cannot be received immediately even though 
the input buffer has been fed to the paint station, and the product can only be 
received at the buffer output after the paint station completes one rotation cycle, 
and the waiting time for waiting for the first output out of the painting plant is 
about 90 min.

The results of this paint will later be placed in buffers B31 through B3n to be fed 
to n assembly stations, so if the bait scenario uses the hot from the oven method, the 
waiting time constraints on each assembly station will be a waste, and to overcome 
this, use the production model D minus 1 with prepared component buffer on 
minus 1 day before the component is assembled into finished goods. Examples of 
scenarios for managing four types of products are shown in Figure 8.

2.6 Production schedule and example of D minus 1 operation

Production schedule is setup used mathematical Heaviside step function H(t) [18]:

 ( )
 → ≤= 
 → >

0 0

1 0

for

for

t
H t

t
 (1)

Using Ddi as the stimulus and ST is total planning horizon. General time respond 
Dp at time t for every number of period k of time period Td which is time period of 
a process to finish Ddi product in a day can be determine as:

 ( ) ( ) ( )( )= − − − −, di d d dDp t k D H t kT H t kT T  (2)

k = 1, 2, 3, ST
With Eq. (2) can be determined day-to-day production schedule in each work-

stations as seen in Eqs. (3)–(5); each is respectively scheduled for welding, painting, 
and assembly.

 ( ) ( )( ) ( )( )( )= − − − − − −, 1 1di d d dDpk t k D H t k T H t k T T  (3)
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For planning production activity used Eq. (3), Eqs. (4) and (5). Base on those 
equation be developed application module using Matlab software for setup produc-
tion schedule. Sample of production schedule is shown in Table 1. This is the table 
of production activity for delivering order of 96 unit products of hospital bed, 
Supramak 73,006, with daily production of 32 units, with shipping time 5 days; 
production period is 2÷7 February 2017, in this period at date of 5 February (holi-
days) production activity is off.

The following will show the scenario D minus 1 of production schedule of 
Table 1 to produce products with a total volume of Dt = 96 units, lead time 
ST = 5 days, daily production plan Dd = Dt/(ST-2) = 96/3 = 32. From this produc-
tion plan, the production process scenario for the welding cycle time tweld = 18 min 
as shown in Figure 9.

This is a daily production scheme for welding stations using a daily process 
period of one shift is Tp = 8 h, 1 day is 24 h, so the 24th hour represents the first 
day, the 48th hour indicates the second day, the 72th hour denotes the third day 
and so on.

Figure 8. 
The planning horizon scenario for the production model D is minus 1 to produce four types of products.

Figure 7. 
Scheme of the complete planning horizon of D minus 1 production planning scenario.
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From Figure 9 at eighth hour, the welding process to finish 32 products should 
have been completed, but the process was still running (overshoot capacity Td > Tp) 
to completing the process through extra time (overtime). The occurrence of 
overtime is due to the available daily production capacity is lower than demand, the 
indicator is weld cycle time > takt time (18 > 15 min), in this case the overtime that 
needs to be provided is (18–15) 32 = 96 min.

To avoid overtime in the welding process, in planning the production process, 
it must be ensured that takt time ≥ cycle time, because takt time indicates the 
production capacity is associated with workload (number of requests).

The semifinished component buffer for the painting station provided by the 
welding station the day before was in complete condition, then the component was 
painted with the process scenario as shown in Figure 10.

The complete component supply before leaving the painting station as a finished 
component, is first circulated throughout the paint station track using a conveyor, 
so there is a delay in processing time to start the painting process waiting for the 
finished component to be the first to leave the paint station. In Figure 10 shown 
at 24 h.

This delay will reduce the time available for the Tp process to Tp-waiting 
time, and act as potential to cause a delay in the process of completing the 
workload (overtime) and this will occur if the number of complete components 
forming the finished product requires the same cycle time or greater than takt 
time. But if the paint cycle time is far less than the takt time, then before the 
process runs out the workload has been completed so that there is still available 
remaining time and capacity (Figure 10), this remaining time can be used to 
process other types of products.

Figure 9. 
Example scenario at a welding station. Total production of 96 units, ST = 5 days.

Process 01-Feb 02-Feb 03-Feb 04-Feb 05-Feb 06-Feb 07-Feb

Supply 32 32 32 0 0 0 0

Welding 0 32 32 32 0 0 0

Painting 0 0 32 32 0 32 0

Assembly 0 0 0 32 0 32 32

Table 1. 
73,006 Supramak bed production schedule.
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The finished component buffer for the assembly station provided by the welding 
station 1 day before is available in complete condition, then the component is assem-
bled with the assembly process scenario as shown in Figure 11.

At the assembly station, the process of assembling finished goods can be directly 
carried out without any waiting time, if the time of the assembly cycle (ta) of the 
finished product is close to the takt time price then the possibility of overtime can 
be reduced. Figure 11 shows that Tp processing time can be utilized maximally, 
and in this case, overtime does not occur or the process is finished faster than the 
available processing time.

2.7 Production dashboard

2.7.1 Production planning and scheduling (PPS) dashboard

Operational model of D minus 1 production scenario can be managed using a pro-
duction dashboard [19]. Starting with production schedules, buffering at each produc-
tion station and production simulation to total product demand can be demonstrated 
using this dashboard. Also, daily production activity and calculating the time delay 
when production cannot be met the target can be demonstrated too. This dashboard 
besides to simulate production activities based on cycle time and takt time also provides 
applications to show the response of the production system as a dynamic system.

Figure 10. 
Example scenario at the paint station. Total production of 96 units, ST = 5 days.

Figure 11. 
Example scenario at an assembly station. Total production of 96 units, ST = 5 days.



Concepts, Applications and Emerging Opportunities in Industrial Engineering

20

From Figure 9 at eighth hour, the welding process to finish 32 products should 
have been completed, but the process was still running (overshoot capacity Td > Tp) 
to completing the process through extra time (overtime). The occurrence of 
overtime is due to the available daily production capacity is lower than demand, the 
indicator is weld cycle time > takt time (18 > 15 min), in this case the overtime that 
needs to be provided is (18–15) 32 = 96 min.

To avoid overtime in the welding process, in planning the production process, 
it must be ensured that takt time ≥ cycle time, because takt time indicates the 
production capacity is associated with workload (number of requests).

The semifinished component buffer for the painting station provided by the 
welding station the day before was in complete condition, then the component was 
painted with the process scenario as shown in Figure 10.

The complete component supply before leaving the painting station as a finished 
component, is first circulated throughout the paint station track using a conveyor, 
so there is a delay in processing time to start the painting process waiting for the 
finished component to be the first to leave the paint station. In Figure 10 shown 
at 24 h.

This delay will reduce the time available for the Tp process to Tp-waiting 
time, and act as potential to cause a delay in the process of completing the 
workload (overtime) and this will occur if the number of complete components 
forming the finished product requires the same cycle time or greater than takt 
time. But if the paint cycle time is far less than the takt time, then before the 
process runs out the workload has been completed so that there is still available 
remaining time and capacity (Figure 10), this remaining time can be used to 
process other types of products.

Figure 9. 
Example scenario at a welding station. Total production of 96 units, ST = 5 days.

Process 01-Feb 02-Feb 03-Feb 04-Feb 05-Feb 06-Feb 07-Feb

Supply 32 32 32 0 0 0 0

Welding 0 32 32 32 0 0 0

Painting 0 0 32 32 0 32 0

Assembly 0 0 0 32 0 32 32

Table 1. 
73,006 Supramak bed production schedule.

21

D Minus 1 Production Scenario:  Production Model for Produced Hospital Furniture
DOI: http://dx.doi.org/10.5772/intechopen.93691

The finished component buffer for the assembly station provided by the welding 
station 1 day before is available in complete condition, then the component is assem-
bled with the assembly process scenario as shown in Figure 11.

At the assembly station, the process of assembling finished goods can be directly 
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This dashboard to display production simulation with scenario D minus 1 is 
called the production planning and scheduling (PPS) dashboard. The PPS dash-
board display is shown in Figure 12.

Production planning and scheduling can be setup on the dashboard. Before pro-
duction, event schedule executed the schedule simulated using relevant parameter 
of production control. If by simulation target of production can be achieved, the 
scheduled plan decided to be used as production schedule in production floor. But if 
schedule failure, must be set up new production parameter to control and optimiza-
tion the process, and with the new parameter once again the production event must 
be simulated. If the process objective can be fulfilled by this parameter, then the 
parameter is used in the production schedule.

Control parameter provides in the prototype PPS dashboard, and the parameters 
used to simulate production process are takt time and cycle time. Cycle time, which 
is higher than takt time, means capacity of production is lower than the customer 
demand. For this case the production system is multistage production it is mean all 
cycle time in each production stage must be equal or lower than takt time. If one of 
cycle time higher than the takt time, production output will not full fill the customer 
demand, also there is a bottleneck in one of production stage certainly. If the differ-
ence of the takt time and cycle time relatively small, the solution is using extra time 
in the production floor. But if the difference significantly high the production system 
must add production time shift.

Control parameter can be directly input to the dashboard use block Input 
Parameter as shown in Figure 12. Also using facility provide in the windows 
dashboard system is with push menu Input Production Parameter which is prompt 
input dialog for input control parameter, the result also displayed in block Input 
Parameter. For simulate the process must be push each process menu, Welding 

Figure 12. 
Production planning and scheduling (PPS) dashboard. The dashboard consists of: 1.Dashboard name, 2. 
Simulation Title, 3. Dashboard Menu, 4. Input parameters, 5. Product name and production schedule, 6. 
Simulation Results, 7. Graph Display, and 8. Dynamic system display.
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Buffer, Paint Shop Buffer or Assembly Buffer. To show all process must be push menu 
Display result.

The simulation sample shown in Figure 12 is simulation of production to 
produce total customer demand 120 units hospital bed, for shipping time 5 days and 
day demand is 40 units. Takt time 12 min, cycle time in welding station is 13 min, 
in paint shop is 7.25 min and in assembly 12 min. Simulation result is shown in 
Simulation Result block.

The dashboard also provide compare between target and realization for any 
day of production, if there is any difference between target and realization the 
dashboard will show bottleneck time also need of extra time to finishing the task. If 
the differences can be accepted use menu in Input parameter to save the production 
planning.

2.7.2  Production execution management and production information management 
dashboard

To control production process provide production execution management 
(PEM) dashboard and production information managements (PIM) dashboard, 
both dashboard bundle in a single dashboard call as PEMPIM dashboard [19].

The architecture of the dashboard is shown in Figure 13, and the windows 
dashboard is equipped with menu:

1. File menu: For operating file among other open file, save file and close  
windows.

2. Bill of Materials (BOM) information and status of components supply menu: 
It is for manufacturing control purposes, consist information of supply com-
ponents to ensure that supply is complete.

3. Outstanding orders menu: It is for execution purpose of production. This 
consists of menu for give information of the order status, status finish good in 
ware house and product delivery to customers.

Figure 13. 
Production execution management and production information management dashboard.
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1. File menu: For operating file among other open file, save file and close  
windows.

2. Bill of Materials (BOM) information and status of components supply menu: 
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ponents to ensure that supply is complete.
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consists of menu for give information of the order status, status finish good in 
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Figure 15. 
Snapshot information of outstanding orders and stock.

4. Production WIP menu: It is for manufacturing control purposes, consists in-
formation of WIP buffer of supply from internal supplier, welding station WIP 
buffers, paint shop WIP buffer, and assembly WIP buffer.

5. Target and production realization menu: It is for manufacturing control  
purposes to show target of production and realization.

6. Machine loading simulation menu: It is additional tool for simulating loading 
of the machine to forecasting capacity of the workstation.

7. Tool for input components supply menu: It is additional menu for input  
components supply for special case.

The design of the manufacturing control dashboard is still limited capability 
as integrated tool for integrating production information from welding station, 

Figure 14. 
Snapshot information of outstanding orders status.
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paint shop, assembly also supply of components to be integrated with SAP ERP. The 
dashboard is a stand-alone dashboard, and not an interface yet to the SAP system.

Examples of output information of the dashboard are: information outstand-
ing orders (Figure 14), information of outstanding orders and stock (Figure 15), 
information of production and shipping (Figure 16), etc.

3. Verification and validation of the D minus 1 production system

To verify the implementation of this production system, a manufacturing 
execution system (MES) is used which refers to the ANSI/ISA 95 Part 3 Activity 
Models of Manufacturing Operations [22, 28]. The manufacturing operations 
functions are shown in Figure 17.

Verification of D minus 1 system is intended to ensure that the functions of 
manufacturing operations can be operated by providing properly prepared infor-
mation from the PPS and PEMPIM dashboards, so the production of each worksta-
tion normally run and capable to show good production performance.

The verification process begins with processing the product orders into a 
production schedule and is detailed at all workstations following scenario D minus 
1 for the shipping period ST and the detailed schedule must be available at each 
workstation. This detailed schedule information is then passed on to the production 
tracking function to ensure that all materials to be used in the process at each work-
station are available. For this purpose, the information is provided on the dashboard 
in the material tracking function.

To ensure that the process can be carried out, the production resources must be 
available, and for that, the availability of production resources as schedule is veri-
fied by using the information on resource requirements at the workstation using the 
dashboard of available source information.

The verification process is accepted if the system can provide information about 
the availability of production materials and resources to the dispatcher for each 
production plan in each workstation according to the production schedule.

To validate the production system is done by validating the dispatcher function 
and manufacturing execution. This validation process is intended to ensure that the 

Figure 16. 
Snapshot information of production and shipping.
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Figure 15. 
Snapshot information of outstanding orders and stock.
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Figure 14. 
Snapshot information of outstanding orders status.
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production process can run and production targets can be achieved. Information on 
the completeness of resources and the availability of materials must be processed by 
the dispatcher to determine that the manufacturing execution in each workstation 
can be carried out.

The process is declared valid if the process accuracy is ±5 equivalent to bed 
(EQB), precision <= 5 EQB, probability > 90% and process capability > 0.7, it is 
used as indicators performance for process validation.

The system has been validated on18 May 2018 (Figure 18) in production floor, 
the result all process performance (as process characteristics) indicate fulfilled 
performance requirement given, it is mean the system is valid.

4. Conclusions

The purpose of D minus 1 production scenario is to produce a management 
model on the production floor of the assembly plant of hospital furniture through 

Figure 17. 
Manufacturing operation function.

Figure 18. 
System validation using capability process.
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Chapter 3

Continuous Improvement
Dinis Carvalho

Abstract

The principles and concepts originated mainly in Toyota in the 1950s and now 
presented in models such as Lean Thinking, Shingo Model, and The Toyota Way 
itself are powerful ideas to bring success to organizations, but the path is not easy. 
In theory, there are two main features to reach effective and sustainable success, the 
right vision (True North) and continuous improvement toward that vision. Those 
two main features are as easy to understand as they are difficult to accomplish. Even 
when senior leaders have full understanding and belief, the effective implementa-
tion on a daily basis is an enormous challenge. This chapter will show how organi-
zations can implement sustainable and stable continuous improvement systems. 
It will describe the principles that must be followed, the necessary requirements 
that must be fulfilled, the way the organizations must be structured in teams, the 
necessary routines, and all the practical steps necessary to reach that sustainable 
and stable continuous improvement system.

Keywords: continuous improvement, lean thinking, Toyota way, Shingo model

1. Introduction

In the view of many senior industrial engineers and managers, the production 
philosophy that emerged in Toyota during the 1950s represented a major paradigm 
shift in the way of thinking about production. The previous milestone had been the 
mass production paradigm exemplified by the creation of the production and assembly 
lines. The assembly line concept developed at Ford (curiously another car construc-
tion company) revolutionized the industry and society of that time (beginning of the 
twentieth century). This paradigm produced huge cost reductions and it made possible 
for people from all over the world to gradually gain access to products that they were 
unable to have before. There is a less positive side of this way of working, especially 
in the way operators were seen by the system. The human operator was seen in this 
system as a purely mechanical resource with the ability to repeat small operations 
over long periods of time. This repeatability was seen, and is seen still, as a way to 
achieve high efficiency gains because it is admitted that those who do repeatedly the 
same operation become masters at doing that operation. With experience, we began 
to understand the problems that can result from this approach, namely an increase in 
errors that lead to loss of quality, greater risk of accidents, greater risk of developing 
musculoskeletal injuries and greater propensity for demotivation at work.

Although Toyota had been using its new production paradigm in its factories 
since the early 1950s, the first scientific publications on TPS emerged much later. 
It was not until the 1980s that both Taiichi Ohno and Shigeo Shingo – the two 
engineers to whom the development of TPS is essentially attributed – published in 
English about this new paradigm, their concepts and main techniques and practices. 
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Although Shingo’s work (translated by Andrew Dillon), entitled “A Revolution in 
Manufacturing: The SMED System” (Shingo, 1985), was published earlier, it does 
not present TPS in general, but rather a concrete methodology, called SMED (Single 
Minute Exchange of Die), specially designed to reduce equipment setup times. 
Thus, the first English-language book on TPS was that of Taiichi Ohno, entitled 
“Toyota Production System: Beyond Large-Scale Production” (Ohno, 1988).

However, it was in 1977 that the first scientific paper on TPS was published in 
English [1]. This article featured several facets of TPS, including technical aspects 
such as kanban number calculation (way of controlling production, explained 
below). However, what aroused the most interest in this publication was one of 
the two fundamental concepts of TPS. The authors state that TPS is based on two 
fundamental concepts, the first being the “reduction of the cost of eliminating 
waste” and the second “treating workers as human beings and with consideration”. 
Although the former is “relatively” easy to understand, the same cannot be said of 
the second. In fact, none of the concepts are easy to grasp and practice in its full-
ness, but the second is much more complex. This side of the TPS is also referred 
by Mike Rother in his book about Toyota Kata [2] as the invisible side of the Toyota 
approach. This side is also referred by the Shingo model as the social science part of 
the TPS. It is exactly on this invisible side or social sciences side that the West has 
struggled to understand and master.

This chapter is dedicated to continuous improvement (CI), and CI is only really 
effective if the less visible side of the TPS more related to people and culture is 
seriously taken into account. The continuous improvement (CI) concept is not fully 
understood by every manager, practitioner, or academic. The three main miscon-
ceptions are: (1) CI frequently assumed as being the same as Lean; (2) any improve-
ment is CI, and (3) occasional improvements are CI.

CI is one of the five principles of Lean Thinking and not the same as Lean 
Thinking. CI is a very important component of Lean but there are other important 
components as well. Lean without CI is not Lean at all but Lean is more than just 
CI. There is another word, “Kaizen”, which is also used frequently and adds to the 
confusion. The meaning of Kaizen is something similar to continuous improvement 
but that same word is also used as including the other dimensions that are observed 
in Toyota factories such as pull production concept, value and waste, visual man-
agement, and so on. For many industrial engineers and managers Kaizen is similar 
to Lean or TPS itself. CI is only one part of Lean or part of the TPS while the other 
part is in short a set of principles that define the direction that the CI should follow, 
as depicted in Figure 1.

In contrast, it is wrong to consider any improvement as CI. Any improvement 
that is not aligned with the defined direction or “true north” cannot be considered 
as an improvement. Improvements must be increments toward the direction that 
is defined by the top management people (see Figure 1). Let us imagine that the 
direction is defined as being toward one-piece-flow. The meaning is that the effort 
should always be in finding solutions to reduce the lot size again and again. Then 
by some reason a team of engineers promotes an “improvement” that results in a 
reduction of production cost per unit achieved with bigger lot size and a consequent 
increase in inventory. Can that “improvement” be considered an improvement? The 
answer is no because the direction defined was exactly the opposite, the equivalent 
of pursuing lot size reduction.

Finally, an occasional improvement is not CI. Many articles are published where 
authors referenced CI which only described a single occasional improvement, 
either being a setup reduction project or layout improvement project resulting in 
less transport and motion waste. In reality, these type or actions are important for 
companies’ competitive, no doubt about it, but CI is completely different. CI is 
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the platform, the systems, the structure, and routines that allow the generation of 
improvements in a continuous, stable and sustainable way.

2. Reference models

The production management and organization models that are used here as 
frameworks to CI are all of them inspired from Toyota approach to production or 
the Toyota model itself. These models will be here described basically in terms of 
their principles because their principles lead the possible practical solutions devel-
oped and implemented in organizations that adopt them.

2.1 Lean thinking

During the 1970s and 1980s, Western companies gradually became aware of 
what Toyota was doing, especially car manufacturers, because of the impressive 
results they were achieving. Terms such as Just In Time and Kanban became very 
popular as referring the Toyota practices during the 1980s but the word “Lean” as 
referring the general Toyota approach to production was introduced in 1988 [3] 
and later popularized by the famous book “The Machine that Changed the World” 
[4]. The word “lean” attached to words such as “production”, and “manufacturing”, 
started to be part of the vocabulary of industrial engineers and managers around 
the world. Lean as a way of thinking, called “Lean Thinking”, was then proposed by 
[5] and supported by the following five principles:

• Identify value: The idea is that one should try to identify as best as possible what 
the market interprets as value for the products that the company offers in the 
market. It is much more important to interpret the value given by the customer to 
the different characteristics of our product than the value given by the creator of 
the product itself. This idea is very much linked to popular knowledge “No One 
Should Be a Judge in his Own Cause”. The value should not be given by the cost of 
the product. Many of the costs that are associated with the product may be associ-
ated with characteristics that are not recognized as value by the customer.

• Identifying the value chain: Once identified what is the value of a product from 
the customer’s point of view it is important to identify which processes add value 
and which processes do not add value and try to eliminate or reduce the latter.

Figure 1. 
Continuous improvement direction.
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the platform, the systems, the structure, and routines that allow the generation of 
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2. Reference models

The production management and organization models that are used here as 
frameworks to CI are all of them inspired from Toyota approach to production or 
the Toyota model itself. These models will be here described basically in terms of 
their principles because their principles lead the possible practical solutions devel-
oped and implemented in organizations that adopt them.

2.1 Lean thinking

During the 1970s and 1980s, Western companies gradually became aware of 
what Toyota was doing, especially car manufacturers, because of the impressive 
results they were achieving. Terms such as Just In Time and Kanban became very 
popular as referring the Toyota practices during the 1980s but the word “Lean” as 
referring the general Toyota approach to production was introduced in 1988 [3] 
and later popularized by the famous book “The Machine that Changed the World” 
[4]. The word “lean” attached to words such as “production”, and “manufacturing”, 
started to be part of the vocabulary of industrial engineers and managers around 
the world. Lean as a way of thinking, called “Lean Thinking”, was then proposed by 
[5] and supported by the following five principles:

• Identify value: The idea is that one should try to identify as best as possible what 
the market interprets as value for the products that the company offers in the 
market. It is much more important to interpret the value given by the customer to 
the different characteristics of our product than the value given by the creator of 
the product itself. This idea is very much linked to popular knowledge “No One 
Should Be a Judge in his Own Cause”. The value should not be given by the cost of 
the product. Many of the costs that are associated with the product may be associ-
ated with characteristics that are not recognized as value by the customer.

• Identifying the value chain: Once identified what is the value of a product from 
the customer’s point of view it is important to identify which processes add value 
and which processes do not add value and try to eliminate or reduce the latter.
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Continuous improvement direction.
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• Create flow: This principle argues that products when they are stopped waiting 
for the next step in the process represent waste. Ideally, products should always 
be either transformed in operation (or process) or being transported (as little 
as possible) to the next operation or process. This principle identifies products 
that are waiting for the next step, as waste.

• Create customer-pulled production: Implement the production pulled by 
the customer: ideally means that an operation/process is only performed 
when the downstream operation/process needs it, with the delivery to the 
customer being the last of these operations (i.e. the customer “pulls” the 
production).

• Pursue perfection: This principle is very important and requires major 
transformations in the structure and culture of organizations. This is 
where the continuous improvement and the central theme of this chapter is 
framed.

Lean principles suggest a stronger connection to the physical part of the Toyota 
approach than to its human side. The term “Lean”, in my interpretation, may have 
been the term chosen by the perception that the researchers had to what they 
observed in Toyota factories. The reduction of waste (“fat”), especially the reduc-
tion of WIP (and the consequent increase in the flow of articles throughout the 
manufacturing processes) would be easy to observe. This fact may have given the 
idea of “leanness” as can be interpreted when looking at Figure 2.

As it can be seen at the bottom part of Figure 2, a smaller amount of WIP 
is metaphorically represented by a narrower pipe, i.e., it can be said that the 
 production looks “leaner”.

Different scholars of Toyota’s approach vary greatly in the emphasis they give 
to the technical aspects and human/culture aspects. If we look at the five Lean 
principles, we realize that 4 of them are dedicated to technical aspects while only 
one is dedicated to a mixture of technical aspects and human/culture aspects. It is 
the principle of continuous improvement or pursuit perfection which is in fact the 
central theme here in the chapter.

2.2 Shingo model

The Shingo Model was developed in the same period as the Lean Thinking 
model. The Shingo Model however gives more emphasis to human and cultural 

Figure 2. 
The physical “leanness” observed with low levels of WIP.
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aspects than Lean Thinking. The Shingo Model [6] is the basis of the Shingo 
prize created by the Shingo Institute in 1988, curiously at the same time that the 
term “Lean” was being coined by the previously referred MIT group led by James 
Womack [3].

The Shingo Institute was established in 1988 at Utah State University in the 
USA following an honorary doctorate awarded to Shigeo Shingo himself. Shigeo 
Shingo contributed, with Taichi Ohno, with various theories and methodologies 
for the development of the Toyota Production System. He has written several major 
books including “A Study of the Toyota Production System: From an Industrial 
Engineering Viewpoint (Produce What Is Needed, When It’s Needed)” first pub-
lished in English in Japan in 1981 and then published in the US in 1989 [7]. The 
name of the institute was assigned in his honor. The Shingo Prize was established 
in 1989 and, in that year the prize was awarded to a single company, located in 
Bekerley in the USA, called Globe Metallurgical [8]. Since then, it has been awarded 
to numerous companies that meet the requirements established for this important 
award of excellence. The Shingo award is based on a set of criteria to assess how 
“Lean” an organization is, or, if otherwise perhaps more correct, how close to 
Toyota’s way of working an organization is.

The principles that were established in the Shingo Model are grouped into 
different classes, see Table 1. Comparing these principles with the principles of 
Lean thinking, it is easy to identify differences. Shingo principles are much more 
comprehensive than Lean principles and probably reflect in more detail the real-
ity of Toyota’s philosophy and culture, as they place a lot of emphasis on the less 
visible aspects of Toyota that are associated with human involvement, vision and 
culture (Figure 3).

The first two principles are clearly dedicated to the side of respect for the 
individual, referred to by Sugimori et al.[1]. These principles are vital to develop 
a culture where everyone is motivated to contribute with work and creativity 
for the benefit of all. These principles are essential to “motivate the elephant” 
as nicely referred by Chip Heath and Dan Heath in their book entitled “Switch” 
Heath & Heath (2010). The idea is that even if everyone knows the direction to 
where their company wants to go, as well as knowing what they are supposed 
to do in order to go in that direction, no result is expected if motivation does 
not exist.

Shingo principle Class

Respect Every Individual Cultural enablers (People)

Lead with Humility

Seek Perfection Continuous improvement (Processes)

Embrace Scientific Thinking

Focus on Process

Assure Quality at the Source

Improve Flow & Pull

Think Systemically Enterprise alignment (Purpose)

Create Constancy of Purpose

Create Value for the Customer Results (Shareholders)

Table 1. 
Shingo principles.
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for the development of the Toyota Production System. He has written several major 
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The second class of principles is related to CI. These five principles include 
almost all technical aspects and behaviors with direct influence in the produc-
tion process. In this class of continuous improvement, three Lean principles are 
included, “Seek perfection”, “Flow” and “Pull Flow”. The principle of “Embrace 
Scientific Thinking” is also very much related to CI because it brings reliability in 
problem solving as well as reducing erratic judgment and erratic decision making. 
Erratic judgment as well as erratic decision making is the classic “jump to conclu-
sions” that happens when managers or supervisors decide very quickly what is 
the best solution to a problem without using a systematic approach previously 
defined.

There also two principles related to the enterprise alignment creating the 
environment where everyone knows where to go (Create Constancy of Purpose) 
and how to act (Think Systemically) in order to go toward the vision of the 
company. The last principle is related to the need to be profitable to sustain the 
organization.

2.3 Toyota way

The Toyota Way is the title of the book by Jeffrey Liker [9], it is the result of a 
change of designation that occurred at Toyota in 2001. As the Toyota Production 
System refers only to the production area, The Toyota Way was adopted to show the 
intention that the philosophy would extend to all sectors of the organization. As 
with Toyota, this extension to other areas than just production, has also occurred in 
various organizations around the world. Thus, with the designation of Lean <any-
thing>, the most varied implementations were appearing, for example, in hospitals 
(Lean Hospitals), in accounting (Lean Accounting), in administrative environ-
ment (Lean Office), in services environment (Lean Services), in academia (Lean 
Teaching), as well as in many other areas.

This Toyota Way is referred to on the Toyota Europe website [10] as being based 
on two pillars: Continuous improvement and Respect for People (includes respect 
and teamwork). It is curious to be close to the concepts that were presented by 
Sugimori et al. [1] referred to at the beginning of this chapter. Toyota Way is broken 
down into 14 principles that were published by Jeffrey Liker [9] and which are 
grouped into the four sections as shown in Table 2.

Figure 3. 
Toyoda vs. Toyota.
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3. Continuous improvement

Constantly pursuing perfection means never being satisfied with what has 
already been achieved and always seeking to do better. There is a very interesting 
story of Toyota, on this subject, which was told by the manager, already retired, 
Isao Yoshino, who was involved in the installation of Toyota’s first factory in the 
USA. This was the NUMMI (New United Motor Manufacturing, Inc.) project, 
which resulted from a partnership between Toyota and General Motors and led to 
the construction of a plant in Fremont, California, in 1984. This car factory was the 
first experience outside Japan, of implementing Toyota’s way of management and 
culture. Returning to Isao Yoshino, the story he told did not convince me at first, 
but after a long and informal conversation, I was convinced. This story reveals 
one of the most fascinating aspects of Toyota’s culture, and that is as follows: The 
word “Toyota” comes from the word “Toyoda”, which already existed as a brand 
(Company Toyoda Automatic Loom Works) and which is actually the name of the 
family that created that company. In terms of writing, both Latin and Japanese, the 
words Toyota and Toyoda only differ in tenuous detail. However, it is in Japanese 

Section Principle

Section 1 Long-term philosophy Principle 1. Base your management decisions on a long-term 
philosophy, even at the expense of short-term financial goals

Section 2 The Right Process Will Produce 
the Right Results

Principle 2. Create a continuous process flow to bring 
problems to the surface

Principle 3. Use “pull” systems to avoid overproduction

Principle 4. Level out the workload (Heijunka)

Principle 5. Build a culture of stopping to fix problems, to get 
quality right the first time

Principle 6. Standardized tasks and processes are the 
foundation for continuous improvement and employee 
empowerment

Principle 7. Use visual control so no problems are hidden

Principle 8. Use only reliable, thoroughly tested technology 
that serves your people and processes

Section 3 Add Value to the Organization 
by Developing Your People

Principle 9. Grow leaders who thoroughly understand the 
work, live the philosophy, and teach it to others

Principle 10. Develop exceptional people and teams who 
follow your company’s philosophy

Principle 11. Respect your extended network of partners and 
suppliers by challenging them and helping them improve

Section 4 Continuously Solving Root 
Problems Drives Organizational Learning

Principle 12. Go and see for yourself to thoroughly understand 
the situation (Genchi Genbutsu)

Principle 13. Make decisions slowly by consensus, thoroughly 
considering all options; implement decisions rapidly 
(Nemawashi)

Principle 14. Become a learning organization through 
relentless reflection (Hansei) and continuous improvement 
(kaizen)

Table 2. 
Principles of Toyota way.
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writing that it is important to describe this difference: as can be seen in Figure 4, 
the writing of the two words differs only in two small strokes.

So, 10 strokes are needed to write “Toyoda” while only eight are needed to write 
“Toyota”. Why would they then have changed the name from Toyoda to Toyota, 
being mentioned that even in this change is present, symbolically, a part of Toyota’s 
culture? The first answer that occurred to me, and that may eventually arise to those 
who know vaguely the Toyota culture, is that movements are spared when writing 
the word (fewer traces). Although there is an understandable logic here, this is not 
the answer. The real reason, explained personally by Isao Yoshino, is that in many 
cultures, the number 10 symbolizes the top (the maximum) and then, according to 
this logic, 8 means to be good but still a little below the maximum, which implies 
that it is necessary to improve to reach the top. This allegory aims to make all the 
people who work at Toyota understand that you are never good enough that you do 
not have to improve. As Eiji Toyoda said [11]:

“Being satisfied with the current situation can be the first step towards corruption”

The constant search for perfection (seeking to be 10 assuming that one is always 8) 
is like a healthy “paranoia”, which is based on the fear of letting ourselves relax with 
the successes of the past and thereby increase the risk of being overtaken by com-
petitors. It is never to allow one to accept that everything is fine, and the truth is that 
there is always something to improve, there is always some problem unresolved.

On this same topic, Dr. Shigeo Shingo, the co-founder of TPS, said the following: 
“It is universal truth that those who are not dissatisfied will never make any prog-
ress. Yet even if one feels dissatisfaction, it must not be diverted into complaining; it 
must be actively linked to improvement” [12].

3.1 Continuous improvement versus lean thinking

Continuous improvement is a concept apparently understood by all but actually 
being able to implement continuous improvement in an organization is a major 
challenge. Very often, continuous improvement is confused with Lean Philosophy. 
This subject can be addressed from various perspectives, and may give rise to 
numerous discussions, but according to one of the publications of the research 
group responsible for the name “Lean” itself [5], continuous improvement is only 
one of the five principles of the “Lean Thinking”. The other four principles point in 
the direction in which companies should align improvement efforts, that is, they tell 
us where continuous improvement should be directed to.

By way of absurd example, suppose that a company assumes as strategic objec-
tive to improve the utilization of all its equipment - that is its vision. This is how  
the company thinks it can lower costs and be more competitive and sustainable  
(it does not want to have equipment stopped because it wants to monetize its use). 
According to this objective, all actions that result in increased use of equipment are 
interpreted as improvements. However, the truth is that these “improvements” may 
be increasing stocks, worsening quality, increasing response times, and driving  
the company into bankruptcy. That is why improvement has to be consistent with 
the direction (“True North”), vision, purpose and values, which are adequate to the 
survival and sustainability of the company in the long term. Another example: let 
us imagine that a change introduced on an assembly line resulted in increased pro-
ductivity. Now let us imagine that this change has also degraded ergonomic aspects 
or increased the risk of accident, can we still consider it an improvement?

We believe that the most effective and successful direction to align their con-
tinuous improvement work, is guided by the principles that underpin the Lean 
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Philosophy, the Shingo Model, and the Toyota Way. A necessary factor for success 
occurs when the top decision makers of an organization deeply believe that these 
principles are the direction to follow. The other major factor is the implementation 
of the dynamics and routines necessary for the organization to progress in this 
direction and this is achieved with a continuous improvement system. This is the 
form of success: define a good direction (Lean Philosophy, Shingo Model and Toyota 
Way) and start moving in this direction in a systematic and sustainable way (con-
tinuous improvement system). In fact, we can only know whether or not there is 
improvement if we define the direction we want to take. By saying something very 
obvious, we only know if we move forward if we know which way we want to go.

Many famous stories and phrases allude to this fact. For example, in Alice’s story 
in Wonderland at one point the girl asks the cat: “Where is the exit? It depends, 
answered the cat. From what? Alice replied. It depends on where you want to 
go…”. Another example is a phrase from the great thinker Seneca: “When one sails 
without destination, no wind is favorable.”

It is essential to define and believe in a path and constantly share it with the 
whole organization.

3.2 Continuous improvement versus occasional improvements

It is important to clarify the difference between doing improvement and doing 
continuous improvement. For many, notably Rother [2], continuous improvement 
is something that happens periodically through technical innovation, projects or 
improvement events. However, these types of disruptive occasional improvements 
do not in fact create an effective culture of continuous improvement. As mentioned 
above, getting an organization to actually have continuous improvement is no easy 
task and requires very large structural changes. Moreover, continuous improvement 
can no longer be seen as just a factor of competitive advantage over the competition, 
but as a survival factor. Companies that do not continuously improve their perfor-
mance will eventually succumb to their competitors. Continuous improvement is no 
longer an option and has become the form of survival; the question is: how can each 
company materialize continuous improvement?

In its fullness CI happens when everyone, every day, implements a small 
improvement in their area of influence. It is much better for many small improve-
ments to happen continuously than major improvements happening occasionally. 
When everyone continually contributes to improving their areas aligned with the 
strategy and the higher purpose of the company, everyone benefits from learn-
ing, everyone feels included and everyone grows up with the organization. If the 
improvements are the result of large projects carried out by external people, there 
will hardly be a sense of belonging and learning.

The difficulty of implementing and maintaining continuous improvement is 
enormous, and few companies can do so effectively. It cannot be believed that CI 
can be achieved and maintained effortlessly and without constant dedication and 
attention. It is a bit like maintaining equipment or maintaining relationships. It is 
necessary to maintain constant attention and care. This difficulty is reported in 
“Toyota Way to Continuous Improvement” [13]. In this work, the authors state that 
even Toyota has difficulties in maintaining continuous improvement, especially in 
Toyota factories deployed outside Japan.

3.3 Start with CI

A common first step toward continuous improvement is based on hiring con-
sultants with experience in implement lean tolls to improve processes performance 
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writing that it is important to describe this difference: as can be seen in Figure 4, 
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and flows. This path is feasible in the first improvement interventions, but it is not 
sustainable in the medium and long term. The reason is that, although in the first 
interventions the consultants can, with little effort, obtain significant performance 
gains, the following actions will achieve fewer and fewer gains. At some point, the 
cost inherent in consulting becomes higher than the small gains obtained, and this 
approach becomes unfeasible. Hiring consultants specialized in implementing 
improvements according to Lean principles and concepts is very often the approach 
that companies choose to start adopting continuous improvement practices.

The next step is, for many companies, the development of Lean skills within the 
organization itself, giving training in this area to a small group of people from top and/
or middle management and assigning them the role of drivers for improvement actions, 
with improvement events or other practices. As the company becomes more mature 
in terms of continuous improvement, the number of employees who devote part of 
their time to this type of activities increases more and more, until, in an ideal state, all 
workforce end up becoming engines of this same continuous improvement. The trend 
is that more and more companies, and other organizations, start to include continuous 
improvement activities in the daily routines of all its employees. Companies that do not, 
will gradually become more and more vulnerable to small crises and market changes.

A very high percentage of companies with continuous improvement systems 
have suggestion systems. Some of them even integrate rewarding systems, which 
can contemplate all suggestions or only the best ones. There are cases where the 
author of the suggestion receives an economic reward proportional to the gain that 
the company had from the suggestion. This is known as gainsharing. In other cases, 
all suggestions are rewarded with a fixed premium (cash, gifts, company products, 
clearances, etc.). In addition, many companies formalize in visual frameworks and 
internal publications, the recognition, before the whole organization, to this or that 
employee for their suggestions.

Those who have already gone through the experience of creating suggestion systems 
quickly learned that the first difficulty is to get employees to start giving suggestions 
and the second – much more complex – is to follow up on the ideas that begin to enter 
in the suggestion system. This is another of the topics on which it is necessary to reflect 
deeply, conscious of unintended consequences, before moving on to implementa-
tion. It is notable that Frank Devine’s Cathedral/Higher Purpose Model [14], which is 
highly correlated to success in achieving Shingo awards (25% of all awarded in Europe 
2010–2017) explicitly excludes reward as it, as opposed to recognition, did not feature 
highly enough on the Pareto analysis on which his model relies and is prone to unin-
tended consequences. A frequent temptation is to give incentives for suggestions when 
you want suggestions to appear. Another is to force a minimum number of suggestions 
per week for each section of the company. Regarding the first temptation, much could 
be said but let us mention a very interesting book entitled “Drive” by Daniel Pink [15]. 
Pink, based on results from many published scientific experiments, suggests, in short, 
that incentives can be counterproductive when creativity is to be used. As much of what 
is intended with suggestions is based on people’s creativity, it gets a little strange to add 
something that seems to limit creativity. According to the author, wage incentives are 
more effective when it comes to increasing productivity in uncreative work, namely 
repetitive operations without the need for intellectual tearing.

3.4 Resistance to change

It is undeniable that an organization wishing to implement continuous improve-
ment must be prepared for resistance to change. It must be accepted naturally, 
otherwise it can lead to frustrating situations, and in this sense, it may be important 
to try to understand.
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If it is true that resistance to change is greatly evoked as being present in human 
nature, it is no less true that the will to change is also present in human nature. These are 
in fact two seemingly contradictory truths. In a way, all people are willing to change. For 
example, they are willing to change when they get married or decide to have children, 
and these changes completely change their lives. Any father knows that having children 
results in drastic changes in routines, poor quality sleep, constant worries, permanent 
attention, fear of the unknown, visits to the doctor, and more. Even knowing all the 
problems that come with having children many people all over the world is deciding to 
change into it. Many, on the other hand, want to change cars, others from employment, 
and others from the city, etc. In fact, we are willing to make changes as long as they are 
the result of our own will. On the other hand, we are not always willing to change when 
someone wants us to change something in our routines. According to Chip Heath & 
Dan Heath [16] – for people to change three conditions must be met: (i) clarity of what 
to change to; (ii) motivation for change and (iii) clarity of the steps needed for that 
change. With regard to the first condition, it is sometimes not very clear to people what 
needs to be changed, and this, of course, is undesirable. When you want a team to make 
a change, you need to make very clear to where or to what they are going to change. 
With regard to the second condition, it is necessary that the people who will be involved 
in the change have the necessary motivation to do it. If they do not identify something 
that is attractive or worthwhile, then these people will not want to change. This is not 
necessarily a selfish position. People may be motivated for a change that brings benefits 
to others (and not to themselves) or that is aligned with a belief, a principle, or simply 
because it is a cause for which they are willing to make the change. Lastly, it is still neces-
sary for people to understand very clearly the steps necessary for a change to occur. Even 
knowing the reason for the change and having all the motivation to do it, people may 
not be able to make that change if they do not know what needs to be done.

3.5 Human resources required for CI

In terms of the materialization of CI, ideally the efforts for improvement are 
part of the normal day-to-day work at all levels of the organization. All people in the 
organization routinely devote a portion of their daily time to CI tasks. Not spending 
any time on improvement tasks is bad but spending all the time on improvement tasks 
is also bad because it is necessary that the work is done for the products to be delivered 
and the services are provided. Many are the ones who say they do not have time for 
continuous improvement. On this argument, there is an interesting metaphor:

“A lumberjack was cutting down trees uninterrupted with his axe and you could 
see he was very focused on it. His goal was to cut down as many trees as he could in 
the time he had. There is however evidence that needs to be met, is that the more 
cut the less effective the axe to cut. Another man watching approached him and 
suggested that he should sharpen the axe. The lumberjack replied that he could not 
sharpen the axe because he did not have time for it.”

This well-known story is referred to by Stephen Covey in his famous book “The 7 
Habits of Highly Effective People” [17] In this book, the seventh habit, proposed by 
the author and which is called “fine tuning the instrument”, is directly related to the 
lumberjack metaphor and also aligned with the principle of continuous improvement.

Returning to the question of what should be the ideal time spent on CI opera-
tions, or time spent sharpening the ax, there is a famous metaphor attributed to 
Abraham Lincoln:

“If I had six hours to cut down a tree, I'd spend the first four sharpening the axe”
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In this sentence it is suggested to spend more time on CI tasks than on the tasks of 
the work itself to add value to products and services. This is not really the practice in 
organizations. The percentage of time spent on CI is much lower. Although publica-
tions that advance with an indicative value are very rare, Mark Hamel & Michael 
O’Connor argue [18] a value of 3% as a reference for the percentage of human 
resources that in a company should be dedicated to CI tasks. Interesting value as 
a reference. However, 3% of the human resources dedicated to CI should be more 
expensive than 3% of the time of all human resources simply because by assumption 
the human resources dedicated exclusively to CI, with knowledge of CI and able to 
promote CI have higher salaries than the average employee.

Considering a round number of 460 minutes that each employee dedicates per 
day in his work, then 13.8 minutes (3% of 460 minutes) should be used on average 
for CI tasks. The daily meetings of 5 minutes of the operational teams have a very 
common practice in companies with organized continuous improvement systems. If 
we add these 5 minutes daily of all employees with some possible weekly meetings 
that have longer duration, if we also add the time spent in occasional continuous 
improvement events and the management and support time in the improvement 
continues then easily reaches the value of 3% referred.

4. Suggestions systems

An article published in 1999 in the scientific journal Total Quality Management 
entitled “Stuff the suggestions box” [19] refers to an example of an ancient system 
of suggestions that existed in Japan at the beginning of the 18th century, cre-
ated by the eighth Shogun (high-ranking military member) named Yoshimuni 
Tokugawa. This system of suggestions consisted of a box placed at the entrance 
of his castle with the following sign: “Make your idea known. Rewards will be 
given to ideas that are accepted”. Rewards were given to people who provided good 
ideas, but any ideas seen as criticism of the Shogun were often rewarded with 
beheading.

Modern suggestion systems began to appear in some companies in the early 
twentieth century. There is reference to suggestion systems in American companies 
such as Kodak and NCR and Japanese companies such as Kanebo even in the early 
twentieth century. Later but even before the Second World War, more precisely 
in the 1930s, companies such as Hitachi, Yasukawa Electric and Origin Electric 
introduced suggestion systems.

Toyota’s suggestion system was introduced in 1951 with the designation 
“Creative Ideas Suggestion System” and it is described in some detail in the book 
“40 Years, 20 Million Ideas: Toyota’s Suggestion System [20]. It is very interesting 
to note the importance that Toyota already gave at the end of the first half of the 
last century to the potential for creativity and innovation of employees. This was so 
clear that as early as 1953 they formally adopted the slogan “Good Thinking, Good 
Products” [21]. Both the aspect of respect for creativity and the aspect of putting 
the customer first were well expressed in that motto.

Operators were led to take a very central role in solving problems that were 
occurring in the course of their work and also in developing suggestions for intro-
ducing improvements. According to some internal Toyota documents I had access 
to, the attitude of the operators should be as follows:

“When we have an idea about a better way to perform the operation, we first 
clarify the idea with our supervisors and then experiment and evaluate the results. 
Then we fill out a creative suggestion and submit it for evaluation.”
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Each proposal is then verified by a supervisor or group leader, who assesses its 
usefulness, effectiveness, and originality using a standard scoring system to ensure 
fairness. Evaluations are carried out almost immediately and a monetary premium 
is paid about 2 months after the suggestion has been approved.

Another alternative for forwarding suggestions is through quality circles. A 
quality circle, or quality control circle is a group composed of many people from 
the same area of work or not, whose goal is to find solutions to solve quality 
problems or solutions to improve quality. When a good solution is found, that 
same solution or countermeasure can be applied to all other places facing the 
same problem. When the members of these quality circles belong to different 
areas of production, the dissemination of good practices becomes easier. Quality 
circles were popular in the 1980s but gradually lost their popularity as quality 
was taken over as part of production. The new type of team that began to exist 
began to take on purposes other than just quality. This type of team that is often 
named kaizen teams are the type of teams that would evolve from the initial 
quality circles. These kaizen teams are a very relevant entity in the structure of 
most continuous improvement systems.

Although it is assumed that Toyota’s suggestion system was inspired by American 
suggestion systems (such as Ford’s) the great effectiveness of Toyota’s system is in 
the emphasis that Toyota has always been given to employees. In texts shared by 
John Shook1 in 2009 on suggestion systems it is suggested that one of GM’s flaws was 
clearly neglecting the human aspect of the equation in suggestion systems. Shook 
argues that GM decided that suggestions that did not bring 20 USD of savings would 
be refused because the costs to process a suggestion were estimated at that value of 
20 USD. The system was focused on the interest of the business and not integrated 
with the personal dimension. In general terms the conventional suggestion systems 
existing in America are oriented to encourage GREAT suggestions, to give GREAT 
prizes, evaluated by LARGE committees with the expectation of GREAT RESULTS. 
Unlike Toyota encourages small improvements with small prizes. According to the 
same author, most of the prizes at Toyota are around 10 USD maximum. At Toyota, 
each employee submits one suggestion per week on average and 98% of the sugges-
tions are implemented. Reflecting on the purpose of Toyota’s system the idea is not 
simply to improve processes, the idea is to improve employee involvement in man-
agement and thereby improve processes as a consequence.

In the book “A Study of the Toyota Production System” published 1989 [22] 
the number of suggestions presented at Toyota by the workers goes from 10.6 
suggestions per worker in 1976 to 18.7 suggestions per worker in 1980 and 94% 
of these suggestions were implemented in that year. The same author suggests 
that these suggestions have been responsible for the productivity advantage that 
Toyota’s factories have over their competitors. Joakim Ahlstrom [23] found 13 
improvements implemented per person per year was a number that very few 
companies in Europe could achieve. He also mentions that 20 improvements 
implemented per person per year were the best that was being achieved in the 
world. The accuracy of these numbers is difficult to guarantee but they are 
indicators that can be used as a reference.

Yasuda [20] describes the spirit of Toyota’s suggestion system in the simple 
thought: “I want to make my job easier, even if only a little easier”. It also says: “If 
people remain alert to detect problems, in an environment created that facilitates 

1 John Shook is one of the greatest figures in the Lean movement. He is the author of several books on 
lean as the famous “learning to see” dedicated to VSM (Value Stream Mapping). John Shook was involved 
in the first experience of applying TPS in America, the NUMMI project. It was a car factory that is born 
from a consortium between Toyota and GM.
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In this sentence it is suggested to spend more time on CI tasks than on the tasks of 
the work itself to add value to products and services. This is not really the practice in 
organizations. The percentage of time spent on CI is much lower. Although publica-
tions that advance with an indicative value are very rare, Mark Hamel & Michael 
O’Connor argue [18] a value of 3% as a reference for the percentage of human 
resources that in a company should be dedicated to CI tasks. Interesting value as 
a reference. However, 3% of the human resources dedicated to CI should be more 
expensive than 3% of the time of all human resources simply because by assumption 
the human resources dedicated exclusively to CI, with knowledge of CI and able to 
promote CI have higher salaries than the average employee.

Considering a round number of 460 minutes that each employee dedicates per 
day in his work, then 13.8 minutes (3% of 460 minutes) should be used on average 
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we add these 5 minutes daily of all employees with some possible weekly meetings 
that have longer duration, if we also add the time spent in occasional continuous 
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continues then easily reaches the value of 3% referred.

4. Suggestions systems

An article published in 1999 in the scientific journal Total Quality Management 
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ated by the eighth Shogun (high-ranking military member) named Yoshimuni 
Tokugawa. This system of suggestions consisted of a box placed at the entrance 
of his castle with the following sign: “Make your idea known. Rewards will be 
given to ideas that are accepted”. Rewards were given to people who provided good 
ideas, but any ideas seen as criticism of the Shogun were often rewarded with 
beheading.

Modern suggestion systems began to appear in some companies in the early 
twentieth century. There is reference to suggestion systems in American companies 
such as Kodak and NCR and Japanese companies such as Kanebo even in the early 
twentieth century. Later but even before the Second World War, more precisely 
in the 1930s, companies such as Hitachi, Yasukawa Electric and Origin Electric 
introduced suggestion systems.

Toyota’s suggestion system was introduced in 1951 with the designation 
“Creative Ideas Suggestion System” and it is described in some detail in the book 
“40 Years, 20 Million Ideas: Toyota’s Suggestion System [20]. It is very interesting 
to note the importance that Toyota already gave at the end of the first half of the 
last century to the potential for creativity and innovation of employees. This was so 
clear that as early as 1953 they formally adopted the slogan “Good Thinking, Good 
Products” [21]. Both the aspect of respect for creativity and the aspect of putting 
the customer first were well expressed in that motto.

Operators were led to take a very central role in solving problems that were 
occurring in the course of their work and also in developing suggestions for intro-
ducing improvements. According to some internal Toyota documents I had access 
to, the attitude of the operators should be as follows:

“When we have an idea about a better way to perform the operation, we first 
clarify the idea with our supervisors and then experiment and evaluate the results. 
Then we fill out a creative suggestion and submit it for evaluation.”
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Each proposal is then verified by a supervisor or group leader, who assesses its 
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argues that GM decided that suggestions that did not bring 20 USD of savings would 
be refused because the costs to process a suggestion were estimated at that value of 
20 USD. The system was focused on the interest of the business and not integrated 
with the personal dimension. In general terms the conventional suggestion systems 
existing in America are oriented to encourage GREAT suggestions, to give GREAT 
prizes, evaluated by LARGE committees with the expectation of GREAT RESULTS. 
Unlike Toyota encourages small improvements with small prizes. According to the 
same author, most of the prizes at Toyota are around 10 USD maximum. At Toyota, 
each employee submits one suggestion per week on average and 98% of the sugges-
tions are implemented. Reflecting on the purpose of Toyota’s system the idea is not 
simply to improve processes, the idea is to improve employee involvement in man-
agement and thereby improve processes as a consequence.

In the book “A Study of the Toyota Production System” published 1989 [22] 
the number of suggestions presented at Toyota by the workers goes from 10.6 
suggestions per worker in 1976 to 18.7 suggestions per worker in 1980 and 94% 
of these suggestions were implemented in that year. The same author suggests 
that these suggestions have been responsible for the productivity advantage that 
Toyota’s factories have over their competitors. Joakim Ahlstrom [23] found 13 
improvements implemented per person per year was a number that very few 
companies in Europe could achieve. He also mentions that 20 improvements 
implemented per person per year were the best that was being achieved in the 
world. The accuracy of these numbers is difficult to guarantee but they are 
indicators that can be used as a reference.

Yasuda [20] describes the spirit of Toyota’s suggestion system in the simple 
thought: “I want to make my job easier, even if only a little easier”. It also says: “If 
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their identification, the generation of creative ideas will not be exhausted”. The idea 
of making very frequent small improvements seems counterintuitive in the culture 
of most of our companies. In many companies we are always looking for a very good 
solution that makes us have significant performance gains and we do not give much 
credit to insignificant or sometimes intangible gains but that, in the long run, by 
their frequency, are extremely powerful. This is a key idea for the sustainability of 
continuous improvement.

In ‘Human Resource Development in Toyota Culture’ [24] the authors mention 
that the relationship of trust created between the employee and the company or 
institution is extremely important and perhaps that is the reason why 90,000 sug-
gestions per year are presented by Toyota employees. It is also curious to note that, 
according to the same authors, Toyota intentionally does not give emphasis to cash 
rewards. This is consistent with Devine’s work stressing recognition rather than 
reward [14]. Generating ideas is supposed to be part of the work and as such does 
not reward a person for having done only his work. The ideas generated are part 
of the relationship of trust between the parties and this relationship of trust is the 
currency of exchange between employer and employee. Employees individually can 
and should place suggestions in suggestion boxes placed in specified places. They 
are encouraged to write them or ask for help from more experienced engineering 
personnel to write them if necessary but can also give suggestions verbally so that 
there is no excuse for suggestions not to be given.

Toyota handles the suggestion system in a very similar way to how the system 
was originally implemented many years ago. There is a committee that evaluates 
all the suggestions of the workers. Whenever a worker has an improvement idea in 
his work, he first talks about his idea with his direct boss, as a team leader, and tries 
to implement it as a test to find out how the idea works. If they find it would work, 
the worker will put the idea in a specific predefined format, with the support of the 
boss, if necessary, and formally send the idea to the committee. The committee then 
assesses the suggestion very quickly and decides whether it is implemented or not 
and what the reward should be. However, it is important to emphasize that the main 
objective of the system is NOT to give money to the employee who sends the sugges-
tion. The main objective of donating a small amount of money is to APPRECIATE 
the worker’s initiative and encourage him to continue the approach. Therefore, the 
main objective of the system is not to compensate the worker with the money, but to 
encourage his attitude.

5. Main features of effective CI systems

To be effective a CI system needs top managers to master not only the technical 
management skills side but also the behavior and cultural side. Mike Rother [2] 
refers to the visible and the invisible side. The visible part has been more easily cop-
ied from Toyota many times without success because the invisible part is difficult to 
copy and is often overlooked. This type of division is also referred to in other forms 
such as the Shingo Model, dividing the KPI (Key Performance Indicators) and KBI 
(Key Behavioral Indicators) [25].

This invisible side of organizations or the side of behavior and culture is as pres-
ent and vital as it is neglected. Edgar Schein argues: “The only thing leaders do of 
real importance is create and manage culture. If you don’t manage the culture, the 
culture manages you, and you may not have the slightest idea of the extent to which 
it is happening.”

Leaders in the organization must define the long-term vision trying to include 
a higher purpose that may create among all workers a sense of being part of 
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something big. Something that makes them proud of being part of such organiza-
tion. Leader and managers must also fully understand principles such as “respect 
for people” and “lead with humility”. These principles must be more than just 
understood, rather they must be really living in their hearts. Devine’s ‘Rapid Mass 
Engagement Process [reference Conference Book?] amplifies this effect when the 
employees themselves create their own CI culture, and, sometimes, their own 
Higher Purpose by consensus with their senior leaders. In the face of a problem 
managers must behave in a systematic way starting with a “not blame and not 
judge” attitude. Most problems occurred because the systems allow them to occur 
and blaming on workers is the wrong approach to start with. The idea is to try to 
find the root cause and eliminate it. Manager must welcome problems and encour-
age workers revealed them since they promote improvement.

5.1 Operational teams

Another important feature of CI is teamwork. A common feature in effective CI 
systems is the presence of teams everywhere in the organization. Workers are orga-
nized in teams and managers gradually empower those teams with management 
responsibilities such as performance measurement and monitoring, scheduling 
their work, problem solving, and routine meetings. Transparency is an important 
tool to the benefit of all. Visual management must be used by teams to show and 
update daily most important aspect of their work.

These operational teams, also sometimes called “natural teams”, are teams that 
normally share the same workspace and the same tasks, or complementary tasks. 
The term “natural” is used because in fact these teams already exist in a natural way 
even if they have no formal routines, no goals, and no team spirit. These teams are 
the essential units of CI systems as they are largely responsible for adding value to 
products and as such where CI is first most important. When we hear the term “opera-
tional teams” we often associate with teams operating in the production units, but the 
operational teams extend to all levels of the organization. These teams can be teams 
with administrative tasks, development tasks, sales or even management tasks.

The size of a team is a major factor as their performance can vary with their size. 
A good rule is to try to create small teams. On this team size issue, Sutherland [26] 
suggests that teams of 3–7 people needed 25% less effort than 9–12 people to do the 
same job. The size of the team is often determined and/or forced by constraints of 
context and typology of personality and relationship between team members. There 
are teams of 3 that work very well but others there are the same number but that do 
not work at all. Whether or not a strong team leader exists is also a key factor in the 
team’s performance and ideal size.

5.2 Teams meetings

The meetings of the operational teams are events of enormous importance for 
the sustainability of continuous improvement. The frequency of these meetings is 
commonly proposed as one meeting per day. In the Kaizen Institute CI model, it is 
even called Daily Kaizen. Typically the meeting follow a standard agenda lasting 
5 minutes and in general terms the objectives of these meetings are: to preserve and 
improve the cohesion and motivation of the team, to become aware of the state and 
evolution of performance indicators, to plan the work of the day, to monitor ongo-
ing improvement actions and if necessary to report occurrences. For these meetings 
to be effective it is necessary for teams to be trained and monitored very closely 
in the first few weeks. It is necessary that someone with experience accompanies 
the first meetings giving suggestions and feedback on the content of the agenda 
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their identification, the generation of creative ideas will not be exhausted”. The idea 
of making very frequent small improvements seems counterintuitive in the culture 
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credit to insignificant or sometimes intangible gains but that, in the long run, by 
their frequency, are extremely powerful. This is a key idea for the sustainability of 
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In ‘Human Resource Development in Toyota Culture’ [24] the authors mention 
that the relationship of trust created between the employee and the company or 
institution is extremely important and perhaps that is the reason why 90,000 sug-
gestions per year are presented by Toyota employees. It is also curious to note that, 
according to the same authors, Toyota intentionally does not give emphasis to cash 
rewards. This is consistent with Devine’s work stressing recognition rather than 
reward [14]. Generating ideas is supposed to be part of the work and as such does 
not reward a person for having done only his work. The ideas generated are part 
of the relationship of trust between the parties and this relationship of trust is the 
currency of exchange between employer and employee. Employees individually can 
and should place suggestions in suggestion boxes placed in specified places. They 
are encouraged to write them or ask for help from more experienced engineering 
personnel to write them if necessary but can also give suggestions verbally so that 
there is no excuse for suggestions not to be given.

Toyota handles the suggestion system in a very similar way to how the system 
was originally implemented many years ago. There is a committee that evaluates 
all the suggestions of the workers. Whenever a worker has an improvement idea in 
his work, he first talks about his idea with his direct boss, as a team leader, and tries 
to implement it as a test to find out how the idea works. If they find it would work, 
the worker will put the idea in a specific predefined format, with the support of the 
boss, if necessary, and formally send the idea to the committee. The committee then 
assesses the suggestion very quickly and decides whether it is implemented or not 
and what the reward should be. However, it is important to emphasize that the main 
objective of the system is NOT to give money to the employee who sends the sugges-
tion. The main objective of donating a small amount of money is to APPRECIATE 
the worker’s initiative and encourage him to continue the approach. Therefore, the 
main objective of the system is not to compensate the worker with the money, but to 
encourage his attitude.

5. Main features of effective CI systems

To be effective a CI system needs top managers to master not only the technical 
management skills side but also the behavior and cultural side. Mike Rother [2] 
refers to the visible and the invisible side. The visible part has been more easily cop-
ied from Toyota many times without success because the invisible part is difficult to 
copy and is often overlooked. This type of division is also referred to in other forms 
such as the Shingo Model, dividing the KPI (Key Performance Indicators) and KBI 
(Key Behavioral Indicators) [25].

This invisible side of organizations or the side of behavior and culture is as pres-
ent and vital as it is neglected. Edgar Schein argues: “The only thing leaders do of 
real importance is create and manage culture. If you don’t manage the culture, the 
culture manages you, and you may not have the slightest idea of the extent to which 
it is happening.”

Leaders in the organization must define the long-term vision trying to include 
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something big. Something that makes them proud of being part of such organiza-
tion. Leader and managers must also fully understand principles such as “respect 
for people” and “lead with humility”. These principles must be more than just 
understood, rather they must be really living in their hearts. Devine’s ‘Rapid Mass 
Engagement Process [reference Conference Book?] amplifies this effect when the 
employees themselves create their own CI culture, and, sometimes, their own 
Higher Purpose by consensus with their senior leaders. In the face of a problem 
managers must behave in a systematic way starting with a “not blame and not 
judge” attitude. Most problems occurred because the systems allow them to occur 
and blaming on workers is the wrong approach to start with. The idea is to try to 
find the root cause and eliminate it. Manager must welcome problems and encour-
age workers revealed them since they promote improvement.

5.1 Operational teams

Another important feature of CI is teamwork. A common feature in effective CI 
systems is the presence of teams everywhere in the organization. Workers are orga-
nized in teams and managers gradually empower those teams with management 
responsibilities such as performance measurement and monitoring, scheduling 
their work, problem solving, and routine meetings. Transparency is an important 
tool to the benefit of all. Visual management must be used by teams to show and 
update daily most important aspect of their work.

These operational teams, also sometimes called “natural teams”, are teams that 
normally share the same workspace and the same tasks, or complementary tasks. 
The term “natural” is used because in fact these teams already exist in a natural way 
even if they have no formal routines, no goals, and no team spirit. These teams are 
the essential units of CI systems as they are largely responsible for adding value to 
products and as such where CI is first most important. When we hear the term “opera-
tional teams” we often associate with teams operating in the production units, but the 
operational teams extend to all levels of the organization. These teams can be teams 
with administrative tasks, development tasks, sales or even management tasks.

The size of a team is a major factor as their performance can vary with their size. 
A good rule is to try to create small teams. On this team size issue, Sutherland [26] 
suggests that teams of 3–7 people needed 25% less effort than 9–12 people to do the 
same job. The size of the team is often determined and/or forced by constraints of 
context and typology of personality and relationship between team members. There 
are teams of 3 that work very well but others there are the same number but that do 
not work at all. Whether or not a strong team leader exists is also a key factor in the 
team’s performance and ideal size.

5.2 Teams meetings

The meetings of the operational teams are events of enormous importance for 
the sustainability of continuous improvement. The frequency of these meetings is 
commonly proposed as one meeting per day. In the Kaizen Institute CI model, it is 
even called Daily Kaizen. Typically the meeting follow a standard agenda lasting 
5 minutes and in general terms the objectives of these meetings are: to preserve and 
improve the cohesion and motivation of the team, to become aware of the state and 
evolution of performance indicators, to plan the work of the day, to monitor ongo-
ing improvement actions and if necessary to report occurrences. For these meetings 
to be effective it is necessary for teams to be trained and monitored very closely 
in the first few weeks. It is necessary that someone with experience accompanies 
the first meetings giving suggestions and feedback on the content of the agenda 
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and how to conduct the meeting. At first these meetings tend to take more than 
5 minutes and some issues remain un-addressed but as the team gains experience it 
becomes more effective in managing time and eventually manages to do the whole 
meeting in about 5 minutes in most cases.

It is important to repeat that the meeting cannot include any kind of blaming or 
judgment of team members. The spirit of the meeting should always be positive and 
motivating. It should always be sought to encourage team members to try to identify 
something that may be preventing them from doing their job better, with less effort 
and less risk.

In some organizations, workers are trained in coaching and in constructive 
feedback in order to help creating the perfect atmosphere to approach problems, 
improvements, and improve motivation and work satisfaction. The well-being 
of team members should always be valued because respect for the human person 
has an unquestionable intrinsic value and also because people who feel good can 
produce better, with more quality and with more safety. It is important to remember 
what was said in the first article published in English about the Toyota Production 
System (TPS). In this article it is said that one of the two basic concepts of TPS 
is “treating workers as being human and with consideration” [1]. It is important 
that the whole organization breathes awareness of this concept and that it creates 
standards, routines and practices that materialize this concept and that gradually 
becomes the culture of the organization.

5.3 Project teams

The effort for continuous improvement must be widespread throughout the 
organization. That is true, however, although everyone in the organization must be 
involved in the constant search for improvement, it is common the need to create 
temporary teams that aim at significant improvements in the process, also called 
disruptive changes.

Disruptive project teams are teams designed to introduce disruptive process 
improvements to clearly improve performance levels and typically lead to chang-
ing working standards. These new standards are then followed by natural teams in 
order to stabilize them. In some companies the main aim of operational teams is to 
stabilize standards and never improve them. These projects are projects for signifi-
cant changes in the process, relate to striking/disruptive improvements that result 
in layout changes, task change, line resizing, technology changes in the process, 
reduction of product change times, etc. Unlike natural teams that remain stable 
for a long time these teams are formed when the project begins and is extinguished 
when the project ends.

These disruptive Kaizen events typically are held for 1 week every 3 months. 
Kaizen events should start with a well-defined problem, described in a clear and 
short sentence, to enhance the effectiveness of the event and should also be seen as an 
investment for their very effective role in training employees [27]. Bastos & Sharman 
[28] suggest that for there to be significant improvements, this level of action called the 
disruptive improvements, together with the CI performed by natural teams, has a mul-
tiplier effect on the improvement of processes and consequently on the performance 
and competitiveness of an organization. The main message is that the combination of 
the two types of efforts for improvement (Continuous and Disruptive Improvement) 
result much more effectively than just the CI. In contrast Mike Rother [2] argues:

“… Toyota considers the improvement capability of all the people in an organiza-
tion the “strength” of a company. From this perspective, then, it is better for an 
organization’s adaptiveness, competitiveness, and survival to have a large group 
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of people systematically, methodically, making many small steps of improvement 
every day rather than a small group doing periodic big projects and events.”

Despite that, Mike Rother also argues:

“… If your business philosophy is to improve, then periodic improvement projects or 
kaizen workshops are okay but not enough…”

5.4 Coaching

As in everything in life the CI systems needs be maintained and improved to 
stay alive. Some kind of structure is necessary to maintain, coach and guide natural 
teams and promote improvement projects. In the Toyota Kata (TK) model pre-
sented by Mike Rother [2] represents how the Toyota CI system works. The role of 
maintaining the natural teams’ moral and focus on seeking perfection is assigned to 
a coach. The coach’s role is very relevant in the TK model since it is up to the Coach 
to play the main role of maintaining the Toyota culture, maintaining the team’s 
motivation and guiding it to the identification and implementation of improvement 
actions that ensure learning, clear knowledge of the process and evolution toward 
challenges and vision. The structure that ensures the sustainability of continuous 
improvement is represented in Figure 4 where the coaching structure can be rep-
resented. Each team leader meets with his Coach once a day (whenever possible) in 
front of his team’s board for a follow-up session of the actions and evolution of the 
team always having as support the data that is visually presented on the team board. 
The team leader’s daily sessions with the coach are occasionally accompanied by a 
second-level coach who will help the first-level coach evolve his coaching skills.

When a vacancy for 2nd level coach emerges, the 1st level coach, who is more 
advanced in terms of coaching skills, will be selected. The vacancy left by the 
first-level coach will have to be filled by a team leader with more coaching experi-
ence and skills. This vacancy in turn will be occupied by the team worker with 
more leadership skills. In this way the coaches were workers who absorbed Toyota’s 
culture and assumed the responsibility of maintaining it and passing it on to the 
new workers.

Figure 4. 
Coaching structure of the TK.
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and how to conduct the meeting. At first these meetings tend to take more than 
5 minutes and some issues remain un-addressed but as the team gains experience it 
becomes more effective in managing time and eventually manages to do the whole 
meeting in about 5 minutes in most cases.

It is important to repeat that the meeting cannot include any kind of blaming or 
judgment of team members. The spirit of the meeting should always be positive and 
motivating. It should always be sought to encourage team members to try to identify 
something that may be preventing them from doing their job better, with less effort 
and less risk.

In some organizations, workers are trained in coaching and in constructive 
feedback in order to help creating the perfect atmosphere to approach problems, 
improvements, and improve motivation and work satisfaction. The well-being 
of team members should always be valued because respect for the human person 
has an unquestionable intrinsic value and also because people who feel good can 
produce better, with more quality and with more safety. It is important to remember 
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System (TPS). In this article it is said that one of the two basic concepts of TPS 
is “treating workers as being human and with consideration” [1]. It is important 
that the whole organization breathes awareness of this concept and that it creates 
standards, routines and practices that materialize this concept and that gradually 
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5.3 Project teams

The effort for continuous improvement must be widespread throughout the 
organization. That is true, however, although everyone in the organization must be 
involved in the constant search for improvement, it is common the need to create 
temporary teams that aim at significant improvements in the process, also called 
disruptive changes.

Disruptive project teams are teams designed to introduce disruptive process 
improvements to clearly improve performance levels and typically lead to chang-
ing working standards. These new standards are then followed by natural teams in 
order to stabilize them. In some companies the main aim of operational teams is to 
stabilize standards and never improve them. These projects are projects for signifi-
cant changes in the process, relate to striking/disruptive improvements that result 
in layout changes, task change, line resizing, technology changes in the process, 
reduction of product change times, etc. Unlike natural teams that remain stable 
for a long time these teams are formed when the project begins and is extinguished 
when the project ends.

These disruptive Kaizen events typically are held for 1 week every 3 months. 
Kaizen events should start with a well-defined problem, described in a clear and 
short sentence, to enhance the effectiveness of the event and should also be seen as an 
investment for their very effective role in training employees [27]. Bastos & Sharman 
[28] suggest that for there to be significant improvements, this level of action called the 
disruptive improvements, together with the CI performed by natural teams, has a mul-
tiplier effect on the improvement of processes and consequently on the performance 
and competitiveness of an organization. The main message is that the combination of 
the two types of efforts for improvement (Continuous and Disruptive Improvement) 
result much more effectively than just the CI. In contrast Mike Rother [2] argues:

“… Toyota considers the improvement capability of all the people in an organiza-
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of people systematically, methodically, making many small steps of improvement 
every day rather than a small group doing periodic big projects and events.”

Despite that, Mike Rother also argues:

“… If your business philosophy is to improve, then periodic improvement projects or 
kaizen workshops are okay but not enough…”

5.4 Coaching

As in everything in life the CI systems needs be maintained and improved to 
stay alive. Some kind of structure is necessary to maintain, coach and guide natural 
teams and promote improvement projects. In the Toyota Kata (TK) model pre-
sented by Mike Rother [2] represents how the Toyota CI system works. The role of 
maintaining the natural teams’ moral and focus on seeking perfection is assigned to 
a coach. The coach’s role is very relevant in the TK model since it is up to the Coach 
to play the main role of maintaining the Toyota culture, maintaining the team’s 
motivation and guiding it to the identification and implementation of improvement 
actions that ensure learning, clear knowledge of the process and evolution toward 
challenges and vision. The structure that ensures the sustainability of continuous 
improvement is represented in Figure 4 where the coaching structure can be rep-
resented. Each team leader meets with his Coach once a day (whenever possible) in 
front of his team’s board for a follow-up session of the actions and evolution of the 
team always having as support the data that is visually presented on the team board. 
The team leader’s daily sessions with the coach are occasionally accompanied by a 
second-level coach who will help the first-level coach evolve his coaching skills.

When a vacancy for 2nd level coach emerges, the 1st level coach, who is more 
advanced in terms of coaching skills, will be selected. The vacancy left by the 
first-level coach will have to be filled by a team leader with more coaching experi-
ence and skills. This vacancy in turn will be occupied by the team worker with 
more leadership skills. In this way the coaches were workers who absorbed Toyota’s 
culture and assumed the responsibility of maintaining it and passing it on to the 
new workers.

Figure 4. 
Coaching structure of the TK.
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6. Conclusions

Continuous improvement is a key feature to include in the culture of organiza-
tions that want to play a major role in people and society. The CI culture with the 
right direction and higher purpose was created by Toyota and now is being spread 
around the world with many other organizations also contributing to enrich those 
concepts and practices. In this chapter, three models were referred as including 
the right set of principles to be followed by those who want to also benefit from 
the wonders of CI. Nevertheless, CI is not easy to implement nor to master and a 
lot of hard work and perseverance is required to succeed with effectiveness. The 
main ingredients to implement CI are at least the following: The right mind set 
of the top management, a clear definition of the vision/ “True North”, leadership 
system explicitly designed to create a CI culture, generation of natural teams, 
empowerment of natural teams, daily team meetings, visual management every-
where, supporting people with CI experience, always questioning the existing CI 
system, coaching skills spread around the organization, constant search for people 
engagement.

Unfortunately, very few organizations succeed in perfect align all the differ-
ent required elements to create the right culture. In this line of thought my friend 
Frank Devine in one of his articles [14] also argue that most Corporate Leadership 
Programs are detached from, rather than integrated with, CI. These leadership 
programs are almost random collections of often unintegrated leadership skills 
rather than a system of leadership.
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Chapter 4

A Service Management Metric 
with Origin in Plant Management
Robert G. Batson

Abstract

The discipline of industrial engineering (IE) was originated in the US by 
Frederick W. Taylor, who first applied what he termed scientific management to 
machine shop management in the 1880s. IE expanded world-wide with applications 
of work measurement to all manner of manufacturing, then to services. A century 
later, as the Japanese practice of Total Productive Maintenance (TPM) became 
known in the US, the associated equipment management metric Overall Equipment 
Effectiveness (OEE) became well-known as a production metric that could be applied 
to individual manufacturing machines, production lines, and the overall production 
system. In this chapter, illustrations of the calculation of OEE are provided, along 
with modification of the three OEE inputs (availability, performance efficiency, and 
quality rate) to create a new service management metric Overall Service Effectiveness 
(OSE). Definitions and measures of service quality are reviewed. The first published 
application of OSE was to a city public transportation system, and is reviewed as a 
prototype. Essentially, applications of OSE require the industrial engineer to define 
service-specific measures of availability, processing rate, and quality at the man-
agement’s level of interest: work station, process, or system. The data collected to 
calculate OSE will also point toward actions that would improve OSE.

Keywords: service systems, service management, performance measurement,  
overall equipment effectiveness (OEE), overall service effectiveness (OSE)

1. Introduction

The discipline we now call industrial engineering (IE) originated in the US with 
the practices of Frederick W. Taylor at the Midvale Steel Company in the 1880s as 
he progressed from machinist, to time clerk, to machine shop foreman, ultimately 
becoming chief engineer upon receiving a mechanical engineering degree in 1883. His 
participation in the American Society of Mechanical Engineers (ASME) provided him 
with the opportunity to present his shop management practices which were referred 
to as “work measurement” when applied to a specific work task (manual labor such 
as shoveling; skilled labor such as lathe operation). Broader applications to groups of 
workers in a plant or service organization (educational organizations, government 
agencies, the ASME) became known world-wide as Scientific Management [1], espe-
cially after Taylor testified before the US Interstate Commerce Commission in 1911.

Henry L. Gantt was recruited to perform work measurement at Midvale Steel 
under Taylor’s guidance, and as a consultant one speed and feed problems in metal 
cutting at Bethlehem Steel. Gantt modified one of Taylor’s published practices (piece-
rate system) to account for productivity factors outside the workers control. Gantt 
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became an independent consultant and ultimately lectured on IE at four US universi-
ties. Another early practitioner of IE was Morris L. Cooke, whom Taylor funded to 
work on efficiency and effectiveness of the ASME, the Carnegie Foundation, and the 
municipal government of Philadelphia. Frank B. Gilbreth originated the practice of 
work measurement in the construction trades, though he never attended college. His 
approach came to be known as time and motion study, which he first applied to brick-
laying (a trade he learned as an apprentice). He insisted on division of labor between 
the brick mason (skilled labor) and the unskilled workers who “set up” the mason 
with bricks and fresh mortar; the specific location of the bricks and mortar relative 
to the mason, and even the consistency of the mortar, could be planned to make the 
mason as productive as possible. Furthermore, with appropriate design of the motions 
the mason should use, he demonstrated that the mason could increase the number 
of bricks laid in a given time by a factor of three. At age 27, Gilbreth founded (1895) 
a highly successful construction firm wherein all work was designed using time and 
motion study, but gave it up at age 44 to become a full-time management consultant. 
Frank’s wife, Lillian M. Gilbreth, was a PhD psychologist who assisted Frank in the 
preparation of six books between 1908 and 1917 to disseminate what he had learned 
about the broad topic of performance measurement, starting with the worker and 
broadening to the work processes and the overall work system.

As Japan began to recover from destruction of its industrial base during WWII, 
and to transition from essentially an agrarian society to an economic powerhouse, 
their industrial/production engineers originated many practices now considered part 
of modern industrial engineering. Starting in the 1970s and intensifying in the 1980s, 
there was significant debate in the US and other advanced economies in the West con-
cerning what was enabling the Japanese to capture larger and larger market share in 
technological products such as automobiles, televisions, and copy machines. There was 
a US IE professor, Richard J. Schonberger, who spend a significant amount of time in 
Japan and authored several books [2–4] detailing his interviews and observations from 
visiting top-performing Japanese manufacturing firms. In Japanese Manufacturing 
Techniques [2], he revealed the following nine “hidden lessons in simplicity”:

1. Fewer suppliers

2. Reduced part counts

3. Focused factories (focus on a narrow line of products)

4. Scheduling to a rate, instead of scheduling by lots

5. Fewer racks on the plant floor

6. More frequent deliveries (in-plant moves, as well as deliveries from suppliers)

7. Smaller plants

8. Shorter distances, less reporting, less inspectors, less buffer stock

9. Fewer job classifications.

In World Class Manufacturing [3], Schonberger claimed production management 
in the US had become overly focused on “managing by the numbers” by which he 
meant measuring plant performance at too high a level (revenue, fixed and variable 
costs, profit) to really uncover hidden efficiency and quality effects; whereas in 
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contrast, WCM mandates simplification and direct action—do it, judge it, mea-
sure it, diagnose it, fix it, manage it, on the factory floor. He provided a variety of 
examples with diagrams/photographs in [4], World Class Manufacturing Casebook. 
In [3] Schonberger observed that in 1980, the first US WCM thrusts followed two 
parallel paths: a quality path with a goal of zero defects known in Japan at Total 
Quality Control (TQC) and in the US as Total Quality Management (TQM); a just-
in-time (JIT) productivity path, as a means of coping with high-variety, small lot, 
short lead-time production. JIT aims to have every operation make the needed items 
at the right time in the right quantities, at low cost. JIT pursues a goal of one-piece 
flow, small-lot production, with minimal inventory throughout the system. A third 
WCM practice which supports both TQC and JIT is known as Total Productive 
Maintenance (TPM) and will be described below when we introduce the metric 
Overall Equipment Effectiveness (OEE). The three practices are synergistic—for 
instance, JIT will fail if incoming part quality is not (nearly) perfect and processing 
equipment does not have OEE near 100%.

Most US industrial engineers first learned details of TPM through the 1988 
English version of Nakajima’s TPM: Introduction to Total Productive Maintenance [5]. 
According to Nakajima “TPM is an innovative approach to maintenance that opti-
mizes equipment effectiveness, eliminates breakdowns, and promotes autonomous 
operator maintenance through day-to-day activities involving the total workforce.” 
Seven years later, two North American practitioners Charles Robinson and Andrew 
Ginder produced the well-known Implementing TPM: The North American Experience 
[6] and therein defined TPM to be “a plant improvement methodology which enables 
continuous and rapid improvement of the manufacturing process the use of employee 
involvement, employee empowerment, and closed-loop measurement of results.” 
In the decade following Robinson and Ginder [6], publications on “TPM Practices 
and Cases” [7] and “Lean TPM” [8] appeared in the US and Great Britain. In the 
recent past, Ortiz contributed The TPM Playbook: A Step-by-Step Guideline for the 
Lean Practitioner [9] and Peng, in response with the digital revolution in production, 
published Equipment Maintenance in the Post-Maintenance Era: A New Alternative to 
Total Productive Maintenance (TPM) [10]. All of these references include a section 
or entire chapter explaining the measurement of Overall Equipment Effectiveness; 
furthermore, all suggest an engineer or improvement team could focus on OEE for a 
single machine (workstation), OEE for a production line or process, and OEE for the 
overall plant. Comparisons across shifts, days, months, etc. would detect improving 
or deteriorating performance. Furthermore, comparisons across similar machines, 
processes, or plants could be very useful to department, process, or plant managers.

OEE for a given machine, line, or plant is the product of availability, perfor-
mance efficiency (processing rate ratioed with the design “ideal”), and quality rate 
(proportion of good products produced—the yield). Because each of these inputs 
is measured as a percentage, the closer OEE is to 100%, the better; world-class OEE 
is considered 85% or higher (some authors say 90% or higher). OEE is formally 
calculated using the following expressions, each expressed as a percentage:

 ( ) ( )Availability = loading time – downtime / loading time  (1)

 
( )
( )

Performance Efficiency = theoretical cycle time× processed amount /
operating time  (2)

 ( )Quality Rate = processed amount – defect amount / processed amount   (3)

 OEE = Availability ×Performance Efficiency ×Quality Rate.  (4)
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contrast, WCM mandates simplification and direct action—do it, judge it, mea-
sure it, diagnose it, fix it, manage it, on the factory floor. He provided a variety of 
examples with diagrams/photographs in [4], World Class Manufacturing Casebook. 
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at the right time in the right quantities, at low cost. JIT pursues a goal of one-piece 
flow, small-lot production, with minimal inventory throughout the system. A third 
WCM practice which supports both TQC and JIT is known as Total Productive 
Maintenance (TPM) and will be described below when we introduce the metric 
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instance, JIT will fail if incoming part quality is not (nearly) perfect and processing 
equipment does not have OEE near 100%.
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According to Nakajima “TPM is an innovative approach to maintenance that opti-
mizes equipment effectiveness, eliminates breakdowns, and promotes autonomous 
operator maintenance through day-to-day activities involving the total workforce.” 
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Ginder produced the well-known Implementing TPM: The North American Experience 
[6] and therein defined TPM to be “a plant improvement methodology which enables 
continuous and rapid improvement of the manufacturing process the use of employee 
involvement, employee empowerment, and closed-loop measurement of results.” 
In the decade following Robinson and Ginder [6], publications on “TPM Practices 
and Cases” [7] and “Lean TPM” [8] appeared in the US and Great Britain. In the 
recent past, Ortiz contributed The TPM Playbook: A Step-by-Step Guideline for the 
Lean Practitioner [9] and Peng, in response with the digital revolution in production, 
published Equipment Maintenance in the Post-Maintenance Era: A New Alternative to 
Total Productive Maintenance (TPM) [10]. All of these references include a section 
or entire chapter explaining the measurement of Overall Equipment Effectiveness; 
furthermore, all suggest an engineer or improvement team could focus on OEE for a 
single machine (workstation), OEE for a production line or process, and OEE for the 
overall plant. Comparisons across shifts, days, months, etc. would detect improving 
or deteriorating performance. Furthermore, comparisons across similar machines, 
processes, or plants could be very useful to department, process, or plant managers.

OEE for a given machine, line, or plant is the product of availability, perfor-
mance efficiency (processing rate ratioed with the design “ideal”), and quality rate 
(proportion of good products produced—the yield). Because each of these inputs 
is measured as a percentage, the closer OEE is to 100%, the better; world-class OEE 
is considered 85% or higher (some authors say 90% or higher). OEE is formally 
calculated using the following expressions, each expressed as a percentage:

 ( ) ( )Availability = loading time – downtime / loading time  (1)

 
( )
( )

Performance Efficiency = theoretical cycle time× processed amount /
operating time  (2)

 ( )Quality Rate = processed amount – defect amount / processed amount   (3)

 OEE = Availability ×Performance Efficiency ×Quality Rate.  (4)
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The calculation of each of these quantities is illustrated by example in the 
references by Nakajima [5], and Robinson and Ginder [6]. The example in Nakajima 
further illustrates why the three input quantities to OEE are seldom calculated to 
be 100%. Essentially, the use of OEE in TPM uncovers the “Six Big Losses” which 
become the focus of improvement efforts by an individual engineer, or a team. The 
Six Big Losses are grouped as follows:

Losses that determine equipment availability

1. Equipment failure losses (requiring corrective maintenance)

2. Set-up and adjustment losses

Losses that determine performance efficiency

3. Idling and minor stoppages (e.g., clearing a jammed workpiece, or stopping for 
a visitor)

4. Reduced speed (e.g., running slower to avoid overheating, or avoid early job 
completion)

Losses that determine rate of quality products

5. Defects and rework

6. Reduced yield due to start-up losses (either due to nature of process, or company 
policy)

Some examples of how to improve OEE above status quo, based on the six big 
losses as numbered above, would be:

1. Study equipment failure and repair records. Use the Pareto Principle to 
identify which machines are causing downtime, in rank order: then, for the 
least available machine, identify the machine elements that are the causes of 
downtime, in rank order. Focus improvement efforts on the most problematic 
machines, and once identified, the most problematic machine elements.

2. To reduce set-up time, there is a Japanese practice originally known as Single 
Minute Change of Die (SMED)—meaning work to reduce change-over times 
to less than 10 minutes (single digits) with a goal of single minute change-
overs; in the US, this practice is called Quick Changeover Technology and, for 
example, has been observed in casting machines in pipe shops, and welding 
machines for tubular steel products. This practice is essentially a specialized 
time and motion study, again carried out by a single engineer or improvement 
team, and the saving from avoided set-up losses can be substantial.

3. Periods of idling and instances of minor stoppages should be recorded (total 
time lost, situation and/or causes).

4. Reduced speed losses—there may be good reasons for running equipment at 
less than ideal processing rate, such as to avoid overstressing the equipment or 
safety concerns for the operator or other workers in the vicinity. In instances 
where work crews intentionally slow down, management needs to re-plan 
schedules so every worker can get in a full shift, having come to work intending 
to be paid for a full shift.
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5. Defects and rework must be recorded and carefully examined to determine 
root causes, and then immediate corrective actions taken (standards modified 
or adjusted) to hopefully prevent the same problems in the future. Follow-up is 
critical by the engineer, manager, or team to verify the action installed is work-
ing and has become the standard.

6. Start-up losses may be unavoidable with the materials, machine, and set-up 
required; or, they may indicate a company policy that is outdated (cur-
rent machine can now produce acceptable quality with first unit produced, 
or could with appropriate attention from engineering, maintenance, and 
production).

For more details on data collection and the calculation/application of OEE, see 
three references focused specifically on OEE: Muchiri and Pintelon’s 2008 article 
“Literature Review and Practical Application Discussion” [11]; Hansen’s Overall 
Equipment Effectiveness book [12]; and The OEE Primer: Understanding Overall 
Equipment Effectiveness, Reliability, and Maintainability [13] by Stamatis. As with 
the world-wide spread of Scientific Management, the use of OEE by industrial 
engineers has spread to practitioners in Europe (e.g., see an application in France to 
large-scale production of ductile iron pipe [14], and in Asia, for example, applica-
tions to sugar mills in India [15, 16]).

2. Service management

A simple definition of service is “work performed for someone else.” In other 
words, services are all those economic activities in which the primary output is 
neither a good nor a construct, so services are for the most part intangible. Of 
course, services may occur internal to a company, educational institution, medical 
facility, or government agency, or in service encounters between individuals, or 
exchanges between larger-scale entities—two companies, or perhaps a university 
and a government agency. In general, services cannot be inventoried. When 
considering services in context of the overall economy, a big distinction is that 
product-oriented sectors of an economy always produce a tangible product; a 
service may or may not terminate in a tangible product. Also, services are rendered 
on demand—either instant demand or scheduled demand—often with the cus-
tomer present and involved in the service. So, the reliability characteristic “ready 
on demand” is critical to high quality service. Once service begins, uninterrupted 
service may be another customer expectation. Variability of service in response 
to specific customer requests may be intentional—information gets transformed 
into customized action in an attempt to satisfy the requests. It may also be unclear 
which party “owns” the service. In contrast, a manufactured product is tangible, 
produced and consumed at different locations at different times, expected to be of 
consistent quality, to be inventoried with like items, and to have clear ownership as 
it changes hands.

The Service Sector of the US economy in 2019 accounted for 79% of US 
employment. The percentage of service workers in other advanced economies 
are approximately 75% in Great Britain, 65% in France, and 60% in Germany 
and Japan. Service is considered a tertiary sector following the Primary Sector 
“Extractive” industries (Fishing, Agriculture, Mining, Oil and Gas, etc.) and the 
Secondary Sector “Transformative” industries (Manufacturing and Construction). 
The service sector is highly diverse; see the following groupings used by the US 
Dept. of Labor:
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2. Service management

A simple definition of service is “work performed for someone else.” In other 
words, services are all those economic activities in which the primary output is 
neither a good nor a construct, so services are for the most part intangible. Of 
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facility, or government agency, or in service encounters between individuals, or 
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and a government agency. In general, services cannot be inventoried. When 
considering services in context of the overall economy, a big distinction is that 
product-oriented sectors of an economy always produce a tangible product; a 
service may or may not terminate in a tangible product. Also, services are rendered 
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tomer present and involved in the service. So, the reliability characteristic “ready 
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it changes hands.
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• Trade, Transportation, and Utilities

 ○ Wholesale Trade (NAICS 42)

 ○ Retail Trade (NAICS 44-45)

 ○ Transportation and Warehousing (NAICS 48-49)

 ○ Utilities (NAICS 22)

• Information (NAICS 51)

• Financial Activities

 ○ Finance and Insurance (NAICS 52)

 ○ Real Estate and Rental and Leasing (NAICS 53)

• Professional and Business Services

 ○ Professional Scientific and Technical Services (NAICS 54)

 ○ Management of Companies and Enterprises (NAICS 55)

 ○ Administrative and Support; Waste Management and Remediation (NAICS 56)

• Education and Health Services

 ○ Educational Services (NAICS 61)

 ○ Health Care and Social Assistance (NAICS 62)

• Leisure and Hospitality

 ○ Arts, Entertainment, and Recreation (NAICS 71)

 ○ Accommodations and Food Services (NAICS 72)

• Other Services (except Public Administration) (NAICS 81)

• Government

Characteristics of services are:

• The product is intangible, for the most part

• Usually performed in real time, with the customer present and often 
participating

• Seldom inventoried, so must be delivered on the customer’s schedule

• Something of value is provided (like manufacturing) but in a more immediate, 
personalized manner.

Quality of a product (service, good, or software) has been defined by Juran [17] 
as “fitness for use, in the intended environment” and by Deming [18] as “meets or 
exceeds customer expectations.” Therefore, a broad definition of service quality 

57

A Service Management Metric with Origin in Plant Management
DOI: http://dx.doi.org/10.5772/intechopen.93139

might be “fitness for use as determined by those features of the service that the 
customer considers to be beneficial.” As explained in Jain and Gupta [19], “services 
require a distinct framework for quality explication and measurement” and “involves 
evaluation of the outcome (i.e., what the customer actually receives from the service) 
and the process of service act (i.e., the manner in which the service is delivered).” 
Another line of research at that time concerned measurement of service expectations, 
pre- and post-consumption [20]. Parasuraman et al. [21] created the SERVQUAL 
scales and questionnaire organized around these five measures of service quality:

• Reliability—the ability to perform the desired service dependably and 
accurately

• Assurance—the knowledge and courtesy of employees and their ability to 
convey trust and confidence

• Tangibles—the appearance of physical facilities, equipment, personnel, and 
communication materials

• Empathy—the provision of caring, individualized attention to the customer

• Responsiveness—the willingness to help customers and provide prompt 
service.

In a later publication [22], these same three authors presented a list of nine 
dimensions classifying how customers perceive service quality:

• Tangibles—physical appearance

• Reliability—performed as promised, consistently

• Responsiveness

• Competence

• Credibility

• Security/Safety

• Access—easy to do business with

• Communication—keeping customer informed

• Understanding customer needs.

Pitt et al. [23] concluded that SERVQUAL is an appropriate instrument for 
researchers seeking a measure of information system service quality.

We have collected together six widely-known customer reactions to service quality:

• Poor or inattentive service costs companies about 10% of volume annually 
(until corrected)

• 96% of unhappy customers never complain, but 90% never return. Each 
unhappy customer tells at least nine others.
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• Each happy customer tells five others, who may become future customers.

• The best opportunity to increase sales and market share is through your pres-
ent customer base

• Customer perception of quality of service depends heavily on employee’s job 
satisfaction (dis-satisfaction)

• Service personnel are critically dependent on systems (often computer-based) to 
deliver quality to the customer.

Let us consider several examples of the last point, which is very important for 
the industrial engineer:

• A college instructor depends on:

 ○ The student registration system to provide accurate class rolls and a means to 
report final grades to the registrar

 ○ The classroom assignment system to provide a lecture hall to match the 
enrollment

 ○ The textbook ordering system to order, receive, and distribute the correct 
class materials in the correct quantities, on time

 ○ The classroom audio-visual system and computer software/internet access 
provided in the lecture hall.

• A medical doctor seeing patients in his/her clinic depends on:

 ○ The patient appointment scheduling system

 ○ The measurement of patient vital signs by nurses as the visit begins, with 
computer access

 ○ Blood testing machines and/or radiological scans done prior to the visit, with 
computer access

 ○ Computer access to records of previous ailments and treatments, surgeries, 
vaccinations, etc.

 ○ Equipment he/she may use during the patient encounter.

• A service representative at a cable television/internet provider depends on:

 ○ An information system showing the customer’s current service details, 
including start-up and service end dates

 ○ An information system showing additional or alternative services available to 
the customer based on location, with costs and time frame for change in service

 ○ A billing system should balances in accounts, due dates, penalties for late 
payments, etc.

• A bank teller for customers who walk in the branch and queue for service, 
depends on:
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 ○ An information system showing a customer’s accounts, safe deposit boxes, 
progress on any money electronically moved from or to customer’s accounts

 ○ An information system tracking cash transactions (deposits, dispersals, 
exchanges, etc.) completed by the teller and what should be the status of 
their cash drawer

 ○ In a large bank, a formal schedule of teller work assignments and for each, 
their schedule of breaks and lunch, and an out-of-office schedule for the 
current day and perhaps for the weeks or months ahead.

3. Overall service effectiveness

Overall Service Effectiveness (OSE) was first described in Berhan [24], and is the 
focus of the remainder of this chapter. The OSE metric for services extends the OEE 
production metric developed along with TPM as described earlier in the chapter. For 
the reader’s convenience, we shall demonstrate how OSE is a simple rewrite of the for-
mulas for OEE and its three input components in a manner that fits service transactions 
an industrial engineer might be challenged to design or improve, using OSE as a guide.

In the equations below, the term “units” could be units of a manufactured good 
or quantities of a service completed. Examples of the latter might be: queries to an 
information systems; patients seen by a doctor or dentist; customer transactions at 
a bank—in person or electronic; riders transported by a bus or aircraft, or by the 
bus line or airline. Note these are all situations which an industrial engineer might 
encounter, and traditional IE tools such as queuing theory or system simulation 
might be in use. Agreeing with the OSE equations of Berhan [24], we shall use:

 ( ) ( )Availability = Total Time Available – Downtime / Total Time Available  (5)

 
( )
( )

Performance = Number of Units Produced /
Ideal Number of Units Produced  (6)

 
( )
( )

Quality = Number of Units Produced – Number of Defects /
Number of Units Produced  (7)

 OSE = Availability ×Performance×Quality.  (8)

An example for an urban transportation system described in Berhan [24] 
adapted the equations for the three inputs above to the specifics of the service 
operation as follows:

 
( )
( )

Availability = Total Transport Time Available – Lost Transport Time /
Total Time Available  (9)

 
( )
( )

Performance = Number of Passengers Transported /
Target Number of Passengers Transportable  (10)

 
( )
( )

Quality = Number of Passengers Transported – Number of Dissatisfied Passengers /
Number of Passengers Transported  (11)

Note that the bus service, like many encountered in modern society, is a 
“knowledge embedded service” [25] which are services which embed the customer 
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 ( ) ( )Availability = Total Time Available – Downtime / Total Time Available  (5)

 
( )
( )

Performance = Number of Units Produced /
Ideal Number of Units Produced  (6)

 
( )
( )

Quality = Number of Units Produced – Number of Defects /
Number of Units Produced  (7)

 OSE = Availability ×Performance×Quality.  (8)

An example for an urban transportation system described in Berhan [24] 
adapted the equations for the three inputs above to the specifics of the service 
operation as follows:

 
( )
( )

Availability = Total Transport Time Available – Lost Transport Time /
Total Time Available  (9)

 
( )
( )

Performance = Number of Passengers Transported /
Target Number of Passengers Transportable  (10)

 
( )
( )

Quality = Number of Passengers Transported – Number of Dissatisfied Passengers /
Number of Passengers Transported  (11)

Note that the bus service, like many encountered in modern society, is a 
“knowledge embedded service” [25] which are services which embed the customer 
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value in a system that provides the service, so human-machine system reliability 
is a key component of the availability input to OSE for such services. Here, the 
driver’s knowledge of the route and how to operate the bus matters as much as the 
bus reliability.

Using real data from the public transport (bus) system in Addis Ababa, Ethiopia: 
Berhan first computed planned downtime (lunch breaks and shift changes), down-
time and speed losses, performance efficiency losses, and finally quality and yield 
losses; Berhan then computed:

 Availability = 78.85%  (12)

 Performance = 74.89%  (13)
 Quality = 70.83%  (14)
 which yielded a system - wide effectiveness measure of  
 OSE = 78.85% ×74.89% ×70.83% = 41.83%  (15)

showing this service system needs significant improvement in order to be rated 
“world-class”.

Just like in manufacturing, the OSE could also have been calculated for each bus 
individually, or for groups of busses that act together to cover a given route or sector 
within the city. Hence, OSE would be useful for service performance improvement 
at the bus, route, or (as demonstrated) system level.

4. Conclusions

This chapter provided background on the application of work measurement 
to services, starting with Taylor and his associates, and tracing the evolution from 
the plant performance metric Overall Equipment Effectiveness to an innovative 
service performance metric Overall Service Effectiveness (OSE). As illustrated in 
the analysis of an existing city bus system, the details used to compute the OSE 
inputs (availability, performance efficiency, quality rate) point toward actions that 
would improve OSE toward 100%. When designing a new service system (e.g., bus 
line, bank layout, fast food restaurant) the OSE metric can be used along with other 
industrial engineering tools (e.g., classic queuing formulas, systems simulation, 
engineering economy) to arrive at the most cost-effective layout, equipment/ 
software, and staffing to handle forecast service demands.
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Industrial Safety Management 
Using Innovative and Proactive 
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Abstract

Safety is considered a top priority due to its significance in safeguarding human 
lives and properties, especially in high-risk industrial sectors such as aviation, oil 
and gas, construction, transportation, steel manufacturing, and mining industries. 
These industries are plagued by workplace injuries, illnesses, and fatalities because 
of the dangerous work environments. As such, it is very vital to integrate safety 
into every work process in any industrial environment just like quality is built into 
products and services. It is important to establish and execute an effective safety 
management system to prevent the risks of irreversible accidents. This chapter 
begins with a background to safety management in industrial engineering and a 
discussion of the various issues of industrial safety management. It follows with an 
extensive description of existing and commonly used safety performance measure-
ment methods. Several case studies are used to explain the methods and explore the 
important application areas relevant to most industrial sectors. The techniques and 
tools for safety data collection, analysis, and sharing are introduced together with 
their applications for safety management. The last section explains how emerg-
ing technologies can be implemented in most industrial sectors to enhance safety 
management.

Keywords: emerging technologies, hazard identification, safety management

1. Introduction

Industrial work environments are often characterized by dynamic resources 
including interactions between mobile equipment and pedestrian workers. The 
hazardous work environment characteristic of industrial facilities is evident in the 
high rates of workplace injuries and fatalities experienced regularly. These high-risk 
industries include construction, steel manufacturing, oil and gas, aviation, agricul-
ture, forestry, fishing, and hunting, etc.

For instance, the construction industry remains one of the most hazardous and 
unsafe industries with fatality and incidence rates considerably higher than the all-
industry average in many countries [1–4]. Incident statistics indicate that construc-
tion workers have consistently incurred more fatal injuries than in other industries. 
Despite the efforts to improve safety performance, the construction sector continues 
to account for disproportionate injury rates accounting for the most on-the-job fatal 
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injuries. In the United States, construction remains the most hazardous industry in 
terms of the aggregate number of fatalities [1]. Thus, innovative intervention strate-
gies are being continuously explored by researchers and practitioners to enhance 
management controls as well as modify human behavior and work environment to 
improve construction safety.

Steel manufacturing is one of the most hazardous industries because of its 
complex socio-technical system. The steel manufacturing process involves the use 
of high technology and physical labor, making safety management a complicated 
task [5]. Members of the U.S. steel manufacturing industry continue to experience 
a significant number of injuries, illnesses, and fatalities [6]. The combination of 
intricate technology and physical labor creates a complicated challenge for safety 
managers in steel manufacturing [5].

The fundamental goal of measuring safety performance is to create and 
implement intervention strategies for potential avoidance of future accidents. 
Recognizing signals before an accident occurs offers the potential for improving 
safety; many organizations have sought to develop programs to identify and benefit 
from alerts, signals, and prior indicators [7]. Traditional measures of safety perfor-
mance rely on some form of accident or injury data [8], with actions being taken in 
response to adverse trends in injuries [9]. Many organizations rely heavily on failure 
data to monitor performance. The consequence of this approach is that improve-
ments or changes are only determined after something has gone wrong [10]. In 
most cases, the difference between whether a system failure results in a minor or 
catastrophic outcome is purely a matter of chance.

Effective management of major hazards requires a proactive approach to risk 
management, so information to confirm that critical systems are operating as 
intended is essential [11]. Transitioning the emphasis in favor of leading indicators 
to confirm that risk controls continue to operate is an important step forward in the 
management of major hazard risks [10]. Accurate safety performance measurement 
facilitates the evaluation of ongoing safety management and the motivation of 
project participants to improve safety [12].

The ability to collect, analyze and disseminate safety information using a large 
amount of useful data from leading indicators can allow for hazardous events 
and conditions to be efficiently mitigated and controlled before a lagging indica-
tor occurs [11]. In this chapter, a background to safety management in industrial 
engineering is presented followed by a discussion of the various issues of industrial 
safety management. The existing and commonly used safety performance measure-
ment methods are extensively described. Several case studies are used to explain the 
methods and explore the important application areas relevant to most industrial 
sectors. The techniques and tools for safety data collection, analysis, and sharing 
are introduced together with their applications for safety management while the use 
of emerging technologies for enhancing safety management in most industries is 
discussed in the last section.

2. Safety culture

The safety culture of an organization refers to the product of individual and 
group values, attitudes, perceptions, competencies, and patterns of behavior that 
determine the commitment to and the style and proficiency of an organization’s 
safety and health management [13]. Safety culture has been defined in a variety of 
ways and there is no standard definition of safety culture. This is mainly because a 
culture of safety has diverse meanings in different industries and people may have 
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various understandings in different situations. Selected examples of safety culture 
definitions are organized and shown in Table 1.

Strong safety culture has a significant impact on improving safety performance, 
reducing incidents, conducting a successful near-miss, and incident reporting 
in an organization. The growing importance of safety culture to the industry is 
evidenced by reports, guidelines, publications, workshops, and conferences. As an 
industry-led initiative, the Center for Offshore Safety (COS) defined six specific 
elements characteristic of a successful offshore safety culture, including leader-
ship, respect and trust, environment for raising concerns, open communication, 
personal accountability, and inquiring attitude [22]. According to the European 
Union Agency for Railways (ERA), “Safety culture refers to the interaction between 
the requirements of the Safety Management System (SMS), how people make sense 
of them, based on their attitudes, values, and beliefs, and what they actually do, 
as seen in decisions and behaviors” [23]. A safety culture model (Figure 1) was 
developed by ERA to assess safety culture and identify improvable areas [23]. The 
model is made up of three building blocks: cultural enablers, behavior patterns, and 
railway safety fundamentals [23].

• Cultural enablers: those levers through which an organizational culture 
develops;

• Behavior patterns: those shared ways of thinking and acting which convey the 
organizational culture;

• Railway safety fundamentals: those core principles which must be reflected by 
behavior patterns to achieve sustainable safety performance and organizational 
excellence.

Reference Definition of safety culture

[8] Safety culture is thought to influence employees’ attitudes and behavior in relation to an 
organization’s ongoing health and safety performance [14]

[15] The Safety Culture is made up of a collection of individual cultures and other subcultures 
within the environmental constraints and promotions of the organization [15]

[16] Safety culture is defined as a set of prevailing indicators, beliefs, and values that the 
organization owns in safety [16]

[17] Safety culture is a sub-facet of organizational culture, which is thought to affect 
members’ attitudes and behavior in relation to an organization’s ongoing health and safety 
performance [17]

[18] Safety culture forms a subset of organizational culture relating specifically to the values and 
beliefs concerning health and safety within an organization [18]

[19] Safety culture refers to shared attitudes, values, beliefs, and practices concerning safety and 
the necessity for effective controls [19]

[20] Safety culture is defined as: those aspects of the organizational culture which will impact on 
attitudes and behavior related to increasing or decreasing risk [20]

[21] Safety culture is shaped by people working together in organizational structures and social 
relationships in the workplace. The key attributes of organizational culture are defined 
as organizational communication, senior management commitment and organizational 
learning [21]

Table 1. 
Selected safety culture definitions.
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organization’s ongoing health and safety performance [14]

[15] The Safety Culture is made up of a collection of individual cultures and other subcultures 
within the environmental constraints and promotions of the organization [15]

[16] Safety culture is defined as a set of prevailing indicators, beliefs, and values that the 
organization owns in safety [16]

[17] Safety culture is a sub-facet of organizational culture, which is thought to affect 
members’ attitudes and behavior in relation to an organization’s ongoing health and safety 
performance [17]

[18] Safety culture forms a subset of organizational culture relating specifically to the values and 
beliefs concerning health and safety within an organization [18]
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Table 1. 
Selected safety culture definitions.
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Within a positive safety culture, the organization’s formal management systems 
and leaders’ informal management practices encourage, recognize, and reinforce 
safe behaviors, and create an environment where employees feel responsible for 
their safety and the safety of their peers [14]. The largest indicator of a manage-
ment’s commitment to safety is the investments made for safety including discre-
tionary safety funding [24]. Previous research investigated the correlation between 
safety discretionary funding of construction companies and their corresponding 
safety record [25]. Results suggest that increasing the amount of discretionary safety 
funding in a construction company can improve their incident record. Furthermore, 
companies that invest in safety programs, training, and employee incentives 
can improve their safety record [25]. Finally, results from a construction safety 
study found that organizational commitment throughout all levels (top manage-
ment, site level, to the individual level) is the key to promoting improved safety 
 performance [26].

3. Safety performance measurement

The primary goal of measuring safety performance in a work environment is to 
intervene in an attempt to mitigate unsafe behaviors and conditions that can lead 
to accidents. Various measures of safety performance have been used for decades 
and they have served a useful purpose [27]. Generally, performance measurements 
can either be reactive or active monitoring [10]. While reactive monitoring means 
identifying and reporting on incidents and learning from mistakes, active monitor-
ing provides feedback on performance before an accident or incident occurs [28].

In the US, safety performance has traditionally been measured by metrics such 
as the Occupational Safety and Health Administration (OSHA) recordable injury 
rate (RIR); days away, restricted work, or transfer (DART) injury rate; or the 
experience modification rating (EMR) on workers’ compensation [27]. Past safety 
performance has been largely measured and driven by lagging indicators (including 

Figure 1. 
European Railway Safety Culture Model 2.0: Components.
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injuries, illnesses, and fatalities), but improvements and enhancements of safety 
performance can be experienced through implementing safety leading indicators to 
measure worker safety performance [11]. Although lagging indicators will continue 
to be used, they have serious limitations when it comes to the prediction of the cur-
rent and future safety performance of a project or work environment. This makes 
the need for leading indicators of safety performance very crucial [27].

The term “indicators” is used to mean observable measures that provide insights 
into a concept that is difficult to measure directly; a safety performance indicator 
is a means for measuring the changes over time at the level of safety as the result of 
actions taken [29]. An indicator is a measurable and operational variable that can 
be used to describe the condition of a broader phenomenon or aspect of reality. An 
indicator can be considered any measure (quantitative or qualitative) that seeks to 
produce information on an issue of interest [30]. Safety indicators can play a key 
role in providing information on organizational performance, motivating people to 
work on safety, and increasing the organizational potential for safety [31].

The major distinction between leading and lagging indicators lies in the type of 
response that is elicited by them when the measures indicate that performance is 
not as desired. While in leading indicators, the response is proactive in nature with 
the intent of making changes in the safety process to avoid injuries, with lagging 
indicators, the response is reactive as a response is made after injuries have already 
occurred and the response is initiated to try to prevent the occurrence of further 
injuries [27]. Hence, the two categories of safety metrics are: (1) lagging indicators 
(i.e. metrics linked to the outcome of an injury or accident); and (2) leading indica-
tors (i.e. metrics or measurements linked to preventive actions).

3.1 Lagging indicators

Lagging indicators are related to reactive monitoring which involves identifying 
and reporting on incidents to check that controls in place are adequate, to identify 
weaknesses or gaps in control systems, and to learn from mistakes [10]. They show 
when the desired safety outcome has failed, or when it has not been achieved [32]. 
Since lagging indicators might prompt response after an injury or a series of injuries 
have occurred, it should be evident that lagging indicators of safety performance 
are based on past safety performance results [27]. Lagging indicators do not provide 
further insights on the existing safety conditions once an accident has occurred 
because they do not give room for informed decision making based on continuous 
data collection and analysis [33]. The most commonly used lagging indicators are 
accident rate, lost workday injuries, medical case injuries, and experience modifica-
tion rate (EMR), among others.

3.2 Leading indicators

Leading indicators are measurements of processes, activities, and conditions 
that define performance and can predict future results [9]. A leading indicator is the 
result of periodic measurements of specific safety performance. Leading indicators 
provide opportunities for safety managers to identify areas of safety performance 
that need improvement before injuries or fatalities occur [34]. Leading indicators 
measure the building blocks of the safety culture of a project or company. When 
one or more of these measures suggest that some aspect of the safety process is weak 
or weakening, interventions can be implemented to improve the safety process and, 
thereby positively impact the safety process before any negative occurrences (inju-
ries) are sustained [9]. The common leading indicators used in industrial sectors are 
near miss reporting, project management team safety process involvement, worker 
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Leading indicators are measurements of processes, activities, and conditions 
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result of periodic measurements of specific safety performance. Leading indicators 
provide opportunities for safety managers to identify areas of safety performance 
that need improvement before injuries or fatalities occur [34]. Leading indicators 
measure the building blocks of the safety culture of a project or company. When 
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thereby positively impact the safety process before any negative occurrences (inju-
ries) are sustained [9]. The common leading indicators used in industrial sectors are 
near miss reporting, project management team safety process involvement, worker 
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observation process, job site audits, housekeeping program, stop work authority, 
safety orientation and training, etc. Leading indicators consist of both passive as 
well as active measures. Passive measures are those which can be predictive over an 
extended period while active measures are those which can initiate corrective steps 
in a short period. These two measures of leading indicators are further described as 
follows.

3.2.1 Passive leading indicators

Passive leading indicators are those that provide an indication of the probable 
safety performance to be realized within a firm or on a project. While they may be 
somewhat predictive on a macro scale, they are less effective as being predictive on 
a short-term basis. This implies that the process being monitored by passive leading 
indicators cannot generally be altered in a short period of time [27]. Measures of 
passive indicators are usually binary in that the organization implements them or 
does not [35]. The most reliable information that passive indicators provide when 
properly analyzed and applied is a simple qualitative measure of the knowledge or 
skills base of personnel which is useful in implementing a comprehensive safety 
management system [27].

3.2.2 Active leading indicators

Active leading indicators are those which are more subject to change in a short 
period. Active leading indicators can either be quantitative, but the measures can 
also be qualitative. Quantitative measures may be preferred as they are more objec-
tive and may result in more consistent interpretation. Nonetheless, when no other 
means are available, qualitative measures should not be avoided [27]. The leading 
indicators of safety performance essentially disclose what aspects of the safety pro-
gram are going well and, if there are any weaknesses, these will be identified, and 
implementation of change can be initiated. Active indicators are generally continu-
ous in that they occur at a frequency or are measures of quality of implementation 
[35]. Active leading indicators represent both a qualitative and quantitative measure 
of the actual implementation of the processes within a comprehensive safety 
management system [27].

4. Safety management through hazard identification

In high-risk industrial sectors, workers are constantly exposed to various types 
of occupational hazards due to the nature of their work and condition of the work 
environment. The first step in accident prevention is the identification of hazards. 
The improvement of safety performance requires the implementation of proactive 
worker hazard identification and prevention programs. In many industrial sec-
tors, the safety performance of workers is predominantly measured based of their 
ability to proactively identify and respond to hazards in the work environment 
[36]. Hazards are related to the improper release of energy. Accidents result from 
the interaction of energy, equipment or materials, and one or more people, and the 
potential hazards associated with such interaction can be identified based on the 
energy sources recognition.

Being oblivious of the presence and magnitude of an energy source often results 
in an accident. As a result, it is important to identify highly innovative and effec-
tive hazard recognition strategies such as implementing techniques to avoid future 
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accidents [36]. Because hazards can be caused by different energy sources, the 
awareness of all the energy sources is key to identifying potential hazards and creat-
ing a safe environment. The risk associated with hazardous conditions or situations 
in a work environment can only be analyzes for accident prevention if the related 
hazards can be correctly recognized or identified.

In construction, for instance, workers are constantly exposed to hazards that are 
difficult to measure due to the nature of the work environment and the way construc-
tion tasks are performed [28, 37]. Statistics indicate that fatalities and incidents rates 
in the construction industry remain significantly higher than the all-industry average 
in many countries. This makes the construction industry one of the most hazardous 
and accident-prone industries and the majority of the accidents experienced occur 
due to the inability of the workforce to predict, identify, and respond to hazards at the 
workplace [38]. The dynamic nature of construction work and task unpredictability 
on projects make hazard recognition difficult [39]. The energy required to accomplish 
work tasks on projects if released inappropriately may cause loss-of-control which 
can get construction workers injured [40]. The probability of accidents will increase 
when hazards are not identified and assessed on a typical project.

In the steel manufacturing industry, employees continuously work in highly 
hazardous work environments characterized by limited visibility, hazardous 
proximity situations between heavy equipment and pedestrian workers, and the 
dynamic nature of manufacturing tasks. The working conditions typical of steel 
manufacturing environments include increased amounts of repetitive work tasks 
[41], elevated temperature [42], noisy surroundings [43] and an overall rugged 
work environment [44]. These conditions tend to cultivate conditional and behav-
ioral hazards that increase the probability of employees experiencing an incident 
in the form of an injury, illness, or fatality. The choice and the implementation of 
specific measures for preventing workplace injury and illness in the iron and steel 
industry depend on the recognition of the principal hazards and the anticipated 
injuries and diseases, ill health, and incidents [11]. Although hazard identification 
provides a useful method for mitigating hazards, the impact of specific hazards 
categories on injuries, illnesses, and fatalities has not been quantified [44]. To 
proactively identify hazardous situations and conditions, details from safety 
incident data can be analyzed to identify predictor variables of future incidents in 
steel manufacturing environments.

4.1 Energy source recognition

An injury occurs whenever energy is released from one or more of these sources 
and transferred to the human body. For instance, a suspended load is a source of 
gravity and motion because it has the potential to fall and swing. If a worker is 
struck by this suspended load, motion energy will be transferred from the load to 
the worker and absorbed by the worker’s body, causing an injury. Other examples of 
energy sources in industrial work environments include radiation from welding, hot 
and cold objects and environments, compressed gas cylinders, hazardous substances, 
moving and noisy equipment and vehicles, and objects and bodies at height [45].

Certain hazard sources and activities may be associated with multiple hazards. 
For example, an electric cable on the floor may be associated with a trip hazard and 
an electrical hazard. Industrial work environments may contain hidden or dormant 
hazards that are not expected or perceived as imposing any imminent danger. Such 
hazards often remain in work environments as latent or stored energy for extended 
periods without causing any harm. However, the unexpected release or trigger of 
these latent sources of stored energy can result in dramatic injury and illnesses. 
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Because of the importance of hazard recognition, employers adopt several methods 
to improve hazard recognition levels. One of these methods is the retrospective 
hazard recognition method which is based on deducing or extrapolating knowledge 
gained and lessons learned from past safety incidents (i.e. accidents data) to new 
situations and projects [46, 47]. Despite these significant advancements, there 
is still a dearth of research that investigates the scientific extension and practical 
application of hazard energy within occupational safety [48].

5. Safety data collection, analysis, and sharing

A strong system of safety data collection, analysis, and sharing will assist the 
industry to understand the root causes of an event, explore existing and potential 
hazards, and continuously improving existing safety programs. Different countries 
and industries have conducted multiple reporting systems to collect, analyze, and 
share information with the public. For example, HSE has collected data on fatal 
injuries, nonfatal injuries, and ill health through the Labour Force Survey (LFS). 
The nonfatal injury and ill health estimates from the LFS are based on averages over 
3 years. The fatal injuries data are collected based on RIDDOR (the Reporting of 
Injuries, Diseases, and Dangerous Occurrences Regulations) reports. In the United 
States, the Occupational Safety and Health Administration (OSHA) inspects the 
workplace to ensure compliance with minimum safety standards. If OSHA compli-
ance officers find any violations on a site, they may issue a citation and a penalty. 
A company that had more than 10 employees at any time during the last calendar 
year must keep OSHA injury and illness records. Even if an employer is not required 
to keep injury and illness records, they are still required to report to OSHA within 
8 hours any workplace incidents that result in death or the hospitalization of three 
or more employees. If there is a serious accident at a job site in which three or more 
workers are hospitalized or someone is killed, OSHA must be notified. OSHA will 
then investigate the accident.

5.1 Safety data collection

According to Section 3, safety incident data contains leading indicators (e.g. near 
misses) and lagging indicators (injures, illnesses, fatalities). Near-miss and incident 
reporting programs have been promoted and developed across high-risk industries 
[49]. OSHA requires employers to report all work-related fatalities and severe 
injuries according to OSHA Regulations (Standards—29 CFR 1904):

• All employers are required to notify OSHA when an employee is killed on the 
job or suffers a work-related hospitalization, amputation, or loss of an eye.

• A fatality must be reported within 8 hours.

• An in-patient hospitalization, amputation, or eye loss must be reported within 
24 hours.

Besides the OSHA recordkeeping, many of the current companies in the high-
hazard industries use daily reporting applications (apps) to collect the safety data 
from their project sites. However, those data are mainly used internally for company 
future development. Figure 2 shows examples of safety data collected by the Bureau 
of Labor Statistics (BLS) and safety apps.

73

Industrial Safety Management Using Innovative and Proactive Strategies
DOI: http://dx.doi.org/10.5772/intechopen.93797

5.2 Safety data analysis

According to OSHA, the incidence rates represent the number of injuries and 
illnesses per 100 full-time workers and are calculated as (N/EH) × 200,000:

 
( )#of cases or days year ×200,000

Incident rate =
Total employee hours year

per
per

  (1)

Where N = number of injuries and illnesses; EH = total hours worked by all 
employees during the calendar year; 200,000 = base for 100 equivalent full-time 
workers (working 40 hours per week, 50 weeks per year).

The US BLS Injuries, Illnesses, and Fatalities (IIF) program produces a wide 
range of information about workplace injuries and illnesses. These data are collected 
and reported annually through the Survey of Occupational Injuries and Illnesses 
(SOII) and the Census of Fatal Occupational Injuries (CFOI). Table 2 is the latest 
industry incidence rates (OSHA recordable case rates) from BLS.

5.2.1 EMR (cost of accidents)

An accident cost usually includes direct and indirect costs. The biggest differ-
ence is if the costs can/cannot be directly attributed to the incident. The National 
Council on Compensation Insurance (NCCI)’s EMR is a metric to calculate workers’ 
compensation insurance premiums.

EMR is calculated by trends in the loss ratio:

 ( )
( )

Claims in $
Loss ratio =

Premiums payments in $
  (2)

Figure 2. 
Safety data collection methods (image source: https://www.bls.gov/iif/oshsum.htm and https://conappguru.
com/apps/apps-for-construction-safety-2016/).
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5.2 Safety data analysis

According to OSHA, the incidence rates represent the number of injuries and 
illnesses per 100 full-time workers and are calculated as (N/EH) × 200,000:

 
( )#of cases or days year ×200,000

Incident rate =
Total employee hours year

per
per

  (1)

Where N = number of injuries and illnesses; EH = total hours worked by all 
employees during the calendar year; 200,000 = base for 100 equivalent full-time 
workers (working 40 hours per week, 50 weeks per year).

The US BLS Injuries, Illnesses, and Fatalities (IIF) program produces a wide 
range of information about workplace injuries and illnesses. These data are collected 
and reported annually through the Survey of Occupational Injuries and Illnesses 
(SOII) and the Census of Fatal Occupational Injuries (CFOI). Table 2 is the latest 
industry incidence rates (OSHA recordable case rates) from BLS.

5.2.1 EMR (cost of accidents)

An accident cost usually includes direct and indirect costs. The biggest differ-
ence is if the costs can/cannot be directly attributed to the incident. The National 
Council on Compensation Insurance (NCCI)’s EMR is a metric to calculate workers’ 
compensation insurance premiums.

EMR is calculated by trends in the loss ratio:

 ( )
( )

Claims in $
Loss ratio =

Premiums payments in $
  (2)

Figure 2. 
Safety data collection methods (image source: https://www.bls.gov/iif/oshsum.htm and https://conappguru.
com/apps/apps-for-construction-safety-2016/).
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The average EMR is 1.0. If a company’s EMR is above 1.0, the company is 
considered riskier than most. For example, if a company has an EMR of 1.3, that 
means the insurance premiums could be up to 30% higher than a company with an 
EMR of 1.0. On the other hand, if a company has an EMR below 1.0, the company is 
considered safer than most which could receive a lower premium.

To better understand the collected incident data, many statistical modeling 
methods were used to identify the impact factors of incidents. The following two 
case studies introduced how statistical modeling helps with analyzing safety leading 
indicators and lagging indicators.

5.2.1.1 Case study #1 (using binary logit regression)

In this case study, approximately 2300 reported incidents at an active steel 
manufacturing facility in the U.S. between January of 2010 and August of 2016 
were input into statistical predictive models [44]. The objective of this research is 

Industry Total recordable cases Cases with days away from 
work

2017 2018 2017 2018

Private industry 2.8 2.8 0.9 0.9

Agriculture, forestry, fishing, and hunting 5.0 5.3 1.7 1.7

Mining, quarrying, and oil and gas extraction 1.5 1.4 0.7 0.6

Construction 3.1 3.0 1.2 1.2

Manufacturing 2.5 3.4 0.9 0.9

Wholesale trade 2.8 2.9 1.0 1.0

Retail trade 3.3 3.5 1.0 1.1

Transportation and warehousing 4.6 4.5 2.0 2.1

Utilities 2.0 1.9 0.7 0.7

Information 1.3 1.3 0.6 0.6

Finance and insurance 0.5 0.5 0.1 0.1

Real estate and rental and leasing 2.4 2.3 1.0 0.8

Professional, scientific, and technical  
services

0.8 0.8 0.2 0.2

Management of companies and enterprises 0.9 0.8 0.2 0.2

Administrative and support and waste 
management and remediation services

2.2 2.3 0.9 0.9

Educational services 1.9 1.9 0.5 0.6

Health care and social assistance 4.1 3.9 1.1 1.1

Arts, entertainment, and recreation 4.2 4.1 1.2 1.1

Accommodation and food services 3.2 3.1 0.9 0.9

Other services (except public administration) 2.1 2.2 0.7 0.8

Table 2. 
Incidence rates of nonfatal occupational injuries and illnesses by selected industry and case types, private 
industry, 2017-2018 [50].
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to identify specific variables using statistical models that increase the probability 
of an unsafe event or condition within a steel manufacturing facility [44]. Due to 
the organization and metrics recorded for the steel manufacturing safety inci-
dent database analyzed in this research, a statistical prediction model - Binary 
Logit Model was selected for data analysis. The probability denoted Pr(Y), is 
assumed to be determined by a set of independent variables (X1, X2, …, Xj), and 
a corresponding set of parameters (β0, β1, β2, …, βj). The dependent (Response) 
variables include OSHA Recordable, Lost time, First Aid, Property Damage, 
Environmental Incident, and Fire. The independent (predictor) variables 
describe the incident occurred situations [44]. Variables can be divided into six 
categories: summer indicator (June, July, or August), task performed indicators 
(operating or driving), moving equipment indicators (crane, truck, forklift, or 
trailer), mobile equipment indicator, location indicators (roll shop, coil yard/
disposition, cut to length shop, west gate, water system, or melt shop), and pre-
liminary cause indicators (defective equipment or personal responsibility) [44]. 
Findings from the regression analysis suggest that a positive correlation exists 
between incidents and summer months. One possible explanation is that employ-
ees have higher possibility to be distracted and fatigued due to high temperature. 
Results also suggest that injuries have a positive correlation with pedestrian 
employees near pieces of moving equipment [44]. Mobile equipment including 
trucks, forklifts, and truck and trailer combinations have a positive correlation 
with an incident [44].

5.2.1.2 Case study #2 (using text mining)

This study analyzes OSHA inspected fatalities data in the past 5 years from June 
2014 to Aug 2018 with a total of 4769 accident records. Text mining techniques 
were deployed in this study for hazard report extraction [36]. Figure 3 shows the 
research framework.

The incident description variables were processed using the R package 
‘openNLP’ [51]. This package allows users to clean text data and perform machine-
learning-based entity extractions. An energy source recognition method was then 
used to categorize the data into 10 energy source groups. Several corresponding key 
words were identified based on the energy source groups (Table 3). For example, 
“Worker died in fall from ladder” should be classified to Gravity due to the presence 
of the key term “fall”. The findings show that gravity, motion, mechanical, and elec-
trical related incidents have the largest percentage rate (Figure 4). This presented 
data analysis method can help with predicting future events, preventing reoccur-
rence of similar accidents, making scientific risk control plans, and incorporating 
hazard control measures into work tasks.

Figure 3. 
Research framework of incident analysis using text mining and geospatial mapping [36].
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were deployed in this study for hazard report extraction [36]. Figure 3 shows the 
research framework.

The incident description variables were processed using the R package 
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data analysis method can help with predicting future events, preventing reoccur-
rence of similar accidents, making scientific risk control plans, and incorporating 
hazard control measures into work tasks.
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6. Emerging technologies

6.1 Safety training through computer-aided technologies

The development of virtual reality (VR), augmented reality (AR), and mixed 
reality (MR) have embedded worker training systems and become significant cost-
effective and safer ways to educate workers. The immersive VR/AR/MR environ-
ments within computer-generated simulations have also gained popularity in safety 
training to identify the potential hazards as well as educate moving vehicle opera-
tors on the job site. Hazardous construction scenarios can be simulated interactively 
with the working environment, workers’ behavior, high-risk equipment, and 
working sequence [52]. Researchers also found that many VR/AR systems had been 
proved as efficient, usable, applicable, and accurate approaches in hazard identifi-
cation, safety training, and education, and safety inspection [52].

6.2 Integrating BIM and safety

Numerous studies and industrial applications evidenced that safety and BIM 
integration can assist in safety planning and execution of projects, for example 
to automatic checking of construction models and schedules for preventing 

Figure 4. 
Distribution of the energy sources [36].

Energy source Corresponding key words

Gravity Fall, excavation, collapsing, elevated, uneven, open holes

Motion Confined space, movement, struck by, caught in, caught between, lifting

Mechanical Rotating, compressed, conveyor, belt, motors, power tool, hand tool

Electrical Electrocuted, power line, light fixtures, circuit panel, wiring, batteries

Pressure Piping, cylinders, control liners, vessels, tanks, hoses, pneumatic, hydraulic

Temperature Ignition, cold, hot, fumes, heat, molten slag

Chemical Vapors, corrosive, gas, carbon monoxide, asphyxiation, chemical, toxic, sulfur dioxide

Biological Animals, bacteria, viruses, insects, blood-borne pathogens, contaminated water, food

Radiation Lighting, welding, arc, flash, X-rays, solar rays, microwaves, sunlight

Sound Noise, vibration

Table 3. 
Categorization of data into 10 energy source groups.
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fall-related accidents; automated scaffolding-related safety hazard identification 
[53], visualization [54], and prevention [55], blind spots identification and map-
ping [56], path planning [57], near-miss information reporting and visualization 
[58], towel crane location optimization [59], etc.

6.3 Proximity detection devices

Many proximity avoidance systems have been developed by utilizing various 
technologies, such as an ultrasonic-based sensor [60], radio-frequency identifica-
tion (RFID) sensing technology [61–63], radar [60, 64], GPS [65, 66], and magnetic 
field generators [67], to prevent contact accidents, particularly for accidents due to 
being struck by equipment. Most of these technologies provide some form of warn-
ing signals to workers when they are close to heavy equipment. These signals could 
be visual, vibratory, or audible warning signals [68].

6.4 Wearable sensing devices

A wide range of wearable devices has been applied across different industrial sec-
tors including health care, manufacturing, mining, and athletics [69]. Some of these 
devices have proven to be very useful and beneficial to these industries and efforts are 
being made by both researchers and industry practitioners to improve on these tech-
nologies and learn from their initial implementation [70]. With the attention being 
gained by wearable devices worldwide, mobile devices are becoming part of everyday 
life and the number, types, and forms of wearable devices are increasing exponentially 
in recent years [71]. The most widespread adoption and implementation of wearable 
devices have been in the healthcare industry for the continuous monitoring of a user’s 
physiological status [72]. For instance, wearable devices are used in the healthcare 
sector by patients personally to continuously monitor their physiological parameters 
and manage their health and well-being on a personal basis, or grant physicians remote 
access to their health data and receive personalized medical care [73]. Similarly, 
wearable devices incorporated with sensors such as the GPS, heart rate monitors, and 
pedometers are widely used in sports and fitness for tracking performance through 
unobtrusive and noninvasive monitoring and measurements [69]. Wearable sensors 
are integrated into a multitude of equipment used by professional athletes to monitor 
and measure their performance and safety [74]. For instance, sensors are incorporated 
into the helmets of National Football League (NFL) players to detect concussions and 
wired smart compression shirts are used to measure arm movement, and techniques 
are deployed to determine a pitcher’s effectiveness in Major League Baseball (MLB). 
These different categories of wearable sensing devices can be efficiently deployed 
for safety and health data collection and analysis to provide real-time information to 
workers in industrial environments for accident prediction and prevention.

7. Conclusions

This chapter has discussed multiple industry safety-related topics including safety 
culture, hazard identification, safety leading and lagging indicators, safety data 
collection, analysis and sharing, and emerging technologies that can be embedded in 
safety management, training, and design. Multiple case studies and references were 
introduced to explain the different safety topics. Many more safety topics were not/
briefly discussed in this chapter but still very important to know, for example, safety 
laws and regulations, design for safety, safety activity analysis, safety and productiv-
ity, heavy equipment management, occupational health illness-related topics, etc.
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Chapter 6

Integrated Lean-Green-Six 
Sigma Practices to Improve the 
Performance of the Manufacturing 
Industry
Lokpriya M. Gaikwad and Vivek K. Sunnapwar

Abstract

To survive in the global competitive market, the manufacturing organiza-
tion must adopt changes in technologies and strategies into their processes on a 
continuous basis. So, nowadays, Lean, Green, and Six Sigma became business 
process strategies, which are employed in most of the organization to enhance their 
manufacturing performance. However, the significant information is that these 
strategies are implemented sequentially instead of simultaneously. The objective of 
this chapter is to propose an integrated Lean- Green-Six Sigma strategic framework 
for manufacturing industries that effectively implementing this approach will lead 
business processes to achieve operational, financial, social, and environmental 
growth. This will also guide the practitioner and academician those who are work-
ing on manufacturing strategies.

Keywords: Lean practices, Green practices, Six Sigma, integrated framework

1. Introduction

The expanded mindfulness about sustainability and requests for eco-friendly 
products has constrained the manufacturing firms to reevaluate their business 
activities [1]. Ventures are embracing the conventional strategies for manufacturing 
and petroleum products in the majority of the world [1]. The manufacturing enter-
prises in developed countries discharge multiple times carbon dioxide when con-
trasted with the developing nations [2]. The current arrangements on environmental 
change uncover that the normal surface temperature of the earth will increase to 3°C 
until the finish of this century [2]. This temperature increment is far away from the 
aggressive objective of the Paris Agreement that plans to confine it up to 2°C [3].

The hazard related to the atmosphere will increase in the offing because of 
expanded risk recurrence and increasingly powerless populace. Subsequently, for 
the government assistance of society and environmental assurance, enterprises 
must remember green innovations for their tasks. The presence of present-day busi-
nesses relies on their fitness to change with the external environment [4]. In this 
way, to stay practical in the market, manufacturing firms must create and actualize 
low carbon emanation advancements. Thus, the firms are spending huge money to 
devise sustainable techniques for creation and utilization [5].
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Since the most recent couple of decades, numerous thoughts and approaches 
have been created such as Lean, Green, Six Sigma, and so forth [6, 7] to create 
the top quality items. Gaikwad and Sunnapwar [8] introduced critical achieve-
ment factors for executing incorporated LGSS rehearses in the manufacturing 
industry.

Yet, an individual methodology cannot address all the issues comprehensively 
identified with sustainability [9]. Along these lines, a coordinated methodology is 
required that lessens wastes and varieties and mitigates negative ecological effects 
[3]. Sreedharan and Raju [10] opined that GLS (Green Lean Six Sigma) is a compre-
hensive methodology that reduces ecological outflows through 3R’s (reduce, reuse, 
and recycle).

LGSS comprises of three remarkable methodologies viz., Green, Lean, and Six 
Sigma that expand profitability elements through reduced emissions, wastes, and 
rework [11]. Lean promotes the efficient evacuation of wastes through excellence at 
all levels inside the firm [12, 13]. Green innovation diminishes the negative eco-
logical effect of the item by making it all the more ecofriendly [14–16]. Six Sigma 
decreases varieties in the process that prompts diminished dismissal of products 
[17]. However, consolidated Green Lean Six Sigma is fit for creating an item that is 
not just of high caliber and ease yet in addition  eco-friendly [18].

In the literature, there is significant proof of the combination and system of 
Lean and Green, Lean, and Six Sigma. In any case, the literature needs enough 
proof of the integration and structure of LGSS. There exist hardly any investiga-
tions related to the LGSS structure; however, the concerned associations confronted 
difficulties to execute the equivalent because of the conventional nature of the 
system [19]. In addition, in the literature, there exists no examination on the LGSS 
structure that can be applied independently of the size, type, and culture of the 
firm. For this, the current study gives reconciliation and system of LGSS for accom-
plishing greatness in profitability and environmental sustainability.

Lean Six Sigma is an approach that identifies the customer expectations, elimi-
nates wastages, and reduces variability. It combines Six Sigma’s problem-solving 
approach with statistical tools with a Lean effect on flow improvement [20]. Hence, 
the objective of industrial engineering to improve productivity through optimiza-
tion techniques has been fulfilled.

Evidence suggests that LGSS approaches make a positive impact on social, 
economical, and environmental (i.e., sustainability) performance of the firm [21]. 
Therefore, industrial engineering practitioners make an effort toward the deploy-
ment of such types of approaches into their business. The industrial engineering 
field has also tremendous pressure to improve production efficiency concern-
ing social and environmental responsibility, and also market dynamics have 
changed [15, 16]. Bergmiller and McCright [22] opined that the three elements of 
sustainability (economic, social, and environmental) should be mulled over by 
firms to keep their competitive edge. In this situation, the confront for firms is 
to meet all their stakeholders’ requirements through achieving positive financial 
execution while finding the correct equilibrium among the triple bottom line of 
 sustainability [23, 24].

2. Literature review

The historical backdrop of GLS followed back to the advancement of Lean way 
of the thinking. The Lean idea was contrived in Japan after the Universal War II to 
contend with the large scale manufacturing arrangement of the USA [5, 25]. The 
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cutting edge idea of Lean philosophy originated from the Toyota Production System 
(TPS), spearheaded by Japanese specialists Taiichi Ohno and Shigeo Shingo [3].  
The Lean methodology diminishes wastes; it cannot lessen the unfriendly natural 
effects [26].

The execution of Green innovations can defeat this confinement of the Lean. 
Green innovation adds to Lean as it diminishes negative natural effects and other 
related wastes [27]. Green innovation decreases natural discharges; it cannot lessen 
the lean wastes [1]. Along these lines, there is a requirement for a consolidated 
Green Lean (GL) approach that limits Lean wastes as well as decreases the carbon 
footprint. There is a decent arrangement of similitude between the two strategies 
dependent on waste decrease procedures and management practices [22].

The majority of the investigations discover that there is an absence of metrics, 
top management backing, and standard method for execution of LGSS in the 
firm. The LGSS instruments can possibly discover the wastages, abandons, and 
undesirable exercises that lead to the advancement of resources [28]. As suggested 
by Kaswan and Rathi [4], LGSS tools are presented in Figure 1 in the form of a 
radar chart.

3. Integration of lean green six sigma

The GLS has gotten due consideration as of late due to its capacity to improve 
efficiency, and profitability and alleviate environmental concerns [19]. LGSS 
framework proposes a hypothetical incorporation model of the LGSS dependent 
on the blend of hypothetical components. Figure 2 delineates a coordinated LGSS 
framework. The reconciliation model’s principle point is to depict the basic realities 
required for the manufacturing industry to improve sustainable execution. The 
proposed model speaks to the theoretical likenesses between the three methodolo-
gies. The empowering influences function as the key data sources that invigorate the 
incorporation of LGSS while the exhibitions in trade-off fill in as yield. The dif-
ficulties for the LGSS combination are the limitations that confine the hierarchical 
interests to improve the manageability elements. The apparatuses and related LGSS 
framework are considered as the supporting mechanism that bolsters the joining 
and execution of LGSS.

The goal is to maximize stakeholder value, by achieving customer satisfac-
tion, process speed, cost, and quality through the tools and techniques [29]. This 

Figure 1. 
Radar chart of LGSS tools.
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initiative depends upon collaborative team effort to improve performance of 
the firm [30] to identify the need of the customers and to eliminate unwanted 
activities within the process [31]. The individual LGSS approach shares some 
similarities such as employee involvement, customer satisfaction, and continu-
ous improvement [32]. Aqlan and Alfandi [33] opined that each of the practice 
has been carried out by many forms to improve their processes. Some researchers 
focus on Lean achievement in excellence through the reduction of waste and 
unwanted activities [34].

Following Figure 3 depicts the Six Sigma DMAIC (Define-Measure-Analyze-
Improve-Control)-based framework that can be adopted by all business firms. The 
proposed integrated framework has executed in the following five steps.

Figure 2. 
Integrated framework of LGSS.

Figure 3. 
Execution steps of LGSS framework.
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3.1 Execution steps of LGSS framework

3.1.1 Step 1: project identification based on LGSS

In this step, the project may be selected based on wastage, defect rate, environ-
mental issues faced by the organization, social issues, financial issues, and voice of 
the customers. The selected project can be classified into different departments/
sections of the company that is initiated the LGSS project. Gupta et al. [35] stated 
that most of the projects fail due to improper selection. Selection of the LGSS 
project depends upon sustainability need and global competitive pressure that force 
the firm to select the project. So, based on the customer demand, environmental 
concern, and socio-economic need, the final project is selected. After identification 
of a feasible project, a charter is prepared based on the scope of the project, sched-
ule, and team members that involved in the project.

3.1.2 Step 2: assessment of the current state of the project

In this step, the current state of nature of the selected project has been esti-
mated. Here, the performance of the selected project is compared with the indices 
of Lean, Green, and Six Sigma practices. Based on the collected data, the std. devia-
tion, sigma level, and Cpk can be estimated using statistical tools. Estimations such 
as CO2 emission, material consumption, Green energy coefficient are estimated 
using green energy technology tools like life cycle assessment. VSM is the best tool 
of Lean practices for evaluating the current degree of waste in the process. The 
blend of significant VSM and life cycle assessment lead to the evaluation of Lean-
Green wastes that gives the source to assist improvement.

3.1.3 Step 3: find out the root causes of the inefficiency

In this progression, the underlying drivers of the wastefulness identified with 
wastages, emanation, and imperfection rate in the task have been distinguished. 
From the client and business perspective, the worth included and nonvalue 
included activities have been distinguished, and afterward, the procedure cycle 
effectiveness is resolved to contrast with world-class benchmarking value which 
decides how much improvement is required.

In the interim, the imperatives and bottlenecks are discovered in the chosen proj-
ect and investigations identified with deformity rate, discharge rate, and varieties in 
the process are discovered. Advanced measurable quality tools, such as fishbone dia-
gram, 5 Why, FMEA, and so on, are utilized to discover the main driver of the issue.

3.1.4 Step 4: find out and apply the best solution

Once the causes of inefficiency and wastages are find out, potential solutions 
are proposed and tested, and the best solution is applied to diminish the promi-
nent reasons. All the sources of information such as customers, staff, stakehold-
ers, project sponsors are used to determine the evaluation criteria. To evaluate 
the proposed solution against the criteria, tools such as pug matrix, DOE (Design 
of experiment), LCA, etc. are used. The estimation of time-saving, improved 
quality, and other quality measures is also made with enhanced VSM. After 
launching the best solution as a pilot solution, the task to be performed is docu-
mented, and pilot participants are trained in various aspects of the best solution. 
After that, the pilot solution is executed in a selected section or department of 
the company.
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3.1.5 Step 5: sustain the best results

In this step, the results are sustained in the process or system if the consider-
able improvement is observed. The whole process is reevaluated using lifecycle 
assessment (LCA) and value stream mapping (VSM) techniques to judge the level 
of emissions and waste reduction. Also, various observations, control charts, and 
data collection techniques are used to reassess the sigma level, Cpk, electricity, water, 
material consumption, etc. If the sustained results are not found, then an action 
plan is also initiated to select an appropriate solution. Through the execution of 
LGSS, the firm can gain improved sustainability, reputation, and global market 
through the delivery of eco-friendly products.

4. Results and discussion

LGSS is in the evolution phase and most of the firms oppose adopting such type 
of strategy due to the change in routine work method into their operation. However, 
the presented framework will help the organization for improving sustainable 
performance through overcoming the barriers and constraints which come in front 
of the execution.

After the integration of these strategies, one can correlate the different func-
tionality of these modern techniques. It has found that top management support, 
a culture of the organization, and team work are the crucial success factors for the 
execution of such a program [4, 8]. In the same way, there are certain challenges 
to adopt these strategies because of improper guidance and roadmap to achieve set 
objectives of the firm [36]. There is a need to find out such types of obstacles during 
the execution of the improvement program within a given time frame to take a 
competitive advantage.

The LGSS tools and techniques overcome the barriers and at the same type 
advanced statistical tools help to find out the root cause of the problems and also 
to find out the solution for such type of problems. Currently, most of the organiza-
tions want to implement such types of manufacturing philosophies into their opera-
tion to enhance productivity, on-time delivery, improved quality, and reduced cost. 
In the LGSS framework, the Define-Measure-Analyze-Improve-Control (DMAIC) 
approach helps to overcome the barriers of the Lean-Green approach to delivering 
the sustainable results.

5. Proposed plan for validation

“The limitation of this work is that the presented framework has not tested 
statistically; in the future, the research will be based on an empirical study to be 
carried out in different industrial sectors.” To validate the proposed plan, an empiri-
cal study taking a survey of manufacturing industries in which those practices are 
going on into their operation has need to be taken and then it should be statistically 
validated using SPSS-AMOS software.

In execution steps as shown in Figure 3, problem identification should be based 
on LGSS practices. Meanwhile, every problem that faces in the industry must be 
identified and solved by LGSS tools and techniques. Moving toward step 2, there 
should be an assessment of the current state of the problem to know the issues 
in the process. After that, the main drivers of the issues are associated with the 
inefficiency. Hence, the root causes using the fishbone diagram, 5 Why, DOE, etc. 
should be found out to deliver productivity to the system. After finding the root 
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cause of the problem, the best solution for implementation into practices should be 
found out. However, the best solution for the implementation should be sustained 
for continuous improvement. Everyone within the organization should be capable 
of finding solutions for the problems and sustaining the best solution into practice.

6. Conclusion

The LGSS approach reduces the negative environmental effect and improves 
operational, social, and financial performance. The integrated LGSS framework 
presented is based on theoretical elements such as tools and techniques, barriers, 
and enablers. Top management support and teamwork have a significant effect 
on execution of LGSS. The proposed framework provides a way of starting from 
project identification to finding a solution to the problem of implementation in a 
system/process. The stepwise framework of LGSS provides help to the operation 
manager to execute this sustainable approach irrespective of the size, culture, and 
type of industry. Providing this integrated approach, definitely, the organization 
can enhance its operational productivity keeping in mind socio-economic needs 
and global competitive pressure that force the organization to implement such type 
of approach.
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presented is based on theoretical elements such as tools and techniques, barriers, 
and enablers. Top management support and teamwork have a significant effect 
on execution of LGSS. The proposed framework provides a way of starting from 
project identification to finding a solution to the problem of implementation in a 
system/process. The stepwise framework of LGSS provides help to the operation 
manager to execute this sustainable approach irrespective of the size, culture, and 
type of industry. Providing this integrated approach, definitely, the organization 
can enhance its operational productivity keeping in mind socio-economic needs 
and global competitive pressure that force the organization to implement such type 
of approach.
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Chapter 7

A Hybrid Human-Data 
Methodology for the Conception 
of Operational Performance 
Management Systems
Diogo Ginjo Jantarada and Antonio Grilo

Abstract

To excel in the overall business performance, daily processes and activities 
connected to produce a good or service need to be outperformed. Even though there 
is extensive literature on performance management and performance management 
systems, there is still no consensus over the conceptual model of such systems, in 
what is designated as Operational Performance Management Systems (OPMS). This 
chapter proposes a new approach to conceive feasible and desirable OPMS tools to 
assist managers on controlling and responding to operational needs, by combining 
Design Thinking (DT) and Data Analytics (DA), that provide holistic and deep 
business knowledge, as well as a data-driven based management. The authors con-
duct an empirical application through a case study within the context of a European 
airport’s Baggage Handling System (BHS). The case study procedure follows the 
proposed methodology’s stages, where the authors construct the problem space with 
a wide array of collected data, along with the solution exploration and refinement.

Keywords: operational performance management, operational performance 
management systems, design thinking, data analytics, conception, design

1. Introduction

With the rise of the modern society and its socio-economic structure based on 
companies (public or private, profit or non-profit based) and its interdependences, 
the need for performance excellence has become of the utmost importance. The 
twenty-first century marked the beginning of a new millennium where uncertainty 
is at its high and companies are constantly trying to outstand their business perfor-
mance to thrive and gain competitive advantage.

To excel on their overall business performance, the same must apply to the 
operational performance. Thus, operational performance management systems 
must reflect the problems and impediments hindering the company’s competitive-
ness. The trends show they are trying to gain knowledge about themselves and the 
market by leveraging ICT and Data Analytics (DA) capabilities to transform data 
into information [1, 2]. At the same time, they are focused on understanding the 
user’s (internal or external) pains and needs and come up with a way of meeting 
them to improve business performance [3, 4].
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This double-sided story shows us both a hard part (described from an objective 
transformation of the real world into data) and soft part (where humans and their 
different perspectives of the real world are considered). However, there is little 
research combining ‘soft’ and ‘hard’ methodologies to tackle problems or develop 
new products or services which gather the emphatic human-centric approach with 
the rigorous and objective perspective of data science.

Thus, the author’s objective is to propose a new hybrid methodology which uses 
a Design Thinking approach to an unknown problem environment and develops 
analytic-based solutions to create OPMS tools. This is intended to provide:

• the full picture of the operational context within a multi-stakeholder 
environment;

• a broad but clear definition of the problem-space to have a common basis for 
ideation within a collaborative environment;

• digital solutions for managers to control effectively their operations;

• confirm DT outputs which might seem too intuitive and subjective to 
 traditional companies.

The proposed methodology was tested under real-life conditions by perform-
ing a case study investigation methodology on a Baggage Handling System (BHS) 
company, within a European airport. This allowed to test various tools and the 
overall procedure and is able to critically assess the advantages and limitations of 
this methodology for the intended purposes.

2. Methodology foundations

This chapter draws upon three main research topics: Operational Performance 
Management, Design Thinking and Data Analytics. These topics are briefly 
addressed hereinafter, as they lay the foundation for the proposed methodology.

2.1 Operational performance management

Drawing upon different Performance Management (PM) literature reviews 
[5–8], this subject area has been progressively developed throughout the twenti-
eth and twenty-first centuries. Its evolution can be summarized into four major 
periods. The progressive phases had different objectives and perspectives over 
what issues should PM address. They constructed the current understanding of 
an ever-changing and multi-dimensional performance management discipline, 
with applications on a wider variety of contexts (e.g. small vs. large organizational 
dimensions, fixed-teams vs. collaborative environments, operational vs. market-
ing performance) and with a broader scope of objectives (e.g. flexibility, agility, 
sustainability) [7]. Subsequently, most PM’s researchers recognize the lack of con-
sensus around PM systems’ designing and applicability [5, 6, 9, 10]. Nevertheless, 
they adopt open and suggestive frameworks for PM’s characteristics and future 
considerations.

Altogether, these researchers point future directions to contemplate network 
performance along internal structure (i.e. collaborative teams) and external 
environment (i.e. supply chain); dynamic and learning systems for performance 
management to comply with the disruptive and transformational change on 
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business trends; and much focus on measuring the intangible and social aspects as 
organizations are progressively depending on knowledge and multi-department 
teaming for thriving on the competitive business world.

Focusing on the operational environment, Operational Performance 
Management Systems (OPMS) need to follow these trends in order to create effec-
tive and agile management systems which can cope with the dynamicity of the real 
world and help on enhancing the daily operational performance.

Traditionally, operation managers relied on report-centric performance 
management in which, within a regular periodicity (e.g. monthly, weekly, daily), 
managers analyzed the compliance of performance indicators meeting their targets 
for the various operation’s key functions and proposed changes based on the 
perceived causes for the target deviation [11]. Conversely, on the more recent years, 
more dynamic and informative methods have been utilized to provide a faster, 
simpler and more helpful way of portraying the correct information for a proper 
operational performance management [12]. These methods comprise the use of 
dashboards and interactive Business Intelligence tools which take advantage of the 
current ICT developments to portray the information needed, at the right time, for 
managers to analyze it.

Additionally, in order to know the crucial information that needs to be por-
trayed to operation managers, there must be a deep knowledge about the specific 
operational environment and how it connects with the rest of the organization’s 
efforts, so the overall business performance can be optimized. Subsequently, [13] 
took a design-led approach to link strategic and operational activities to enhance the 
dissemination of KPI’s management and accountability and change the way PM is 
perceived and integrated within an organization.

Therefore, the diagram on Figure 1 illustrates the three main points operation 
managers should focus when developing and managing an OPMS.

Figure 1. 
OPMS key ideas to retain for its development and management.
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business trends; and much focus on measuring the intangible and social aspects as 
organizations are progressively depending on knowledge and multi-department 
teaming for thriving on the competitive business world.

Focusing on the operational environment, Operational Performance 
Management Systems (OPMS) need to follow these trends in order to create effec-
tive and agile management systems which can cope with the dynamicity of the real 
world and help on enhancing the daily operational performance.

Traditionally, operation managers relied on report-centric performance 
management in which, within a regular periodicity (e.g. monthly, weekly, daily), 
managers analyzed the compliance of performance indicators meeting their targets 
for the various operation’s key functions and proposed changes based on the 
perceived causes for the target deviation [11]. Conversely, on the more recent years, 
more dynamic and informative methods have been utilized to provide a faster, 
simpler and more helpful way of portraying the correct information for a proper 
operational performance management [12]. These methods comprise the use of 
dashboards and interactive Business Intelligence tools which take advantage of the 
current ICT developments to portray the information needed, at the right time, for 
managers to analyze it.

Additionally, in order to know the crucial information that needs to be por-
trayed to operation managers, there must be a deep knowledge about the specific 
operational environment and how it connects with the rest of the organization’s 
efforts, so the overall business performance can be optimized. Subsequently, [13] 
took a design-led approach to link strategic and operational activities to enhance the 
dissemination of KPI’s management and accountability and change the way PM is 
perceived and integrated within an organization.

Therefore, the diagram on Figure 1 illustrates the three main points operation 
managers should focus when developing and managing an OPMS.

Figure 1. 
OPMS key ideas to retain for its development and management.
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Firstly, there is an obvious need for a deep knowledge about the specific opera-
tional environment, with a systemic approach over the intertwined processes 
between internal and external boundaries, and the various interactions between 
people, machines, and people and machines. On the other hand, there is also the 
necessity for connecting the strategic and operational performance objectives, with 
a holistic and integrated view of the whole business. Finally, the operation managers 
can and should leverage the ICT developments to help reduce unfounded and biased 
decision-making and provide an automatic integration of the various performance 
systems to make up a systemic OPMS composed by function-specific operational 
performance management sub-systems.

2.2 Design thinking and data analytics for developing OPMS

To approach these OPMS issues, the authors explored two different theoretical 
backgrounds which could be combined to provide an adequate solution for the prior 
OPMS issues, at the same time they could be leveraged to overcome each theory’s 
intrinsic limitations. As such, the author initially summarizes each theory’s advan-
tages and limitations on Figure 2.

This diagram depicts both DT and DA positive and negative points and it can be 
noticed there are two divergent ways of analyzing the real world according to these 
methodologies. To the left, Design Thinking takes a broad approach to problem- 
solving, where it explores different problem-solution frames, through intensive 
validation and by gathering a vast business knowledge allied with a user-centric 
approach.

As limitations, some argue over the designer’s intrinsic subjectivity on choosing 
the procedure’s iterations and artifacts used, which affects the traditional business’ 
requirement for milestones’ definition and compliance. Furthermore, there is a 
fundamental difference on design thinking and manager thinking methodologies 
for problem-solving, which can sometimes lead to misunderstandings and attrition 
on the organizational sphere.

On the other hand, Data Analytics is more focused on analyzing a specific per-
ceived problem or system, with great power for creating valuable and meaningful 

Figure 2. 
Pros and cons of design thinking and data analytics methodologies.
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information for supporting decision-making. It uncovers trends and patterns 
through immense computing power and algorithmic data processing which could 
not be accomplished with mere human capabilities.

As limitations, there is a fundamental need for exploring the problem-space to 
prevent tacking the wrong problem and to lead to the development of a faithful 
and robust model. Moreover, this type of analysis is very influenced by the intrinsic 
data quality and the reliable representation of the reality through the captured 
data. Finally, it needs a dedicated data pipeline to capture, clean and structure the 
collected data so that different analytic tools can be explored and tested on a flexible 
and effortless way.

Concluding, the authors propose a combination of these two methodologies to 
allow for a complete and reliable way of improving the operational performance 
management systems. The relations and leveraging points between both method-
ologies and OPMS needs are portrayed on Figure 3. Thus, it illustrates that DT is 
intended to provide the holistic and deep business knowledge, while DA is supposed 
to provide a data-driven and fact-based management. Additionally, their limita-
tions are conversely minimized by the complementary methodology, making this a 
win-win methodology.

3. Methodology proposal

After exploring the perceived topics’ strengths and limitations and pre-
senting the rationale for combining DT and DA to enhance the operational 
 performance management systems, the methodological stages are laid down on 
Figure 4.

Figure 3. 
Overall representation of DT and DA leveraging points for fulfilling OPMS requirements.
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This diagram portrays six main stages. The first two stages (Stages 0 and 1) are 
only related to Design Thinking steps. These refer to the initial mapping of the 
organization’s activities and stakeholder’s relationships, while understanding their 
emotional and intuitive ways of reasoning. Altogether, this allows for multiple 
framing of the problem-space according to different perspectives.

The third stage (Stage 2) is intended to define the problem-space as it is per-
ceived, and explore the solution-space, by conceiving different solutions for further 
narrowing and prototyping. This step is presented as being included both in DT and 
DA methodologies since the problem definition is based on DT practices, while for 
the solution space exploration the practitioner should already have a DA focus to try 
to come up with data-driven solutions.

The fourth stage (Stage 3) is focused on the models’ conception for the 
 solutions idealized. To materialize these models, they require the development 
of proper datasets, along with and its inherent collection and storage processes. 
For further analysis and construction of the virtual model of the real system, 
this stage is primarily based on DA practices and tools, and it is a laborious 
and time-consuming step, since it needs diverse knowledge and infrastructure 
to capture, pre-process, structure and test different datasets for various 
analytic tools.

The fifth stage (Stage 4) requires a combination of DA and DT techniques and 
expertise to test and absorb feedback, so the developed prototypes and models can 
be improved or selected, grounded on a collaborative creation. This step’s outcome 
is intended to filter misconceptions and align stakeholder’s expectations, as well 
as narrowing down the solution space to concentrate the team’s efforts and walk 
towards the final solution.

The sixth and final stage (Stage 5) proposes the development of the desired solu-
tion into a real-life testable model. For this purpose, it is recommended the iterative 
testing and refining of the perceived solution until all parts are satisfied with the 
product/service.

This methodology entails an inherent iterative nature between all of the six 
stages, repeatedly exploring and refining the problem and solution space until the 
team is satisfied with the frames developed.

Beyond the methodological procedure, there must be a set of tools or practices 
which guide the practitioner, or at least are used as reference, for applying the 
conceptualized methodological steps. The proposed tools and practices presented 
on Table 1 are extracted from prior literature research, but these are not exclu-
sively limited to its assigned stage, nor are they to use strictly as the literature 
proposes.

Figure 4. 
Schematic representation of the methodological stages and their foundations.
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Stage Tools and practices Reference literature

Stage 0—Constructing the 
organizational ‘picture’

Activity system mapping [14–16]

Competitor activity system 
mapping

[14, 15];

Stakeholders mapping [14, 17, 18]

Value Chain analysis [19]

PEST analysis [14, 20];

Five Porter’s Forces [21]

Stage 1—Exploring users’ pains and 
needs

Shadowing [14, 22, 23]

Semi-structured interviews [14, 24]

Customer narratives/
storytelling

[14, 24]

Scenarios [15, 22];

Personas [14, 18, 25]

Customer journey [14, 15];

Mind mapping [14]

Stage 2—Co-evolution of problem and 
solution space

Motivational mapping [14, 15];

Metaphors [14]

Brainstorming [15, 26]

Sketching [15, 27];

Concept development [28, 29]

Stage 3—Solution exploration Data types and data collection; [30, 31];

Data pre-processing [30, 32];

Data warehousing [30, 33, 34]

Statistical tools and models [30, 35];

Machine Learning models [36, 37];

Business analytics and 
visualization techniques

[38–40]

Stage 4—Prototype and test Rapid prototyping [15, 25, 41]

Scenarios [15, 22];

Role-playing [14, 15];

Co-creation [14, 28, 42]

Future customer journey [14, 43];

Iterative prototyping [14, 41];

Stage 5–Develop concrete product/
service solution

Co-creation [14, 28, 42, 44]

Iterative prototyping [14, 41];

Value delivery [2, 14, 15, 45, 46];

Integration with existing 
operations

[13, 14, 47, 48]

Table 1. 
Summary of tools and practices to perform each methodological stage.
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Figure 5. 
In-site organizational hierarchical structure of BHS management.

4. Case study

The proposed methodology was explored on an empirical case study of an 
airport’s Baggage Handling System (BHS) of a European airport. This application 
followed the methodological procedure presented in Figure 4 and used some of 
the tools and practices presented on Table 1 to help on making sense out of the 
immense accounts of information gathered.

4.1 Stage 0—Constructing the organizational ‘picture’

This initial stage had the objective of giving an overview of the case study 
environment, and it was divided in two main topics: an overall industry contextual-
ization; and a specific case study contextualization.

The first topic started with an overview of the air transport industry and its cur-
rent trends, followed by a deep-down into the airport environment. Here, a brief over-
view over its control and supervision was made, and some generic characteristics were 
laid down concerning multi-airport systems, international differences, stakeholder’s 
mapping and economic chain, and the main regulatory drivers. Afterwards, the 
focus was directed to the airport’s Baggage Handling System (BHS), where a generic 
description of its objectives, work process and primary functions was made, along 
with the specific regulatory drivers and upcoming regulatory frames on BHS industry.

The second topic intended to be company-specific within the case study bound-
aries. It started by giving a technical description of the equipment and controlling 
systems used for its operation. Then, the specific BHS ecosystem was portrayed, 
along with its main stakeholders and their influence/impact on BHS operations. 
Following, the BHS’ operational performance and its main dimensions were 
addressed. Afterwards, a thorough description of the operational characteristics 
and the workflow along the various stakeholders involved on a baggage journey was 
made, depicting the intrinsic dependencies between the various BHS stakeholders. At 
last, an organizational overview was done showing the overall structure and the in-
site hierarchy of operation and management, as depicted on Figure 5. Subsequently, 
a final description of the BHS operational management is addressed, in order to 
understand how the daily processes and concerns were managed and resolved.
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4.2 Stage 1—Exploring users’ pains and needs

After constructing the initial industry picture and understanding the surround-
ings where the BHS is included and its basic characteristics, the next step was to 
empathize with the various stakeholders which interact or impact the system’s 
operations. A collection of tools was employed throughout this stage to harness on 
the gathered data and provide profound insights about the intuitive and relational 
aspects of human relations and people’s reasoning when performing their jobs.

Approximately 7 hours of shadowing were undertaken to carefully observe 
BHS control room operators while operating the BHS. Here, the researcher had the 
opportunity of first-hand contact with the real-time management, which allowed 
him to pose some specific questions about the interactions between the CR opera-
tors and the information systems utilized for the BHS’ operations management. 
Additionally, several semi-structured interviews with the BHS’ main stakeholders 
were conducted to obtain a rich and broad view from the various perspectives that 
come into play when taking BHS operation performance into account. A total of 12 
interviews were performed by the researcher, segregated according to the Table 2.

Each semi-structured interview was used to construct a mind map that allow 
for a summary of the gathered information and themes discussed, which helps 
to mentally process and reflect over them to generate deeper insights. Alongside 
these interviews, the author also performed a total of five customer narratives with 
different passengers, with the objective of understanding some common pains and 
needs that the final customer of the whole baggage journey could have. In order to 
get a broader picture and minimize biases throughout these collected stories, the 
author diversified the customers’ profiles along the five customer narratives (e.g. 
old vs. new, frequent flyer vs. novice, family travel vs. business).

A total of seven personas were constructed in order to have a concise and coher-
ent definition of the information gathered for further presentation and discussion 
with a focus group composed by experts. They comprised the main concerns 
and the global opinion between the interviewees belonging to each stakeholder’s 
persona. Some stakeholder’s categories were aggregated according to the relative 
importance to the BHS operational environment and management, resulting on the 
personas’ set depicted on Figure 6.

4.3 Stage 2—Defining and ideating on the problem-solution space

This stage focuses on developing an iterative and collaborative environment 
for the discussion and refinement of the perceived problem space, as well as for 
the exploration of the solution space. This was an iterative process of exploration 
and discussion, in order to clarify and improve the problem definition and conse-
quently, the solution ideation.

Internal Stakeholders External Stakeholders

Operational Back-office Airport Ground 
Handling

CR 
Operators

Op. 
Manager

Contract 
Manager

Sales Digital 
Business

Customer 
Service

BTO* Operations 
Manager

3 2** 2** 1 1 1 1 2

*BTO–Baggage Terminal Operations.
**One of the managers interviewed combines the function of operations and contract manager.

Table 2. 
List of semi-structured interviews, grouped by project’s stakeholder.
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The authors started by reviewing the current insights gathered during the 
exploration phase, to look deeper into any misconnection or discover profounder 
insights. Hence, it was reexamined the mind maps and personas created in the prior 
stage, in order to develop a motivational map. This was used to understand and 
connect the various stakeholders’ perspectives around a central concern identified 
throughout different interviews and, deconstruct it to find opportunities and clear 
the problem definition.

After trying to find connections to continue developing the problem space under-
standing, there were already many pains and needs identified throughout the data 
collection processes. Therefore, the authors had to filter them and find the most critical 
ones, in order to have an efficient and effective dialog with the experts’ group. With this 
purpose, every pain and need identified until this step were listed and a multi-criteria 
prioritization was made. As such, the authors created a set of four criteria consisting in:

• Relative reference frequency

• Relative occurrence frequency

• Impact on BHS operations

• Feasibility

From this exercise, five main problems were prioritized, which were then taken 
into discussion with a focus group of experts. This group gathered both managers 
and engineers with experience ranging from 5 to 20 years with this type of systems, 
and belonging to operational and back-office teams. The meeting started by pre-
senting a summary of the overall organizational ‘picture’, followed by the presenta-
tion and discussion of the five main problems prioritized earlier. As a result, it was 
agreed on one most desirable opportunity to be pursued, which would be the one to 
be explored on the solution development stage:

“Prevent the sorters’ congestion”

Figure 6. 
Total stakeholders personas constructed.
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4.4 Stage 3—Solution exploration

At this point, the pivotal opportunity had been identified and it was the one 
explored throughout this stage. This opportunity was related to an internal pro-
cess of the BHS, thus having available automatically generated data to leverage 
on analytics tools, which was one of the essential research objectives. This stage 
had different progressive steps in order to delve deeper into this opportunity and 
approach different solution possibilities, according to their desirability and feasibil-
ity in terms of time and data resources available for analysis. Additionally, the BHS 
information systems’ functioning and their integration had to be fully understood, 
to comprehend the type of data being captured, and how it could be combined and 
leveraged with the power of analytics tools.

The first step undertaken by the researchers was to further explore the identi-
fied opportunity, using the Motivational Map tool one more time. This enabled the 
deconstruction of the problem into some more specific issues and concerns, as well 
as the identification of solution paths to take into consideration. Additionally, it also 
allowed the narrowing down of the solution space into more concrete and defined 
opportunities to be further investigated. Hence, the initial opportunity was trans-
formed into a concrete solution to be explored:

“Sorter X congestions’ comprehension – causes and impacts”
Consecutively, the authors had to build a mental model which allowed him to 

know the dataset he would need to have in order to tackle this opportunity and 
develop some analytics’ prototypes. This was made with the use of a metaphor with 
a roundabout, through which the researcher could find an analogy between the real 
opportunity another common context to help him on reasoning and understanding 
the flow of baggage through a sorter and the possible causes for congestion.

In order to gather the necessary dataset for further exploration and prototyp-
ing on the solution space, the authors had to firstly understand the underlying 
information systems and the type of data collected by each, and how these could 
be integrated into a complete coherent dataset for analysis. To help on this task, the 
author resorted to the Tableau Software™, an interactive visualization software for 
business intelligence, which allowed to visually display various combinations of 
variables to understand their relations and the real meaning of the virtual captions. 
The initial understanding of these IS, along with the mental exercise provided by 
the roundabout metaphor, allowed for the author to understand what types of data 
he would need and could have access to, in order to comprehend the sorter’s conges-
tions. Thus, these could be summarized into:

• Data about the injection lines, i.e. the amount of baggage which enters the 
sorter through each injection point;

• Data about the transfer chutes, i.e. the amount of baggage which leaves the 
sorter through each chute;

• Data about the assigned baggage destinations, i.e. the amount of baggage inside 
the sorter which is destined for each transfer chutes;

• Data about the sorter’s congestion, i.e. combination of operational factors 
which indicate the existence of the incapacity of the sorter to deliver baggage 
into their respective chute;

The construction of the necessary dataset resulted on a combination of different 
sub-sets retrieved from the various IS, as illustrated on Figure 7.
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Figure 6. 
Total stakeholders personas constructed.
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From system A, it wasn’t possible to get congestion variables since there wasn’t 
a specific event or a coherent combination of current events being captured that 
could effectively indicate the congestion. Therefore, the author had to assume 
a different variable which could indicate congestion: the sorter’s occupancy, i.e. 
the percentage of sorter trays being occupied relative to the total available trays. 
From system B, the objective was partially accomplished, since there was data 
characterizing the desired variables, but the time granularity with which some 
variables were captured wasn’t enough for the detail level required. As such, the 
only variable possible to consider was the occupation variable. Finally, the author 
stepped into system C in order to collect every missing variable to complete the 
desired dataset. Here, the process of getting this data was more laborious and 
involved more complex queries in order to align the captured data for the proceed-
ing data pre-processing. From this IS, the author could arrange the variables of 
the injectors, chutes and assigned destinations of the baggage going through the 
specified sorter.

From prior data collection, which was gathered from different IS, the author had 
different data types (i.e. some were counts, others were events) which could not 
be integrated into a whole coherent dataset to be analyzed. Furthermore, this data 
came with inherent redundancy, lack of normalization, and even outliers which 
had to be processed. Hence, different specific steps had to be taken to cleanse and 
integrate these loose data sub-sets into a whole dataset. Different software tools 
were used for the various tasks implied on this pre-processing step:

• SQL Developer™ to pre-filter and query the various databases;

• Spyder™ interactive development environment (IDE) for Python program-
ming language to manipulate and transform data and its structure;

• Microsoft Excel™ to easily visualize and validate data and correct punctual 
errors;

• Tableau Prep™ to provide a visual and user-friendly manipulation for joining 
the various subsets and checking for redundancies;

In the end, a total of 66 variables were taken into the next stage, comprising the 
following variable sets:

Figure 7. 
Process summary to get the necessary data from the different IS.
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• Injectors counts, with a total of 14 injector variables;

• Transfer chutes counts, with a total of 27 chutes variables;

• Baggage assigned destinations counts, with a total of 24 destination variables;

• Sorter’s occupancy level, with one 1 variable;

4.5 Stage 4—Prototyping and testing

This stage was intended to undertake an initial analysis of the relationships 
within the constructed dataset, followed by the exploration of deeper analytic 
techniques. This procedure is necessary to build some concrete prototypes which 
will be tested and evaluated, thus becoming the basis for an iterative co-evolution 
of the final solution.

This stage unfolded in three main steps. On the first step, some descriptive sta-
tistics and the bi-variate correlations matrix were performed to better understand 
the variables within the dataset. This was performed using the Spearman correla-
tion coefficient since all the variables’ distributions were skewed. This is explained 
by the large number of zeros when there is no baggage passing through the col-
lecting points, and the existence of a tail towards the positive integer numbers, 
given the relatively few but dangerous levels of high-traffic. The matrix showed 
some strong relations (i.e. coefficient bigger than 0.6) between some explanatory 
variables and the target, which is a good indicator of the possibility of building a 
regression model.

On the second step, the author tested some linear regressions to create an 
explanatory model of the sorter’s functioning. From the initial dataset, encom-
passing every-minute counts from a one-and-a-half-month period along the 
66 variables, four subsequent datasets were derived by sampling different time 
periods available on the initial dataset. This was aimed at mitigating the risk of 
overfitting, which can occur when a regression model rightfully explains the 
specific dataset, but it poorly performs when given a slightly different dataset. 
The resultant models created for each of the four datasets and their discussion 
gave a good overall confidence over an initial explanatory model for the sorter’s 
functioning. Thus, considering the regression model created for the whole 
dataset, since it has the biggest and most complete time period, it is represented 
on Eq. 1.
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Basically, this expression provides a succinct and easy way of controlling the 
sorter’s occupancy level and consequently, its congestions. It means that the man-
ager can concentrate his efforts on controlling these five variables (i.e. the number 
baggage that is inside the sorter with destination to the respective eight transfer 
chutes) and, consequently, he will be able to assure the sorter does not surpass criti-
cal levels which can result on congestions. By keeping a focus on these counts and 
by guaranteeing the respective chutes aren’t jammed, the manager can reduce the 
sorter’s congestion probability and, consequently, the number of delayed baggage.
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On the third and final step, this initial prototype was presented and discussed 
on a group meeting, which served as a catapult to explore the possibilities of other 
types of analytic models for further development, as well as to diagnose some 
general considerations about the overall analytic journey in order to enable future 
easiness and agility when trying new and different analytic ventures.

5. Results

This was the final stage conducted during this project’s case study since time 
motives impeded its further development and conclusion into a final and feasible 
solution for the operational performance management. However, Stage 4 is still 
to be continued, according to Figure 8. This is an iterative stage of creating and 
adapting prototypes according to the various feedbacks received, with the possible 
return to the problem-space exploration after realizing there is missing information 
for each new development of the solution-space.

Afterwards, stage 5 would be responsible for pursuing a concrete and defined 
final solution, also by iterative development and testing with the users. These users 
do not comprise only the end users, but also the influencers and enablers which help 
on conceiving and deploying the final product/service. Furthermore, the technical, 
operational and financial feasibility has to be assessed and leveraged in order to 
create a true value-adding solution possible to be integrated and used on the opera-
tional environment, and not a solution to be used once and dropped afterwards.

6. Conclusions

This chapter proposes a hybrid Design Thinking and Data Analytics methodol-
ogy for the conception of Operational Performance Management Systems (OPMS). 
With this purpose, an extensive literature review was made about the three topics 

Figure 8. 
Iterative process of solution exploration and testing.
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Chapter 8

Exploring the Project Risk 
Management: Highlighting the 
Soft Side of Project Management
Muhammad T. Hatamleh

Abstract

The majority of the approaches to managing project risk follow the logic of 
process groups. Project Management Institute (PMI) has 29 tools and techniques 
related to risk management process groups. Consequently, engineering and busi-
ness schools have been accused of educating managers with sharp analytical skills 
but little understanding of social problems. The literature suggests that too much 
attention is focused on learning the techniques and formalities of risk manage-
ment but not enough on the advanced issues of management. Also, the literature 
argues that there are two approaches to project management (hard and soft). 
The hard side only covers part of the managerial aspects which helps to manage 
foreseeable uncertainties. However, unforeseeable uncertainties need skills that 
related to soft side approaches such as emotional intelligence, navigating the 
organization’s culture, risk attitude, participative leadership style, and managing 
the relationship with stakeholders. This study provides an intensive review of the 
literature to discuss the need for integrating the hard and soft sides of manage-
ment to achieve an effective risk management process. In addition, it proposes a 
conceptual framework that provides guidelines to enhance overall risk manage-
ment efficiency.

Keywords: risk management, unforeseeable uncertainties, risk attitude, emotional 
intelligence, organization’s culture

1. Introduction

The last decade showed an industrial engineering growth toward nontraditional 
industries, particularly information technology (IT) and service-related industries 
that add considering technical, organizational, ethical, social, legal, and economic 
factors to the project management process [1–6]. Moreover, Industrial engineering 
is known for creating new systems to solve problems related to waste and inef-
ficiency [3].

Project management is a critical area of knowledge in the Industrial engineer-
ing curriculum around the world [7]. An increasing number of private and public 
organizations start adopting formal principles of project management to develop 
and deliver new or improved products, services, and organizational process changes 
[8]. Further, many researchers investigate ways to develop and enhance the organi-
zation’s management practice [9].
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The current studies of the project management process focus strongly on project 
risk management [10]. The current focus toward integration between partners, 
lean production, and outsourcing within industrial engineering has led to increase 
uncertainties and spike the number of accidents in the industry [11]. Consequently, 
organizations are giving more attention and value to risk management for improv-
ing project efficiency and effectiveness [12]. In [13–16], risk management was 
described as a continuous process that supports the completion of the project on 
time, within budget, to the required quality, and with proper provision for the 
safety and environmental standards.

The relationship between risk management and project success or failure has 
been studied extensively in the last decades [10, 12, 14, 17–20]. However, the risk 
management process shows a wide gap between theory and practice [21, 22]. The 
theory focuses on learning the techniques, planning methods, and formalities 
of project management while unintentionally overlook the nontraditional soft 
approach of management [2, 3, 22–24].

Effective project risk management obliges a wide-ranging involvement and 
integration across all segments of the project teams and their environment [25]. The 
results of previous studies that focused on risk management impact on the project 
success show that there are contradictions in the findings [10]. This contradiction 
can be explained by the tendency of the researchers to neglect aspects of uncer-
tainty management such as considering the soft side of project management and its 
impact on the overall performance [10, 22].

The project management process can be categorized into hard and soft sides/
approaches/skills [22, 26–31]. The hard skills focus on applying tools and tech-
niques within project management and usually described as a science and comprise 
processes [26]. On the other hand, the soft skills are largely intangible, not associ-
ated with a deliverable or a concrete output, and enable working through and with 
people along with handling the associated human factors [22, 30].

The distinction between the concept of risk and uncertainty is still not fully 
clear in the context of project management [10, 32, 33]. In [34] the uncertainty was 
classified according to the project management techniques related to it into varia-
tion, foreseen uncertainty, unforeseen uncertainty, and chaos. Consequently, the 
management approach must be generated according to the types of uncertainties 
[10, 32, 34, 35]. In [10], it was suggested that the hard side of risk management cov-
ers the part that can manage variation and foreseen uncertainties while unforeseen 
uncertainties and chaos need other skills that related to the soft side.

The mere existence of accepted principles, well-defined processes, and wide-
spread practice is not sufficient to guarantee success [24]. The hard skills just started 
to be viewed by many organizations more as baseline competencies rather than an 
additional practice that needed to improve the management process [27]. Moreover, 
the hard side should be considered as a necessity for the survival of the organiza-
tion but not a sufficient tool in managing project risks [32]. Consequently, effective 
project management needs a balance between hard and soft skills [2, 28, 30].

Effective project risk management can be achieved depending on the involve-
ment of the project team in the management process, which required a good 
understanding of the team environment [16]. Hence, the last decade presented a 
competitive global market creating a changing work environment that demands 
engineers who possess soft skills [36]. Further, the current risk management prac-
tices require investing more time and effort on the soft skills in order to advance the 
risk management process [10, 22, 24, 28, 37, 38].

This study aims to create a deeper understanding of the project risk manage-
ment process by exploring the literate to investigate the potentials of integrating 
the hard and soft sides of risk project management. In addition, propose a broader 
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conceptual framework for assessing and enhancing the project risk management 
process by including comprehensive risk management tools and techniques adopted 
from both sides.

2. Methods

This review covers academic publications based on theoretical and empirical 
findings on the concept of Risk Management. Literature was obtained through 
electronic searching strategy from major databases available to the researchers. 
The database used for this research includes but not limited to Web of Science, 
Science Direct, and Scopus. In other words, the database offers extensive studies 
on the risk project management process. However, relatively few studies were to be 
found concentrating on the soft skills acclimation and integration during the risk 
management process.

The initial search was broad enough to allow for as many results as possible includ-
ing words that could identify as part of the risk management process. English was 
chosen to be the medium of communication. Therefore, publications that are not writ-
ten in English were excluded. Moreover, this research focuses on the current research 
studies, studies that were published after 2005, unless if specific research offers a 
unique point of view or valuable contribution. Table 1 shows the distribution of the 
literature, which were included in this research, based on its sources of publications.

Finally, qualitative and quantitative methods were used to analyze the review 
findings. The qualitative method presents a broad narrative of the findings from the 
literature, while the quantitative method was used in presenting the findings with 
tables and figures.

Literature source Frequency

International Journal of Project Management 9

International Conference on Industrial Engineering and Engineering Management. IEEE 4

John Wiley & Sons, Inc. 4

Journal of Loss Prevention in the Process Industries 3

Risk Management 2

Safety Science 2

Project Management Journal 2

Informing Science & Information Technology 2

Scientia Iranica 2

Engineering Management Journal 1

European Journal of Engineering Education 1

European Journal of Industrial Engineering 1

PMI Global Congress EMEA Proceedings 1

Association for Project Management (APM) 1

International Conference on Industrial Engineering Theory 1

International Journal of Industrial Engineering and Management (IJIEM) 1

Project Management Institute 1

Others 45

Table 1. 
The distribution of the literature based on its source.
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conceptual framework for assessing and enhancing the project risk management 
process by including comprehensive risk management tools and techniques adopted 
from both sides.

2. Methods

This review covers academic publications based on theoretical and empirical 
findings on the concept of Risk Management. Literature was obtained through 
electronic searching strategy from major databases available to the researchers. 
The database used for this research includes but not limited to Web of Science, 
Science Direct, and Scopus. In other words, the database offers extensive studies 
on the risk project management process. However, relatively few studies were to be 
found concentrating on the soft skills acclimation and integration during the risk 
management process.

The initial search was broad enough to allow for as many results as possible includ-
ing words that could identify as part of the risk management process. English was 
chosen to be the medium of communication. Therefore, publications that are not writ-
ten in English were excluded. Moreover, this research focuses on the current research 
studies, studies that were published after 2005, unless if specific research offers a 
unique point of view or valuable contribution. Table 1 shows the distribution of the 
literature, which were included in this research, based on its sources of publications.

Finally, qualitative and quantitative methods were used to analyze the review 
findings. The qualitative method presents a broad narrative of the findings from the 
literature, while the quantitative method was used in presenting the findings with 
tables and figures.

Literature source Frequency

International Journal of Project Management 9

International Conference on Industrial Engineering and Engineering Management. IEEE 4

John Wiley & Sons, Inc. 4

Journal of Loss Prevention in the Process Industries 3

Risk Management 2

Safety Science 2

Project Management Journal 2

Informing Science & Information Technology 2

Scientia Iranica 2

Engineering Management Journal 1

European Journal of Engineering Education 1

European Journal of Industrial Engineering 1

PMI Global Congress EMEA Proceedings 1

Association for Project Management (APM) 1

International Conference on Industrial Engineering Theory 1

International Journal of Industrial Engineering and Management (IJIEM) 1

Project Management Institute 1

Others 45

Table 1. 
The distribution of the literature based on its source.
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3. Project risk management

In [20], the risk management process was defined from the literature as a formal 
orderly process for systematically identifying, analyzing, and responding to risk 
events throughout the life of a project to obtain the optimum or acceptable degree 
of risk elimination or control and to achieve the project objectives. Further, project 
risk management is known as an integrative process, where it continues throughout 
the project life cycle [10, 16]. However, the intensity of the risk management process 
might decrease as the project progresses, but still, the threat of an unforeseen emer-
gent risk should not be ruled out until the project is completely over [15]. Hence, this 
definition predominantly emphasizes the hard skills at the expense of soft skills [28].

3.1 The hard side of risk management

There is a wide consensus on the indispensable elements for a risk management 
process [24]. This can be observed by the growing range of proficient tools and 
techniques, research base, and practical implementation across many industries 
[16, 24]. The literature offers several risk management standards, such as Risk 
Management Standard by the Institute of Risk Management (IRM); Project Risk 
Analysis and Management (PRAM) by the Association for Project Management 
(APM); the Project Management Body of Knowledge (PMBoK®), Chapter 11, 
by Project Management Institute (PMI); and Risk Management—Principles and 
Guidelines by the International Organization for Standardization (ISO) [16, 39–41]. 
These standards have well-defined processes and widespread practices that origi-
nally cover the hard side of management with few exceptions. For instance, PRAM 
identifies the functional roles of the organization’s members during the risk plan-
ning process and considers it as an element of risk management.

The hard side of risk management demonstrates pre-specified approaches that 
have tools and techniques within four major process groups (identifying, analyzing, 
developing a response, and monitoring and controlling risks) and it is feasible if 
adequate information were available [10, 32, 39]. In the last decades, these process 
groups branched out from the original four groups into identification, qualitative 
analysis of risks, quantitative analysis of risk, risk response planning, and risk 
monitoring and control [12, 16].

In the early stages of the project, risk identification should be implemented, and 
any further process in risk management would be performed on these identified 
potential risks [42]. Therefore, all possible sources of potential risks must be identi-
fied as early as possible to help the organizations in choosing the suitable strategy 
[11]. One of the best methods to identify the risks is by developing a checklist catego-
rizing the risks that might evolve during the project [18]. Also, historical records (les-
sons learned) and knowledge of risks from the experience-based of project personnel 
should be gathered and reviewed [12, 24, 43]. Further, the risks should be identified 
and classified by its nature and its potential impact on the current projects [16].

For risk identification, it seems that there is an agreement between research-
ers on the meta-classification approach, which identifies the risk factor based on 
three levels according to the project lifecycle environment [11, 18, 43–45]. First, 
the macro-level which consists of risks sourced externally (exogenously); second, 
the meso level which consists of risks sourced endogenously (self-developed) and 
project-related; and third, the micro-level which consists of risks found in the 
stakeholder’s relationships. The final step of the risk identification should be a 
risk category summary sheet by using the risk breakdown structure and checklist, 
wherein the participation of every individual in the management team would be 
integrated [16, 46].
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The next stage of the risk management process is analyzing the risks. This stage, 
introduced by the Project Management Institute, includes qualitative risk analysis 
and quantitative risk analysis [16, 47]. As an intermediate process, it incorporates 
uncertainty quantitatively and qualitatively to evaluate the potential impact of risk 
[48]. In this stage, the risks with high probabilities, associated with a substantial 
impact on the project, should be focused on. Therefore, by the end of this stage, risk 
and uncertainty would be identified, then rating should be accomplished by forecast-
ing the probability of occurrence and severity of the risk impact as well [45, 48, 49].

To estimate the probability, scholars note two main approaches: subjective 
judgment and objective analysis [48, 50]. Subjective judgment is done by using the 
experience and scrutiny to make a direct estimate which allows the management to 
use the logic, intuition, and experience or it can be driven by the means of an edu-
cated guess [16, 45, 46]. Objective analysis usually needs historical data. Sometimes 
this can be impractical since it is difficult to find comparable information [16]. 
Therefore, scalers such as one-in-ten and one-in-hundred are often used.

In the last decade, several methods and techniques have been developed to 
analyze risk on an industrial plant [50]. Risk analysis has three main requirements: 
recognize what to expect as output data, collect the available data, and then select a 
suitable method for the analysis [50]. There is an agreement that these methods can 
be categorized into two groups: qualitative and quantitative [16]. Further, it can be 
described as deterministic, probabilistic, and a combination of deterministic and 
probabilistic [50].

More than 60 methods and techniques were identified by the scholars, one of the 
most used methods to estimate the impact of the risks is the analytic hierarchy pro-
cess (AHP) [51]. This technique breaks down the risks into small groups, constructs 
a hierarchical structure, compares the impact of each factor with other factors in 
the same group on a pairwise base, and allocates a comparison ratio to them. Hence, 
the same concept used between groups, and the final impact for each factor can be 
determined by multiplying the ratios. Table 2 shows some of the common methods 
and techniques used to analyze risks. Consequently, the estimates should be clari-
fied and improved on an ongoing basis [45].

Classification of risk 
analysis methods

Methods of risk analysis Literature

Quantitative Accident hazard analysis (AHA) [16, 50, 52, 53]

Quantitative Event tree analysis (ETA) [50, 54–56]

Quantitative Monte Carlo analysis [16, 50]

Quantitative Method organized systematic analysis of risk 
(MOSAR)

[50, 57]

Quantitative Optimal risk assessment (ORA) [50, 58]

Quantitative Simple additive weighting (SAW) [49, 59, 60]

Qualitative Failure mode effect analysis (FMEA) [16, 50, 61, 62]

Qualitative Hazard and operability (HAZOP) [50, 63, 64]

Qualitative Plant level safety analysis (PLSA) [50, 65]

Qualitative and quantitative Technique for order preference by similarity to ideal 
solution (TOPSIS)

[49, 66]

Qualitative and quantitative Complex proportional assessment (COPRAS) [49, 67]

Table 2. 
Risk analysis methodologies.



Concepts, Applications and Emerging Opportunities in Industrial Engineering

120

3. Project risk management

In [20], the risk management process was defined from the literature as a formal 
orderly process for systematically identifying, analyzing, and responding to risk 
events throughout the life of a project to obtain the optimum or acceptable degree 
of risk elimination or control and to achieve the project objectives. Further, project 
risk management is known as an integrative process, where it continues throughout 
the project life cycle [10, 16]. However, the intensity of the risk management process 
might decrease as the project progresses, but still, the threat of an unforeseen emer-
gent risk should not be ruled out until the project is completely over [15]. Hence, this 
definition predominantly emphasizes the hard skills at the expense of soft skills [28].

3.1 The hard side of risk management

There is a wide consensus on the indispensable elements for a risk management 
process [24]. This can be observed by the growing range of proficient tools and 
techniques, research base, and practical implementation across many industries 
[16, 24]. The literature offers several risk management standards, such as Risk 
Management Standard by the Institute of Risk Management (IRM); Project Risk 
Analysis and Management (PRAM) by the Association for Project Management 
(APM); the Project Management Body of Knowledge (PMBoK®), Chapter 11, 
by Project Management Institute (PMI); and Risk Management—Principles and 
Guidelines by the International Organization for Standardization (ISO) [16, 39–41]. 
These standards have well-defined processes and widespread practices that origi-
nally cover the hard side of management with few exceptions. For instance, PRAM 
identifies the functional roles of the organization’s members during the risk plan-
ning process and considers it as an element of risk management.

The hard side of risk management demonstrates pre-specified approaches that 
have tools and techniques within four major process groups (identifying, analyzing, 
developing a response, and monitoring and controlling risks) and it is feasible if 
adequate information were available [10, 32, 39]. In the last decades, these process 
groups branched out from the original four groups into identification, qualitative 
analysis of risks, quantitative analysis of risk, risk response planning, and risk 
monitoring and control [12, 16].

In the early stages of the project, risk identification should be implemented, and 
any further process in risk management would be performed on these identified 
potential risks [42]. Therefore, all possible sources of potential risks must be identi-
fied as early as possible to help the organizations in choosing the suitable strategy 
[11]. One of the best methods to identify the risks is by developing a checklist catego-
rizing the risks that might evolve during the project [18]. Also, historical records (les-
sons learned) and knowledge of risks from the experience-based of project personnel 
should be gathered and reviewed [12, 24, 43]. Further, the risks should be identified 
and classified by its nature and its potential impact on the current projects [16].

For risk identification, it seems that there is an agreement between research-
ers on the meta-classification approach, which identifies the risk factor based on 
three levels according to the project lifecycle environment [11, 18, 43–45]. First, 
the macro-level which consists of risks sourced externally (exogenously); second, 
the meso level which consists of risks sourced endogenously (self-developed) and 
project-related; and third, the micro-level which consists of risks found in the 
stakeholder’s relationships. The final step of the risk identification should be a 
risk category summary sheet by using the risk breakdown structure and checklist, 
wherein the participation of every individual in the management team would be 
integrated [16, 46].

121

Exploring the Project Risk Management: Highlighting the Soft Side of Project Management
DOI: http://dx.doi.org/10.5772/intechopen.93501

The next stage of the risk management process is analyzing the risks. This stage, 
introduced by the Project Management Institute, includes qualitative risk analysis 
and quantitative risk analysis [16, 47]. As an intermediate process, it incorporates 
uncertainty quantitatively and qualitatively to evaluate the potential impact of risk 
[48]. In this stage, the risks with high probabilities, associated with a substantial 
impact on the project, should be focused on. Therefore, by the end of this stage, risk 
and uncertainty would be identified, then rating should be accomplished by forecast-
ing the probability of occurrence and severity of the risk impact as well [45, 48, 49].

To estimate the probability, scholars note two main approaches: subjective 
judgment and objective analysis [48, 50]. Subjective judgment is done by using the 
experience and scrutiny to make a direct estimate which allows the management to 
use the logic, intuition, and experience or it can be driven by the means of an edu-
cated guess [16, 45, 46]. Objective analysis usually needs historical data. Sometimes 
this can be impractical since it is difficult to find comparable information [16]. 
Therefore, scalers such as one-in-ten and one-in-hundred are often used.

In the last decade, several methods and techniques have been developed to 
analyze risk on an industrial plant [50]. Risk analysis has three main requirements: 
recognize what to expect as output data, collect the available data, and then select a 
suitable method for the analysis [50]. There is an agreement that these methods can 
be categorized into two groups: qualitative and quantitative [16]. Further, it can be 
described as deterministic, probabilistic, and a combination of deterministic and 
probabilistic [50].

More than 60 methods and techniques were identified by the scholars, one of the 
most used methods to estimate the impact of the risks is the analytic hierarchy pro-
cess (AHP) [51]. This technique breaks down the risks into small groups, constructs 
a hierarchical structure, compares the impact of each factor with other factors in 
the same group on a pairwise base, and allocates a comparison ratio to them. Hence, 
the same concept used between groups, and the final impact for each factor can be 
determined by multiplying the ratios. Table 2 shows some of the common methods 
and techniques used to analyze risks. Consequently, the estimates should be clari-
fied and improved on an ongoing basis [45].

Classification of risk 
analysis methods

Methods of risk analysis Literature

Quantitative Accident hazard analysis (AHA) [16, 50, 52, 53]

Quantitative Event tree analysis (ETA) [50, 54–56]

Quantitative Monte Carlo analysis [16, 50]

Quantitative Method organized systematic analysis of risk 
(MOSAR)

[50, 57]

Quantitative Optimal risk assessment (ORA) [50, 58]

Quantitative Simple additive weighting (SAW) [49, 59, 60]

Qualitative Failure mode effect analysis (FMEA) [16, 50, 61, 62]

Qualitative Hazard and operability (HAZOP) [50, 63, 64]

Qualitative Plant level safety analysis (PLSA) [50, 65]

Qualitative and quantitative Technique for order preference by similarity to ideal 
solution (TOPSIS)

[49, 66]

Qualitative and quantitative Complex proportional assessment (COPRAS) [49, 67]

Table 2. 
Risk analysis methodologies.



Concepts, Applications and Emerging Opportunities in Industrial Engineering

122

Quantifying the qualitative analysis can be performed in several ways. One of 
them is by integrating a specific qualitative method with the Fuzzy Analytic Process 
[47, 55, 61, 68]. In [47] the integration was illustrated by combining the traditional 
AHP with fuzzy logic by giving a fuzzy scale to the AHP crisp values. Following 
the fuzzy ranking technique, the fuzzy scales were converted to crisp numbers by 
considering α-cut and expert opinions to ensure the precision of the paired compar-
ison, which lead to have criteria weight. By using an interval scale, a fuzzy decision 
is initiated to develop a matrix that would help in evaluating the risk, ranking the 
risks, and facilitating decision making. Typically, risk scales have a mapping matrix 
commonly used during the qualitative analysis [47, 51]. Further, there are five types 
of risk scales: nominal scales, interval scales, ordinal scales, calibrated ordinal 
scales, and ratio scales [51]. For instance, a nominal scale would identify the cost, 
schedule, and quality impact of the risk, assuming it occurs. Then, the dollar cost to 
remedy the problem(s) would be estimated. Finally, the product of probability and 
consequence (the cost to remedy) would quantify the risk to this particular project.

After analyzing the risk, risk response planning should be implemented. Hence, 
risk response planning was identified in [16] as “the process of developing options 
and determining actions to enhance the opportunities and reduce threats to the 
project objectives.” The level of risk impact is directly related to the effectiveness 
of the risk response process [16, 51, 69, 70]. However, the risk response process is 
rarely addressed in the current research related to risk management [69].

There is an agreement between scholars that the risk response process has four 
strategies [16, 51]. These strategies include avoidance, transfer, acceptance, and 
mitigation. In addition, contingency planning could be considered as a fifth strat-
egy [70]. Moreover, it is also considered as part of the risk acceptance strategy [16]. 
During the risk response process, transfer and mitigation are the only strategies that 
involve a real investment and require budget allocation. Consequently, proactively 
defining an appropriate strategy would help to improve the project outcome and 
may result in obtaining additional benefits [51, 70].

As mentioned earlier, the project may evolve, the risks may change, the likeli-
hood and severity of identified risks may change, new risks may emerge, identified 
risks may disappear, residual risks may arise, and new risks may emerge [13, 15, 
16, 45, 51, 70]. Monitoring and controlling process include: tracking the identified 
risks, monitoring residual risks, identifying new risks, ensuring and assessing the 
effectiveness of the selected risk response strategies [15, 16, 51]. Therefore, the 
risk monitoring and controlling process are crucial for the risk management plan, 
and it should be developed proactively and continually during the project life cycle 
[16, 45, 51].

The hard side of project management is well documented between the scholars 
[16, 28, 39, 41, 45, 51]. In this study, several tools and techniques were investigated. 
In addition, this chapter would collect the most common and efficient tools and 
techniques to create a framework that would help to assess the risk management 
process and provide a guideline to ensure an effective risk management process.

3.2 The soft side of risk management

The soft side of risk management embraces the process of managing and work-
ing with people, guaranteeing customer satisfaction with the purpose of retaining 
them, forming a favorable atmosphere for the project team to deliver high-quality 
products [31]. Further, creating a favorable atmosphere in the workplace would 
encourage the project team to deliver a high-quality product on time and within 
budget [26, 27, 30, 31]. The soft side of management aims to deliver such an atmo-
sphere [9, 10, 31].
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Several soft skills dimensions were discussed and identified by scholars for 
the management process [10, 22, 26, 30]. These soft skills include, but not limited 
to, communication skills, team-building skills, flexibility and creativity skills, 
leadership skills, the ability to manage stress and conflict, risk attitude, awareness 
of emotional intelligence, and navigating the organization’s culture [9, 10, 22, 26, 
27, 30, 31].

In [10], the soft approach of risk management was categorized into context, 
strategic approach to risks and uncertainties; risk communication and information; 
attitude, assignment, and relationship with stakeholders; and crisis management. 
However, one of the most significant success factors for an effective risk manage-
ment process is the one most often lacking, an appropriate and mature risk attitude 
[24, 28, 71]. Both researchers and practitioners agree that the attitude of individuals 
and organizations has a significant impact that influences whether the risk manage-
ment process would deliver what it promises [24, 71]. Consequently, it is important 
to not ignore the fact, that risk management is undertaken by people, acting 
individually and in various groups [28, 71].

Attitude refers to what motivates the decision-maker to choose responses to 
different situations [72]. Furthermore, attitudes often might be deeply rooted and 
represent the core values of individuals or groups. However, the attitude represents 
choices that differ from personal characteristics (they are situational responses 
rather than natural preferences or traits) [28, 71, 72]. Risk attitude was defined 
as “chosen response to uncertainty that matters, influenced by perception” [71]. 
Therefore, risk attitude may differ depending on a range of different influences. 
These influences can be identified and understood, which introduce the possibility 
of managing them and modify the risk attitude [71–73].

An agreement between scholars can be observed, risk attitude exists on a 
spectrum [24]. The response to uncertainty has two dimensions: comfort level that 
is divided into risk-tolerant, risk-seeking, and risk addicted; and discomfort level 
that is divided into risk-tolerant, risk-averse, and risk paranoid [24, 71]. Hence, 
different risk attitudes would trigger different responses to the same situation, since 
attitude drives behavior.

Risk attitudes are usually adopted sub-consciously [24]. Several practitioners 
are accustomed to their risk attitude to the point where they behave as if there is 
no choice [73]. For instance, if they consider themselves with a risk-seeking or 
a risk-averse attitude, they would act accordingly without assessing the current 
situation. On the other hand, some organizations have learned to assess each situ-
ation internally, and then choose a risk attitude which is most appropriate to the 
current situation to offer the best chance of reaching the project objectives [71]. 
Consequently, risk attitude can be integrated with the risk response process group 
to ensure effective risk response planning.

In [71], a process that applies emotional literacy to assess risk attitude was 
proposed and can be used to modify the organization’s risk attitude when it is 
needed. Accordingly, emotional literacy is the process of using emotional intelli-
gence components (recognize, understand, and appropriately express emotions) to 
manage the individual and group emotions to help them succeed.

The first step in assessing the risk attitude of an organization is assessing the 
individuals’ risk attitude toward a situation. The proximity toward risk and the 
influence that an individual has can be used as a proxy measure to assess the indi-
vidual influence on the organization’s risk attitude [71, 74]. The literature provides 
several methods for stakeholder mapping that includes these two variables. For 
instance, in [74], the stakeholder cube method was discussed as a subjective assess-
ment of the influence and interest of an individual and how it can affect their 
decision-making process.
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gence components (recognize, understand, and appropriately express emotions) to 
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The first step in assessing the risk attitude of an organization is assessing the 
individuals’ risk attitude toward a situation. The proximity toward risk and the 
influence that an individual has can be used as a proxy measure to assess the indi-
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The same concept can be used to assess the individual potential influence in a 
group. For example, an individual with high power (power can be gained through 
referent power, expert power, reward power, coercive power, and legitimate power 
[74, 75]) have a higher influence on the behavior and outcomes of a group [76]. At 
the same time, the proximity to a situation drives the individual to be more active 
and interested in the outcomes, which encourages to influence the organization’s 
attitude toward a situation.

The group risk attitude is influenced by other factors than the individual’s 
risk attitude. The organization, as a group, behavior can be influenced by group 
dynamics, organizational culture, national culture, and societal norms [71, 77]. 
The group dynamic and organizational culture can have a huge impact on the 
organization’s risk attitude and it can lead to adopting different perspectives or risk 
attitudes by the group from that taken by individual members. Comparing to the 
individual attitude, the group attitude could be influenced to become “risky shift” 
where the group tends to be more risk-seeking than its individuals or “cautious 
shift” where the group becomes more risk-averse [74].

In addition, subconscious and unmanaged risk attitudes pose a significant threat 
to the ability of individuals and groups to achieve their objectives [71, 76]. Therefore, 
understanding how the risk attitude influences the organizational behavior and the 
decision-making process; being able to adopt a suitable risk attitude for each situa-
tion; and if needed being able to modify the current risk attitude, are steps that help 
the organization to improve their risk management efficiency [24].

The organization culture could be influence by the leadership style of the top 
management [74, 77]. In the last decade, several studies emphasized the importance 
of internal communication within the organization, where the voice of lower-level 
employees can offer an important source of information to organizational learning 
and change [73, 77–80]. Further, locally held knowledge can help in risk identifica-
tion and evaluation. Therefore, top management should provide a safe environment 
(one that shows interest and willingness to act on the provided information), even 
sometime, with an incentive to encourage the employee to speak up about organiza-
tional issues and potential risks [77, 80].

In general, employees tend to be intimidated to speak up since risks tend to have 
negative implications and often implies a need for a change [78, 79]. In [77], it was 
concluded that top-management support and its openness to ideas are one of the 
most important circumstantial factors for the employees’ inclination to provide 
input on potential threats and opportunities. Furthermore, a participative leader-
ship style significantly enhances the risk management process and introduce a 
positive interaction and advantageous atmosphere in the workplace [73, 77, 80].

Moreover, developing a positive relationship with the project stakeholders is fun-
damental in the risk management process [80]. This relationship may not always pro-
tect the organization from every risk, but it can be seen as a “reservoir of goodwill” 
as the stakeholders place their confidence in the management team, which would 
help to deal with risks more effectively and ultimately contribute to the achievement 
of organizational goals [80, 81]. For the most part, project management literature 
suggests that various stakeholders, which may include individuals and organizations, 
may be directly or indirectly involved in the process of managing risk [80].

Kutsch and Hall [81] offer an overview of management team behaviors that 
tended to prevent required actions or pause any changes on the original plan, 
extracted from the project uncertainty management and expected utility theory 
(EUT), regarding the relationship with stakeholder and the leadership style of top 
management. These behaviors were called intervening conditions that driven from 
a lack of knowledge, distrust, or discomfort [82]. In addition, they can be catego-
rized in the context of uncertainty into denial, avoidance, delay, and ignorance 
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of uncertainty [81, 82]. Hence, these behaviors are unconscious behaviors rooted 
in approaches driven by the management due to fear of revealing bad news or the 
tendency to obey the original plan and follow procedures [81].

The causes of these actions can be traced to the perception of management on 
the stakeholder reaction to the information. For instance, denial of uncertainty 
refers to the management refusal to reveal risk-related information (that may hold 
negative or discomforting connotations) to other stakeholders [81–83]. Denial of 
uncertainty can be adopted to not expose the stakeholders to something perceived 
as negative which might endanger the long-term relationships with them.

Avoidance of uncertainty refers to the lack of attention to risk-related informa-
tion due to insufficient trust or belief in the efficacy of that information [81, 82]. 
Therefore, management tends to avoid uncertainty out of fears of conflicting con-
fidence levels about risk estimates between stakeholders. On the other hand, delay 
of uncertainty refers to the failure to consider or resolve risk due to lack of interest 
or poor general approach to project management [81, 82]. In this case, management 
tends to delay dealing with uncertainty to accommodate the different expectations 
of stakeholders about how to manage risk. Finally, ignorance of uncertainty refers 
to the complete lack of awareness of risk-related information by the majority of 
stakeholders [81–83]. This behavior can be traced back to the unwillingness to 
spend more resources on the scanning of the environment or the inability to scan 
and interpret the environment because of certain factors such as complexity and 
dynamics of a project [34, 81].

Ignorance and denial of uncertainty could be forestalled by increasing the 
tolerance of ambiguity, the experience of the management team, and the amount 
of control that a project manager has over internal and external factors [82]. 
Tolerance of ambiguity was defined in [83], p. 2, as “the tendency to perceive 
ambiguous situations as desirable” which refers to the extent to which an indi-
vidual seeks clarity and specifies vague and unclear information to use it to 
improve their risk management proficiencies [82]. Several studies suggested that 
spending more time during the environmental analysis process for the purpose of 
uncertainty reduction could lead to a higher degree of tolerance toward ambigu-
ity [34, 81–83]. Furthermore, top management with greater experience (greater 
accumulation of relevant historic data) may help to avoid the problem of complete 
unawareness of threats [82].

In addition, delay, avoidance, and denial of uncertainty may be decreased with 
increased project manager control over internal and external factors that affect 
the project [81]. Hence, if managers perceive their environment as more control-
lable they tend to be more proactive [82]. On the other hand, only focusing on the 
statistical probability of threats and their impact while ignoring any other informa-
tion can be considered irrational. Therefore, top management should be prepared 
and willing to react to any unpredicted disruptions in the project while keeping 
transparency with the relevant stakeholders [34].

The impact of the intervening conditions can be beyond the control of the top 
management or might be initiated by a supplier or a customer or even as a result of 
the managers’ behavior [81–83]. The top management should recognize that a ratio-
nal decision-making process is required, and concealing information or ignoring 
uncomfortable risks is not rational and might jeopardize the long-term relationship 
with stakeholders [81].

This section identified several soft skills approaches and highlighted the scholars’ 
perception of the soft side of risk management. The next section would propose and 
suggest practices, tools, and techniques related to the soft side to help to generate 
a framework that assesses the risk management process and provide a guideline to 
ensure an effective risk management process.
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In addition, delay, avoidance, and denial of uncertainty may be decreased with 
increased project manager control over internal and external factors that affect 
the project [81]. Hence, if managers perceive their environment as more control-
lable they tend to be more proactive [82]. On the other hand, only focusing on the 
statistical probability of threats and their impact while ignoring any other informa-
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The impact of the intervening conditions can be beyond the control of the top 
management or might be initiated by a supplier or a customer or even as a result of 
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nal decision-making process is required, and concealing information or ignoring 
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This section identified several soft skills approaches and highlighted the scholars’ 
perception of the soft side of risk management. The next section would propose and 
suggest practices, tools, and techniques related to the soft side to help to generate 
a framework that assesses the risk management process and provide a guideline to 
ensure an effective risk management process.
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4. Discussion

In the 2000s, the literature extensively studied the hard side approaches of risk 
management as the main approach to managing risk, while each element of the 
soft side approaches was studied separately [10, 24]. This study investigates these 
approaches to propose a conceptual framework in order to assess the risk manage-
ment process implementation and provide a guideline to improve the process by 
integrating practices and processes from both sides of management.

A major focus of this review is to unpack the current understanding of the 
soft side of risk management. Also, to investigate the benefits of adopting soft 
approaches in parallel with the hard ones. However, this can be problematic, given a 
limited study of the integration concept and its ambiguity in existing literature [12].

Few studies were to be found investigating the influence of both approaches of 
risk management together (soft and hard) [10]. It is true that without a proper theo-
retical understanding of the concept of project management soft skills, the practi-
cality would be underdeveloped and might result in improper resource distribution. 
In addition, risk perceptions manly steer decisions about the acceptability of risks 
and the core influence on behaviors [73]. However, neither perceptions of nor atti-
tudes toward risk could be taken as equivalents of actual behavior. Consequently, 
the need to integrate the soft and hard skills was recognized.

The literature provides well-proven models and frameworks to describe and 
assess the various dimensions of the soft side of risk (e.g. risk attitude, human 
factors, and emotion) separately [24]. However, these dimensions interact in 
powerful ways and these interactions can have a significant influence in determin-
ing the effectiveness of each separate dimension [71]. On the other hand, the hard 
skills considered by scholars as baseline competencies that cover only part of the 
managerial aspects of project uncertainties. [27]. Hence, the hard side is considered 
essential for the day to day operation, rather than a sufficient tool by itself for man-
aging risks, especially, if the organization commence the risk management process 
through its people, acting individually and in various groups. In addition, since 
most projects can present unforeseeable uncertainty, this study suggests the need 
to integrate the hard and soft sides during the risk management process. Figure 1 
shows a conceptual framework that integrates practices and tools from both sides of 
risk management to ensure a more efficient risk management process.

Figure 1. 
Conceptual framework (comprehensive integrated tools and practices within the risk management process).
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At the same time, researchers found that there is a strong relationship 
between the amount of risk management implemented in a project and the level 
of project success [10]. The earlier risk management was undertaken in a project, 
the higher is the level of success [17]. Consequently, organizations are giving 
more attention and value to risk management for improving project efficiency 
and effectiveness [12].

In [10], the impact of the soft approach was investigated with the relationship to 
project success, and they found that the soft side of risk management appears most 
prominently and explains 10.7% of the effect on project success. In addition, they 
investigate the relation to the hard side, and they found a significant correlation 
between the two sides. Further, they found that the soft side supports the hard side 
with a correlation explains 25.3% of the effect on the hard side.

The hard side has been consolidated over time with the effort of profes-
sional associations, companies, and scholars through toolsets, standards, and 
BoKs [10, 16, 39]. This study combined tools and practices from the literature 
in order to gather 14 practices and tools that best explains and covers the hard 
side of risk management, and it was driven from the main 4 process groups of 
risk management. However, scholars suggest that the impact of this effort on 
the project success is still weak and can be improved by integrating the soft 
side of management within the risk management process [10]. Consequently, 
as illustrated in Figure 1, this study focused on three aspects of the soft side to 
enhance the risk management proficiencies and resulted in three process groups 
driven from the following literature [10, 22, 24, 26–31, 71, 73, 74, 76–83]. These 
groups include:

• The organization risk attitude, and have four tools and practices: perform indi-
viduals mapping to assess their proximity to risk; perform individuals mapping 
to assess their influence in the organization (level of power); investigate and 
understand the organizational culture along with the group dynamics and 
its influence on the organization risk attitude; identify the organization risk 
attitude with its relevance to the individuals’ attitude (risky shift or cautious 
shift).

• Participative leadership style, and have two tools and practices: create internal 
communication channels to communicate risk-related issues; show interest 
and willingness to act on all provided information.

• The relationship with stakeholders within uncertainty condition, and have 
four tools and practices: perform concentrated environmental analysis for the 
purpose of uncertainty; increase the tolerance of ambiguity by ensure clarity 
and specifies vague and unclear information; keep accumulation records of 
relevant historic data along with hiring more experienced managers to deal 
with uncertainty; assure to the stakeholders that top management are prepared 
and willing to react to any unpredicted disruptions in the project.

This integrated framework provides base guidelines to enhance overall risk 
management efficiency. For instance, using the practices from the organization 
risk attitude process group can help to assess, describe, and understand the orga-
nization’s risk attitudes. Consequently, the action is required to modify attitude, 
especially, when identified risk attitude is not beneficial to achieve effective risk 
management [24, 71]. Further, recent studies in the field of emotional intelligence 
provide means that can promote and manage attitudinal change for both individuals 
and organizations [71].
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5. Conclusion

In the last decades, scholars argued for the need of combining the hard and 
soft skills of management [22]. Consequently, tools and practices that encourage 
the hard side of management are necessary, but they need to be supplemented 
with leadership and soft skills. Since effective project risk management requires 
broad involvement and collaboration across all segments of the project team and its 
environment [10]. A deeper understanding of the soft side of risk management can 
open up a wide range of opportunities for scholars and practitioners interested in 
improving the risk process around the world. Therefore, the conceptual framework 
presented in this study provides a guide to facilitate integrating the hard and soft 
sides of risk management.

The majority of the literature support that the soft side has an impact on proj-
ect success. Further, a significant relationship between the hard and soft sides is 
recognized in several fields. This relation influences the implementation of the risk 
management process throughout the project life-cycle. However, even that several 
studies consider the soft skills as requisites for success, some still disagree with the 
fact that these skills can be taught, learned, or managed and advocate that these 
skills are innate or genetic [28]. This study provides a way to assess and describe 
some of these skills and provides tools and techniques to influence and man-
age them.

Finally, focusing on the suggested three process groups helps scholars and 
practitioners to better understand the soft side concept of risk management and 
pave the way for improving the risk management process itself. In conclusion, the 
soft side of risk management is a viable concept within risk and uncertainty man-
agement studies, which is yet to be fully explored. In addition, integrating the soft 
and hard skills offer a broader risk management process that ensures more efficient 
results. Consequently, there is a need for more in-depth research that goes beyond 
documentation of meanings and activities regarding the soft side of risk manage-
ment to the documentation of the process that integrates the hard and soft sides and 
monitors the progress resulted in implementing the integration.
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Chapter 9

Linear Programming Optimization
Techniques for Addis Ababa
Public Bus Transport
Eshetie Berhan and Daniel Kitaw

Abstract

Anbessa City Bus Service Enterprise (ACBSE) is the only public enterprise that
provides transport services in the city of Addis Ababa. The enterprise uses a fixed
bus schedule system to serve passengers in more than 125 routes. However, the
current bus assignment and scheduling system are becoming a challenge in the
company’s operational performances. The objective of this paper is to develop an
optimum bus assignment method using linear programming (LP). After a thorough
analysis of the existing bus scheduling system, the LP model is developed and used
to determine the optimal number of busses for each route in four shifts. The output
of the LP-model is then validated with the performances of the existing systems.
The findings of the study showed that the new model reveals better performances
on the operating costs, bus utilization, and trips and distance covered compared
with the existing scheduling system. The bus utilization is improved by the new
system and cut costs on the one hand and improves the service quality to passengers
on the other hand. The authors recommended the enterprise to adopt the new bus
assignment system so that busses can be assigned based on the demand distribution
of passengers for each route at a given shift.

Keywords: bus scheduling, bus utilization, linear programming, optimization
techniques, model validation

1. Introduction

The bus schedule is one of the operations planning process in bus transport that
deals with the proper assignment of busses to routes to serve the expected passenger
demand. The planning process in public transportation consists of different recur-
rent and complex tasks. It starts at a strategic level by collecting or forecasting the
number of passengers at each transfer point, which is most of the time fully
unknown and adds to the complexity of the planning process [1–3].

The decision-making process of the bus assignment is, however, a trade-off
between service quality and operating costs for the bus operating companies [4].
It is because using too many busses incurs more operating costs while resulting in
good service quality, whereas too few busses have the opposite effect. Based on the
information collected from Anbessa City Bus Service Enterprise (ACBSE) cur-
rently, the enterprise serves more than 125 routes (as of 2019) that connect differ-
ent parts of the city using 759 operational busses. The number of passengers shows
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high variability during each period which requires fluctuating the number of
assigned busses in each route. But the enterprise uses mainly a fixed number of
busses scheduled per route in its operation throughout the day. This resulted in
some busses moving empty while others are being overcrowded, which subse-
quently results in poor performance and service quality. Moreover, the transporta-
tion service in ACBSE has many challenges such as low bus utilization, unsatisfied
passengers’ demand, and higher operating costs.

To address the challenges of bus assignment and scheduling problems in ACBSE,
this paper first focuses to develop a demand-oriented Linear Programming (LP).
Linear Programming is a well-accepted technique within the field of Operations
Research, a specialty area within the broader field of Industrial Engineering. Then
the LP-model is used to solve and optimally satisfy the existing passengers’ demand
in four operating periods in a day using 93 selected routes. For simplicity purpose,
in this paper, the four operating periods are named as shifts.

2. Bus scheduling techniques

The concept of planning a minimum cost set of transporting routes to serve a
group of customers is a fundamental constraint in the field of transport and logistics
[5–7]. It is because, in the total cost of the product, transportation accounts for
about 20% of the total costs of a product [8]. Therefore, the need for developing a
better route plan that can reduce the cost of transportation is the concern of various
industries in the field.

To address the above issues, the basic and well-studied routing model is the
Traveling Salesman Problem (TSP), in which a salesman is to visit a set of cities and
return to the city he started in [2, 9, 10]. The objective of the TSP is to minimize the
total distance traveled by the salesman. Vehicle Routing Problem (VRP) is a gener-
alization of the TSP in that the VRP consists of determining m vehicle, where a
route is a tour that begins at the depot, visits a subset of the customers in a given
order, and returns to the depot [9–11].

The activity of planning and designing a delivery or a pickup service to cus-
tomers in the logistics and supply chain is known as a Vehicle Routing Problem [6].
The first time it was proposed by [12] under the title “Truck dispatching problem”

to design the optimum routing of a fleet of gasoline delivery trucks between a bulk
terminal and a large number of service stations supplied by the terminal. Often the
context is that of delivering goods located at a central depot to customers who have
placed orders for such goods, but the area of application of VRP is also so versatile
and is used in many areas in real-world life.

“The VRP is defined by a depot, as a set of geographically scattered customers
with known demands, and a set of vehicles with fixed capacity” [7, 13]. All depts
must be visited just once and the total demand of a route must not exceed the total
vehicle capacity. The VRP aims to minimize the overall distribution costs. In most
real-life distribution contexts many side constraints complicate the VRP model.
These side constraints can be time, that is the total route time and windows time
within which the service must begin.

In the literature, VRP was also known as the “vehicle scheduling” (VSP) [6], or
“Vehicle dispatching” or simply as the “delivery problem” [14]. It appears very
frequently in real-world situations not directly related to the physical delivery of
goods.

The VRP problem is a combination of the two well-known optimization prob-
lems: the Bin Packing Problem (BPP) and the Traveling Salesman Problem (TSP)
[15–17]. The BPP is a problem given a finite set of numbers (the item sizes) and a
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constant K, specifying the capacity of the bin, what is the minimum number of bins
needed? [16].

Logically, all the items have to be inside exactly in one bin and the total capacity
of items in each bin has to be within the capacity limits of the bin. This is known as
the best packing version of BPP. The TSP [3] is about a traveling salesman who
needs to visit several cities. The salesman has to visit each city exactly once, start
and end location, commonly called depot in VRP. The issue is to search the shortest
tour within all the cities [17]. Connecting this to the VRP, customers can be allotted
to vehicles by solving BPP and the order in which they are visited can be found by
solving TSP. A VRP with a single vehicle and infinite capacity is a TSP.

VRP is a common name given to a problem in which a set of routes for a fleet of
vehicles based at one or several locations called a depot, must be determined for
several dispersed cities or customers [18]. The motive is to service a set of customers
with a minimum-cost [16, 19]. Vehicle routes originate and terminate at a depot. It
is one of the most challenging combinatorial optimization problems in distribution,
and logistics [7]. Customers may be in a dispersed location and a fleet of vehicles
need to serve them from a depot and return to the depot [16]. The decision here is
to determine the assignment of the vehicle (s) and route (s) that a vehicle will serve
them best. The commonly used illustration of the input and output of VRP is given
in Figures 1 and 2.

Since both BPP and TSP are the so-called NP-hard problems and since VRP is a
combination of the two, it is also NP-hard [12, 16, 20, 21]. Since the last decades,
VRP has got much interest from many scholars. Even in recent years, with the rapid
advancements of globalization and supply chain systems, VRP is becoming one of
the important research topics in the fields [4, 22, 23].

Moreover, the complexity and its application importance immense literature
have devoted to the study and analysis of Bus Scheduling Problem (BSP) and many
optimization models have been proposed [23]. The different models developed have
tried to accomplish near-optimal solutions with an acceptable amount of computa-
tional effort and time [6]. There are many extensions for the Vehicle Schedule
Problem (VSP) or VRP with several requirements in the literature over the last 50
years [16, 24]. Among many others, some of the examples are the existence of one
depot [18] or more than one depots [4, 16], a heterogeneous fleet with multiple
vehicle types [18] the permission of variable departure times of trips, VRP with
deterministic demand which is commonly called classical VRP [13, 18].

Figure 1.
VRP inputs.

139

Linear Programming Optimization Techniques for Addis Ababa Public Bus Transport
DOI: http://dx.doi.org/10.5772/intechopen.93629
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3. Modeling and vehicle routing problem

Vehicle Routing Problem has been used in different applications and practices
but with many constraints. The major constraints according to [16] are the network
[25], demand and customers, depot locations, the type of vehicle used, and some-
times drivers. it is not possible to satisfy all the constraints in one model. In this
case, some of the constraints can be reduced without loss of generality. When some
customers left unserved due to this reason, in VRP, it called route failure [7]. In
some cases, by introducing different penalties or priorities, the situations can be
handled [6, 16].

The routing operations are performed to serve customers to start and end at one
or more locations, located at the road [5]. Each location or depot is identified by the
number and types of vehicles associated with it and by the number of goods it can
deal with [23]. Transportation of goods is carried out by using a fleet of vehicles with
fixed composition and size according to the necessities of the customers [25, 26].

The vehicle used in VRP is also one constraint in the model assumptions.
According to [16], the vehicles may be characterized by the capacity of the vehicle,
expressed as the maximum weight, or volume, or the number of pallets, the
vehicle can carry. In most application areas, the least practice constraint is the
drivers [16].

VRP is one of the most studied combinatorial optimization problems and is
concerned with the optimal design of routes to be used by a fleet of vehicles to serve
a set of customers [26]. VRP is not only focusing on the delivery and collection of
goods but involves also in different application areas arising from the transportation
and logistics system [16].

Different VRP models have been developed for different applications to study
the Routing Problem [1, 22]. The most recent is the one that has been devoted to
more complex variants of the VRP occasionally called “rich” VRPs. These are closer
to the VRP models [23] and are used to design an optimum allocation system that
can improve the level of their services [27]. Toth Paolo and Vigo Daniele [16] have
reported that the use of computerized methods in the VRP problems has signifi-
cantly saved the computational effort ranging from 5 to 20%.

VRP can be designed as a directed or undirected graph subject to the problem
environment [21, 28]. In the case of classical VRP where customers or customer’s
demands are known in advance and the driving time between the customer and the

Figure 2.
VRP outputs.
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service time at each customer are also known, it can be defined and formulated in
this section as a general VRP model [28].

It is designated in graph theory. To define the general model of VRP, let
G ¼ v,Að Þ be an asymmetric graph where V ¼ 0, 1, … , nf Þ is a set of vertices
representing cities or depot situated at the vertex 0, and A is the set of arcs. In every
arc i, jð Þ; i ¼ j is related to a nonnegative distance matrix C ¼ Cij

�
). In some cases, Cij

can be understood as a travel cost or as a travel time [21, 29, 30], it is often
appropriate to substitute A by E. Where E is a set of undirected edges in the graph
to represent asymmetric or undirected graph.

The common VRP comprises a set of at most K delivery or collection routes plan
such that each route starts and ends at the depot, each customer is visited exactly
once by exactly one vehicle, the total demand of each route does not exceed the
vehicle capacity and the total routing cost is minimized. With all these assumptions,
according to Stewart and Golden [31], a compact representation of VRP can be
presented as follow:

Minimize ¼
Xn

k¼1
cijxkij (1)

Subject to

Xn
i, j

qix
k
ij ≤Q, k ¼ 1, 2, ::n (2)

Where:
cij = The cost/distance of traveling, from i to j:
xkij = 1 if vehicle k travels from i to j; 0 otherwise
m = The number of vehicles available
Sm = The set of all feasible solutions in the m-traveling salesman problem (m-TSP)
qi = The amount demanded at location i
Q = The vehicle capacity.
In many realistic cases, the cost or the distance matrix satisfies the triangular

inequality such that Eq. (3):

cik þ ckj ≥ cij; ∀i,j,k ∈V: (3)

In the VRP models, a differentiation has to be made between symmetric Eq. (4)
and asymmetric Eq. (5). Solution approaches can vary significantly between these
two cases [30].

A ¼ i, jð Þ j i∈V, j∈V, i ¼ jf g (4)

A ¼ i, jð Þ j i∈V, j∈V, i< jf g (5)

In the real world, however, the general VRP model is enhanced by various
constraints or side-constraints, [5]. The constraints can be such as vehicle capacity
or time interval in which each customer has to be served [16], revealing the Capac-
itated Vehicle Routing Problem (CVRP) [20] and the Vehicle Routing Problem with
Time Windows (VRPTW) [18, 21].

VRP models, whether they are used for public transport or transit, as well as
distribution and logistics, they share certain mutual features. That is, they focus on
the optimization of cost (working cost), distance covered, waiting time, etc.
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Figure 2.
VRP outputs.
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service time at each customer are also known, it can be defined and formulated in
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�
). In some cases, Cij
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4. Methodology

The current operations schedule of ACBSE has faced many challenges in its
schedule busses assignment for each route. The enterprise uses a scheduling system
that operates from 6:30 to 20:30. As shown in Table 1 below, The enterprise has a
fixed scheduling system, which means, the number of busses allowed on each route
remains constant irrespective of the commuters’ demand. In reality, however, the
number of busses in each route should have been varied and can be determined
based on the commuters’ demand distribution. These approaches have made some
busses moving empty while others being congested and resulting in capacity loss to
the enterprise and bad service to passengers.

The enterprise occasionally involves additional busses on few routes during peak
hours to overcome the challenges. Due to the absence of records for such decisions,
therefore, in this study, the fixed number of busses assigned on each route is only
considered as a basis for benchmarking.

5. Data collection

The data were collected only on the 93 routes that have been used by the
enterprise for more than a decade. The data includes route performances, number
of passengers served per route, the total trips made, revenue generated, running
cost, and distance traveled. Moreover, data were also collected concerning the
number of busses, bus capacity, average bus travel time, the length of each route,
and working hours. The data were analyzed and organized per shift per route basis
for validation purposes. The operating shifts, the time interval for each shift, and
the passengers demand proportion per shift are reported in Table 2.

As per the report of the company, the enterprise has 534 busses and transported
about 640, 000 passengers per day in 125 routes. In addition to these, the enterprise
covers about 138 km and makes 61.50 trips per day [32]. In this study, it is also
possible to classify the enterprise schedules in four shifts, i.e. peak hour and off-
peak-hour schedules. These are two peaks and two off-peak periods during the
services time (from 6:30 to 21:00). The morning peaks are from 6:30–9:30 and
15:30–19:30, while the off-peaks are also in the morning and afternoon shift. The
details are reported in Table 2.

The demand proportion has also distributed within the four shifts. In the morn-
ing peak hour, the enterprises serve about 40% of the daily passengers. In the
second peak-passengers’ demand occurs in the evening shift shares about 35% of
total passengers. The other periods are the first and the second off-peak shift which

Route No. Origin(local Name) Destination (local Name) No. of busses Kms

1 Megenagna Kara 2.00 7.70

2 Kore Mekanisa Addis Ketema 4.00 11.10

3 Ayertena Minilik Square 8.00 10.80

4 Haliti Addis Ketema 5.00 19.40

93 Bole Bulbula Megenagna 2.00 15.20

Total 36.00 132.80

Table 1.
The fixed number of busses assigned on selected routes (as of 2011).

142

Concepts, Applications and Emerging Opportunities in Industrial Engineering

occurs after the morning peak and the evening peak shift in which 20% and 5% for
the demand proportion is allocated respectively.

6. Model development

The researchers have investigated the existing operating systems of the ACBSE,
and a linear programming (LP) model was developed. The model helps to achieve a
solution for the scheduling problems of the enterprise. The LP model developed in
this study is a new approach in the literature of VRP that considers the trips made
by two different types of busses to address the demand distribution of passengers in
93 routes in four working shifts.

6.1 Running the model

The LP model was fitted with data. To achieve its object, the model was coded and
run using the General Algebraic Modeling System (GAMS) optimization software.
The GAMS code was running within 0.15 seconds on 3.10 GHz, Window7 Home
Premium, 4GB RAM, and core (i5) Dell Personal computer (Optiplex 790-Model).
The resulting solution of the LP-model was first the number of trips per route per
shift for each type of bus. After obtaining the solution, then, the number of trips was
translated into the number of busses per route per shift for each type of bus.

6.2 Model validation

The LP model was investigated and validated to identify potential areas of
improvement in the scheduling and assignment problem of ACBSE. It is also used to
determine the number of busses to be assigned in a given route at a given shift that
can address the demand distribution of passengers each shift for the 93 routes. The
results of the LP-model were validated by comparing the current schedule and
performances of the enterprise. The validation was made using four performance
measuring parameters namely bus utilization, the total number of trips made, the
total distance traveled, and the different operating costs.

7. Develop the LP model

In order to develop the LP mode, leti be the number of trips per route per shiftj
made by bus type-I is represented by “xij” and by that of bus type-II is marked by
“yij”. The model is developed as a general model, at this section, then later is fitted
to the ACBSE problem with data collected from the enterprise.

Shift Time interval Duration (minute) Demand proportion (%)

Morning peak hours 6:15–9:30 195 40%

First off-peak hours 9:30–15:30 360 20%

Evening peak hours 15:30–19:30 240 35%

Second off-peak hours 19:30–21:00 90 5%

Total 870 100

Table 2.
Demand proportion and duration of each shift.
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Definition of terms:
i = Route number, where i ¼ 1, 2, 3, … :, n
j = Shifts, j ¼ 1, 2, … ,m
Dij = Passenger demand of route i at shift j
Cx and Cy = Capacity of bus type-I and bust type-II, respectively
Mj = Minimum Number of trips required at a given shift j
Fx and FY = Total available busses type-I and bus type-II, respectively
Tij= Trip factor, maximum trips a bus can be made on route i per shift j
Pi = Trip proportion for route i
The objective is to minimize the total number of trips made by bus type-I and

bust type-II. This objective is represented by Minimize :
Pm

j¼1
Pn

i¼1 xij þ yij
h i

but

needs to fulfill other various constraints.
The first constraint is to set the overall bus capacity of the Enterprise. This is the

capacity of the two types of busses assigned in route i during shift j. This capacity
should be greater than or equals to the total demand required by passengers that
require ta rip in route i at shift j. It is Mathematically expressed as Cxxij þ Cyyij ≥Dij.
The second and third constraints are used to check the total number of busses for
each type of bus. To this effect, the total trip required by bus type-I and bus type-II
should be less than or equal to the total trips available by bus type-I and bus type-II
respectively. These are Mathematically expressed as:

Pm
j¼1
Pn

i¼1xij ≤Fx
Pm

j¼1
Pn

i¼1Tij;
and

Pm
j¼1
Pn

i¼1yij ≤FY
Pm

j¼1
Pn

i¼1Tij.
The fourth constraint will determine the total minimum number of trips

required in every 30 minutes for each of the 93 routes. This constraint is given b,Pm
j¼1
Pn

i¼1 xij þ yij
h i

≥ 93
P4

j¼1Mj . The trip made by bus type-I and bus type-II for

each route i at each shift j should also be less than the total proportion of the trip
available. This constrain is mathematically stated as: xij ≤ FxPiTij; and yij ≤FyPiTij.
The last constraint that shows sum of proportion. It must be summed and become
one. This is written as

Pm
i¼1Pi ¼ 1:

After compiling all the above constraints, the overall LP-model that determines
the optimum number of trips i required per route per shift j is formulated as follows.

Minimize :
Xm
j¼1

Xn
i¼1

xij þ yij
h i

(6)

Subject to

Cxxij þ Cyyij ≥Dij (7)

Xm
j¼1

Xn
i¼1

xij ≤Fx

Xm
j¼1

Xn
i¼1

Tij (8)

Xm
j¼1

Xn
i¼1

yij ≤Fy

Xm
j¼1

Xn
i¼1

Tij (9)

Xm
j¼1

Xn
i¼1

xij þ yij
h i

≥m
Xm
j¼1

Mj (10)

xij ≤FxPiTij (11)

yij ≤FyPiTij (12)
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Xm
i¼1

Pi ¼ 1 (13)

xij, yij ≥0 (14)

The objective function 6 will minimize the total number of busses required to
serve the total demand. Constraint 7 represents the combined capacity of busses
assigned to each route i at a given shift j. Eq. 8 and 9 represent the total number of
busses that need to be assigned for each route. The total required number of busses
must be equal or less than the available number of busses the enterprise has; Eq. 10
shows that the total number of busses to be allotted on each route per shift has to
fulfill the minimum number of busses required per route per shift. Eq. 11 and 12 are
the number of busses to be assigned to a given route. Moreover, Eq. 13 warrants that
the total sum of a probability is always one; last Eq. 14 is nonnegativity constraints.

This model guarantees at least one round trip for each route every 30 minutes to
maintain a quality service level. It also contributes to the scientific body of knowl-
edge by introducing different bus types in a single LP-model as a new constraint.

In the model, the travel time of bus on a given route was considered as the total
sum of passenger boarding and alighting time (dwell time), acceleration and decel-
eration at bus stops, traffic light, and transfer time between each stop. However,
little attention was also given to consider the functionality of the model and its
output. In particular, the model was run once for all of the four shifts. The number
of busses will be checked to make sure, Mj is met for all time slots. The results
obtained may be fractional but rounded up later into upper integer values. All these
may affect real mathematical optimality.

7.1 Minimum number of buses

For clarity and understanding, moreover, some of the parameters were defined.
Some of the parameters are, Mj, Tij, and Pi. They are explained and illustrated in
detail below. The value of Mj is the minimum number of trips required at shift j to
meet the maximum allowable waiting time. In this model, a single trip time for a
given shift is 30 minutes in the length of the period which is 4 hours. For a given
shift, then a minimum of 8 trips are required to limit the maximum waiting time of
passengers to 30 minutes. This means, there should be at least one bus every
30 minutes or half an hour for each shift to provide quality service. The actual
minimum number of busses required for this model is one bus because within a trip
time of 30 minutes one bus can make eight trips during a 4 hour time interval.
Therefore, Mj is given by:

Mj ¼ Total Duration for shift j minutesð Þ
30 minutes

(15)

Thus using Eq. 15 and the data reported in Table 2 above, the value ofMj for the
four shifts are computed and presented in Table 3.

7.2 Trip factor analysis

The other parameter that needs to be defined and explained is the trip factor, Tij.
It is computed using Eq. 16. This value is the minimum number of trips a bus can
make on route i at a given shift j. Since the model computes the total trips that are
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Xm
i¼1

Pi ¼ 1 (13)

xij, yij ≥0 (14)
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needed per route per shift, the trip factor is used to calculate the available number
of trips per route per shift.

The trip factor is the maximum number of trips a bus can make on route i per
shift j; this factor is used to get the available number of busses in terms of trips. This
is because the model computes the total number of trips that are required per route
per shift. The actual number of busses is, then, calculated from the trip factor by
setting how many trips a single bus can make at a given period.

Tij ¼ Total Duration for shift j
Single trip travel time for route i

(16)

By multiplying the trip factor by the available number of busses, that is Fx and
Fy, it can help to find the maximum possible trips made by the total available
busses.

7.3 Trip proportion

The other parameter that needs explanation is the trip proportion, Pi. It is
required for route i during shift j. Pi is the trip proportion of a given route i from the
overall routes also given by Eq. 17? Pi is used to determine trips to route i from the
total available. The number of trips for each route is also computed based on the
proportion of the total trips of all the routes. It is given by the following equation.

Pi ¼ Daily Demand of Route i
Total Daily Demand of all Routes

(17)

The last parameter the requires explanation is Dij. It is the average daily passen-
gers of route i during shift j that requires transport services. It is collected from the
secondary data sources of the enterprise. It is allocated per shifty by multiplying the
average number of daily passengers of route i by the demand proportion of shift j
and is reported in Table 2.

7.4 Solve the model

The next step is to run the model to obtain feasible solutions. The LP model is
solved based on the data of the average daily passengers that have been transported
for the last 19 months in four shifts. The daily passengers’ that demand for transport
for the last 19 months was collected and then the average daily passenger’ demand

Route No. Demand Demani (Dij) per Shift Trip factor
(Tij) per Shift

Pi D1 (m1 = 7) D2 (m2 = 12) D3 (m3 = 8) D4 (m4 = 3) 1 2 3 4

1 4126 0.014 1650 825 1444 206 7 12 8 3

2 3497 0.012 1399 699 1224 175 4 7 5 2

3 11,030 0.038 4412 2206 3860 551 4 7 5 2

4 3029 0.010 1212 606 1060 151 3 5 3 1

93 778 0.003 311 156 272 39 2 4 3 1

Table 3.
Input parameters for the LP model for some routes.
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of each month was computed per route per shift based on the trip proportion (Pi) of
route i, and reported in Table 3.

7.5 Input parameter to the model

In the process of running and solving the model, first, the input data has to be
fitted. In this regard, to fit the LP-model with the input parameters that are
involved in the model, first it the parameters needs to be determined. These
parameters are either computed or collected from the enterprise. The sample input
parametric values are shown in Table 3.

These inputs parameters are standard carrying capacity of busses, the opera-
tional number of busses, the passenger that demand transport services per route per
shift (Dij), the trip factors (Tij), the minimum number of trips per shift (Mj) and
the trip proportion per route (Pi). The sample input parametric values of a few
routes are shown in Table 3.

There are four types of busses used by the enterprise (namely DAF, Mercedes,
Single, and rigged Articulated busses) but they can be categorized in two based on
their seat capacity. These are one bus with seat capacities of 30 passengers (DAF,
Mercedes, Single, and rigged Articulated) and busses with seat capacity 50 passen-
gers (the Articulated one).

While fitting to the LP-model busses with a seating capacity of 30 are classified
as bus type-I (but can transport 60 passengers) and busses with a seating capacity of
50 are classified as bus type-II (but can transport 90 passengers). The maximum
number of capacity, 60 passengers and 90 passengers are based on the standard
capacity of public bus transportation [33]. The total capacity of each bus type is
equal to the seating capacity plus the standing capacity. The enterprise has a total
number of type-I and type-II is 600 and 90, respectively. Thus, the objective
function of the research is used to compute the optimum trips and mixes of the two
types of busses per route per shift.

The total operational busses in bus type-I are 600 and that of bus type-II is 90
busses. The numbers of operational busses are not only 690, but the rest of the
operational busses are kept for backups during failure and other services such as
contract and employee service. Also, the 93 routes which are under analysis serve
more than 90% of the demand during a day and thus the operational bus assign-
ment is based on this proportion. After substituting the values of input parameters
and constants into the LP model, the model can be re-written as:

Minimize :
X4
j¼1

X93
i¼1

xij þ yij
h i

(18)

Subject to

60xij þ 90yij ≥Dij (19)

X4
j¼1

X93
i¼1

xij ≤ 600 ∗
X4
j¼1

X93
i¼1

Tij (20)

X4
j¼1

X93
i¼1

yij ≤ 90 ∗
X4
j¼1

X93
i¼1

Tij (21)
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needed per route per shift, the trip factor is used to calculate the available number
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Total Daily Demand of all Routes

(17)

The last parameter the requires explanation is Dij. It is the average daily passen-
gers of route i during shift j that requires transport services. It is collected from the
secondary data sources of the enterprise. It is allocated per shifty by multiplying the
average number of daily passengers of route i by the demand proportion of shift j
and is reported in Table 2.

7.4 Solve the model

The next step is to run the model to obtain feasible solutions. The LP model is
solved based on the data of the average daily passengers that have been transported
for the last 19 months in four shifts. The daily passengers’ that demand for transport
for the last 19 months was collected and then the average daily passenger’ demand
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Pi D1 (m1 = 7) D2 (m2 = 12) D3 (m3 = 8) D4 (m4 = 3) 1 2 3 4
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of each month was computed per route per shift based on the trip proportion (Pi) of
route i, and reported in Table 3.

7.5 Input parameter to the model

In the process of running and solving the model, first, the input data has to be
fitted. In this regard, to fit the LP-model with the input parameters that are
involved in the model, first it the parameters needs to be determined. These
parameters are either computed or collected from the enterprise. The sample input
parametric values are shown in Table 3.

These inputs parameters are standard carrying capacity of busses, the opera-
tional number of busses, the passenger that demand transport services per route per
shift (Dij), the trip factors (Tij), the minimum number of trips per shift (Mj) and
the trip proportion per route (Pi). The sample input parametric values of a few
routes are shown in Table 3.

There are four types of busses used by the enterprise (namely DAF, Mercedes,
Single, and rigged Articulated busses) but they can be categorized in two based on
their seat capacity. These are one bus with seat capacities of 30 passengers (DAF,
Mercedes, Single, and rigged Articulated) and busses with seat capacity 50 passen-
gers (the Articulated one).

While fitting to the LP-model busses with a seating capacity of 30 are classified
as bus type-I (but can transport 60 passengers) and busses with a seating capacity of
50 are classified as bus type-II (but can transport 90 passengers). The maximum
number of capacity, 60 passengers and 90 passengers are based on the standard
capacity of public bus transportation [33]. The total capacity of each bus type is
equal to the seating capacity plus the standing capacity. The enterprise has a total
number of type-I and type-II is 600 and 90, respectively. Thus, the objective
function of the research is used to compute the optimum trips and mixes of the two
types of busses per route per shift.

The total operational busses in bus type-I are 600 and that of bus type-II is 90
busses. The numbers of operational busses are not only 690, but the rest of the
operational busses are kept for backups during failure and other services such as
contract and employee service. Also, the 93 routes which are under analysis serve
more than 90% of the demand during a day and thus the operational bus assign-
ment is based on this proportion. After substituting the values of input parameters
and constants into the LP model, the model can be re-written as:

Minimize :
X4
j¼1

X93
i¼1

xij þ yij
h i

(18)

Subject to

60xij þ 90yij ≥Dij (19)

X4
j¼1

X93
i¼1

xij ≤ 600 ∗
X4
j¼1

X93
i¼1

Tij (20)

X4
j¼1

X93
i¼1

yij ≤ 90 ∗
X4
j¼1

X93
i¼1

Tij (21)
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X4
j¼1

X93
i¼1

xij þ yij
h i

≥ 93 ∗
X4
j¼1

Mj (22)

xij ≤ 600 ∗PiTij (23)

yij ≤ 90 ∗PiTij (24)

X93
i¼1

Pi ¼ 1 (25)

xij, yij ≥0 (26)

8. Model output

The output of the model indicates the total number of trips by the two types of
busses needed to serve the average demand of each route on a given shift. The
sample outputs of the LP model are shown in Table 4.

The GAMS build system has different solvers such as BARON, BDMLP, and
BENCH. Replace this text with your section Heading CNOPT, CPLEX, LGO, etc.
that are capable of solving different varieties of problems. After trying each solver,
for reporting purposes, CPLEX solver is chosen to solve the LP model developed
above. The LP model is coded and programmed using the GAMS. This build system
and the piece of the GAMS code are reported in the Appendix.

The outputs of the model are reported by taking the upper integer value. As
shown in Table 4, for example for route 3, 61 trips by bus type-I and 14 trips by bus
type-II were required for shift one. There are also routes where no trips are required
by bus type-I in the off-peak shifts. Since the LP model produces the number of
trips required, the output has to be converted into the number of busses required
for each route in a given shift. This has to be done by dividing the number of trips

Route
No.

Shift 1 Shift 2 Shift 3 Shift 4

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

L 19 9 0 10 14 11 0 3

2 19 5 5 8 15 6 0 2

3 61 14 14 24 48 17 0 7

4 18 3 6 5 15 3 2 1

5 14 3 4 6 12 3 0 2

6 51 12 0 21 41 14 0 6

� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
91 4 1 2 2 4 1 1 1

92 21 5 0 9 17 6 0 3

93 11 4 0 5 9 4 0 2

Total 1541 402 174 618 1231 490 18 156

Table 4.
Number of trips required per route per shift.
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from themodel output by the trip factor (Tij). The sample of the number of busses per
route per shift presented inTable 4 and computed for all 93 routes in the same way.

9. Assigning buses to routes

Based on the results of the output of the LP-model, there are 4627 total trips
required to serve the average daily passenger demand. The actual number of busses
required for a given route i during a given shift j depends on the trip factor. That is
the number of trips that can be made by each bus type during a given shift. Thus,
the output needs to be transformed into the number of busses needed for each route
per shift based on the feasible trips that a bus can make during a given shift j on
each route i. From the output of the LP model shown in Table 3, the number of
trips can be transformed into number busses using the following equation.

Number of Bus ¼ Number of Trips
Tij

(27)

For some routes, the output of the LP is small for some route, so adjusting the
actual number of busses is required for such routes to have at least two busses on a
given route per shift to allocate them on both ends of the route; that is one on the
going trip and the other on the returning trip. This is because the demand during a
given shift j on each route i lies in both directions of the route. Sample of the
number of busses per route per shift reported in Table 5 and computed for all 93
routes in the same way.

The results showed that the actual number of busses required during peak
periods is higher than that of off-peak periods. Thus, some of the busses that
operate during the morning peak period have to wait on bus stops until they are
required for the evening peak.

Shift 1 Shift 2 Shift 3 Shift 4

Route
No.

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

1 3 1 1 1 2 1 1 1

2 5 1 1 1 3 1 1 1

3 16 3 2 3 10 4 0 3

4 6 1 2 1 4 1 2 0

5 4 1 1 1 3 1 1 1

6 12 3 0 3 8 3

� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
91 3 0 2 0 3 0 3 0

92 5 1 1 1 3 1 1 1

93 2 1 1 1 1 1 2 0

Total 396 94 114 88 269 94.8 121 79

Table 5.
Number of busses per route per shift.
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X4
j¼1

X93
i¼1

xij þ yij
h i

≥ 93 ∗
X4
j¼1

Mj (22)

xij ≤ 600 ∗PiTij (23)

yij ≤ 90 ∗PiTij (24)

X93
i¼1

Pi ¼ 1 (25)

xij, yij ≥0 (26)

8. Model output

The output of the model indicates the total number of trips by the two types of
busses needed to serve the average demand of each route on a given shift. The
sample outputs of the LP model are shown in Table 4.

The GAMS build system has different solvers such as BARON, BDMLP, and
BENCH. Replace this text with your section Heading CNOPT, CPLEX, LGO, etc.
that are capable of solving different varieties of problems. After trying each solver,
for reporting purposes, CPLEX solver is chosen to solve the LP model developed
above. The LP model is coded and programmed using the GAMS. This build system
and the piece of the GAMS code are reported in the Appendix.

The outputs of the model are reported by taking the upper integer value. As
shown in Table 4, for example for route 3, 61 trips by bus type-I and 14 trips by bus
type-II were required for shift one. There are also routes where no trips are required
by bus type-I in the off-peak shifts. Since the LP model produces the number of
trips required, the output has to be converted into the number of busses required
for each route in a given shift. This has to be done by dividing the number of trips
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from themodel output by the trip factor (Tij). The sample of the number of busses per
route per shift presented inTable 4 and computed for all 93 routes in the same way.

9. Assigning buses to routes

Based on the results of the output of the LP-model, there are 4627 total trips
required to serve the average daily passenger demand. The actual number of busses
required for a given route i during a given shift j depends on the trip factor. That is
the number of trips that can be made by each bus type during a given shift. Thus,
the output needs to be transformed into the number of busses needed for each route
per shift based on the feasible trips that a bus can make during a given shift j on
each route i. From the output of the LP model shown in Table 3, the number of
trips can be transformed into number busses using the following equation.

Number of Bus ¼ Number of Trips
Tij

(27)

For some routes, the output of the LP is small for some route, so adjusting the
actual number of busses is required for such routes to have at least two busses on a
given route per shift to allocate them on both ends of the route; that is one on the
going trip and the other on the returning trip. This is because the demand during a
given shift j on each route i lies in both directions of the route. Sample of the
number of busses per route per shift reported in Table 5 and computed for all 93
routes in the same way.

The results showed that the actual number of busses required during peak
periods is higher than that of off-peak periods. Thus, some of the busses that
operate during the morning peak period have to wait on bus stops until they are
required for the evening peak.

Shift 1 Shift 2 Shift 3 Shift 4

Route
No.

Bus
type-I
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type-II

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II

Bus
type-I

Bus
type-II
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� � � � � � � � �
� � � � � � � � �
� � � � � � � � �
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92 5 1 1 1 3 1 1 1

93 2 1 1 1 1 1 2 0

Total 396 94 114 88 269 94.8 121 79

Table 5.
Number of busses per route per shift.

149

Linear Programming Optimization Techniques for Addis Ababa Public Bus Transport
DOI: http://dx.doi.org/10.5772/intechopen.93629



Similarly, the actual number of busses required for each shift varies and the
number of busses required during peak periods is higher than that of off-peak
periods. Thus, some of the busses that operate during the morning peak period have
to wait on bus stops until they are required for the evening peak.

10. Model validations

The outputs of the LP-model were evaluated using different performance mea-
suring parameters. For the validation purpose, various assessments were made
between the existing performances and the LP improved systems. The comparisons
made, in this research, were based on bus utilization, distance and trips covered and
the different operating costs of the enterprise [32]. Each of them is discussed in the
following sections.

10.1 Bus utilization

After converting and assigning busses to each route and each shift, then the
improvements achieved by the LP model were compared with the existing bus
utilization of ACBSE [32]. The bus utilization was calculated as the ratio of the
number of passengers served by the bus to the number of passengers carrying
capacity. The average daily bus utilization of the existing and the improved systems
are presented in Figure 3. The results of the study show that the improved system
has better bus utilization than the existing one. The existing system has a maximum
bus utilization of about 125% on daily basis, which is very congested and crowded,
while the improved system by this study has shown that a maximum bus utilization
of 97% [32]. This shows how passenger congestion and service quality were
improved by the new system. The average bus utilization for the improved systems
is about 66.33% which is better than the existing systems that are 64.26%. Though
the average utilization of both of the systems seems close to each other, in the
improved most of the utilization lies between 60% and 80% whereas in the existing
system had unbalanced bus utilization which is sometimes failed below 20% and
other times above 120%.

As presented in Figure 4, an in-depth analysis of bus utilization based on shift
was carried out. The improved system exhibited significant improvement as

Figure 3.
Average daily bus utilization; current vs improved system.
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compared to the existing one and reported by shift. The improved bus utilization by
shift is 89.8% during the morning peak, 51.19% during the first off-peak, 82.24%
during the evening peak, and 42.1% during the second off-peak periods. The
improvement as compared to the existing systems is 19.75% during first off-peak
and 12.15% during the second off-peak. The bus utilization of the improved system
also reduced the passengers’ congestions in peak hours, i.e. bus utilization is
decreased from 116.1% to 89.8%. Thus, the improved system has a relatively stable
and consistent bus utilization with improved service quality. The new model also
indirectly improves the service quality for passengers by reducing over crowded-
ness while during peak periods and reduces the operating cost during off-peak
periods to the enterprise.

10.2 Distance and trip coverage

In this section, the distance covered by the existing and the new system are
compared. To compare this, the total kilometer covered by busses for route i per
day is computed. It is the sum of the Kilometer covered during all the four shifts.
Figure 5 shows that the total distance coverage of the current and improved sys-
tems. The distance covered on each shift was computed by multiplying the number
of busses allocated to a given route at that shift by the number of trips that can be
made by a single bus and by the route length. The total distance covered per day for
the improved system is 70,964 kilometers, while for the existing system, it is about
78,963.7 kilometers per day. This shows a reduction of 10.13% in the daily distance
coverage to serve the same number of passengers.

In this case, the total daily trips made for the improved system is also computed
for each shift by multiplying the number of busses assigned and the number of trips
a single bus can make during that shift. The total trips covered for the existing
systems were 5504 trips per day while 5584 for improved systems. This also shows
an improvement of 80 trips per day compared with the existing system. The
increased number of trips was achieved with a 10.13% reduction on the daily
Kilometer. This also improves service availability in addition to saving on the
operating costs.

Figure 4.
Average bus utilization for peak and off-peak shifts; current vs improved system.
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Similarly, the actual number of busses required for each shift varies and the
number of busses required during peak periods is higher than that of off-peak
periods. Thus, some of the busses that operate during the morning peak period have
to wait on bus stops until they are required for the evening peak.

10. Model validations

The outputs of the LP-model were evaluated using different performance mea-
suring parameters. For the validation purpose, various assessments were made
between the existing performances and the LP improved systems. The comparisons
made, in this research, were based on bus utilization, distance and trips covered and
the different operating costs of the enterprise [32]. Each of them is discussed in the
following sections.

10.1 Bus utilization

After converting and assigning busses to each route and each shift, then the
improvements achieved by the LP model were compared with the existing bus
utilization of ACBSE [32]. The bus utilization was calculated as the ratio of the
number of passengers served by the bus to the number of passengers carrying
capacity. The average daily bus utilization of the existing and the improved systems
are presented in Figure 3. The results of the study show that the improved system
has better bus utilization than the existing one. The existing system has a maximum
bus utilization of about 125% on daily basis, which is very congested and crowded,
while the improved system by this study has shown that a maximum bus utilization
of 97% [32]. This shows how passenger congestion and service quality were
improved by the new system. The average bus utilization for the improved systems
is about 66.33% which is better than the existing systems that are 64.26%. Though
the average utilization of both of the systems seems close to each other, in the
improved most of the utilization lies between 60% and 80% whereas in the existing
system had unbalanced bus utilization which is sometimes failed below 20% and
other times above 120%.

As presented in Figure 4, an in-depth analysis of bus utilization based on shift
was carried out. The improved system exhibited significant improvement as
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Average daily bus utilization; current vs improved system.
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compared to the existing one and reported by shift. The improved bus utilization by
shift is 89.8% during the morning peak, 51.19% during the first off-peak, 82.24%
during the evening peak, and 42.1% during the second off-peak periods. The
improvement as compared to the existing systems is 19.75% during first off-peak
and 12.15% during the second off-peak. The bus utilization of the improved system
also reduced the passengers’ congestions in peak hours, i.e. bus utilization is
decreased from 116.1% to 89.8%. Thus, the improved system has a relatively stable
and consistent bus utilization with improved service quality. The new model also
indirectly improves the service quality for passengers by reducing over crowded-
ness while during peak periods and reduces the operating cost during off-peak
periods to the enterprise.

10.2 Distance and trip coverage

In this section, the distance covered by the existing and the new system are
compared. To compare this, the total kilometer covered by busses for route i per
day is computed. It is the sum of the Kilometer covered during all the four shifts.
Figure 5 shows that the total distance coverage of the current and improved sys-
tems. The distance covered on each shift was computed by multiplying the number
of busses allocated to a given route at that shift by the number of trips that can be
made by a single bus and by the route length. The total distance covered per day for
the improved system is 70,964 kilometers, while for the existing system, it is about
78,963.7 kilometers per day. This shows a reduction of 10.13% in the daily distance
coverage to serve the same number of passengers.

In this case, the total daily trips made for the improved system is also computed
for each shift by multiplying the number of busses assigned and the number of trips
a single bus can make during that shift. The total trips covered for the existing
systems were 5504 trips per day while 5584 for improved systems. This also shows
an improvement of 80 trips per day compared with the existing system. The
increased number of trips was achieved with a 10.13% reduction on the daily
Kilometer. This also improves service availability in addition to saving on the
operating costs.

Figure 4.
Average bus utilization for peak and off-peak shifts; current vs improved system.
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10.3 Operating costs

Using the different operating costs of the enterprise, the other performance
measuring parameters were also assessed in this research. The improvements made
by the new model were also considerable. The total daily operating cost of the
enterprise for each route is the sum of operating costs for all the shifts. From the
comparison made, the results of the study show that the average daily operating
costs of the enterprise for the existing systems are about 1,101,283.68 ETB
(ETB = Ethiopian Birr and 1USD = 34.33ETB as of Jun 4, 2020) while for the
improved systems is 949,991.49 ETB. The saving of the new system in this read is
about 13.74% per day compared to the current system. Figure 6 shows the
improvements made by the new systems are achieved nearly in all the operating
costs of the enterprise compared to the existing one.

As compared to all the operating costs, larger saving is observed on gas oil. This
reduction has also a strong relationship with the total Kilometer covered by each

Figure 6.
Current vs improved operating cost.

Figure 5.
Distance coverage; current vs improved system.
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bus. This is due to the fact that the total kilometer covered is improvement resulted
in a reduction in the cost of gas oil consumed.

11. Conclusion

The motivation of this research was to develop a model that can optimize the
operational performances of ACBSE. Based on the major findings, it can be con-
cluded that the existing scheduling systems of ACBSE have shown low perfor-
mances on the bus utilization, operating cost, and daily trips and distance covered.
These improvements have been achieved because the existing system has fixed
numbers of busses assigned to routes without considering the variability of passen-
ger demands. This had cost more the enterprise. However, the operational perfor-
mance improvements of the LP-model have shown better performances over the
existing one nearly in all of the above performance measuring parameters. Besides,
it can be concluded that the existing bus scheduling and operations system has a
lower average utilization of busses compared with the new system by 2.1%. The bus
utilization per route per shift also shows significant improvement over the existing
system. With regard to the cost-saving, the new model has resulted in a saving of
13.74% (151,292.19 ETB) in the operating costs of the enterprise. Moreover, the new
model also resulted in a 10.13% saving on the total km covered with 80 additional
available trips per day for the enterprise. In addition to these and the saving in all
the parameters, the improved system has also reduced the waiting time, improve
service quality, and reduce passenger congestion by scheduling busses based on the
international standard bus capacity. The new system has also a significant reduction
in the total kilometer covered while improving the total trips made daily. All these
improvements of the new system of the LP-Model were exhibited without altering
the existing routes used by the enterprise. But rerouting the existing route’s design
may also bring radical improvement to the performances of the enterprise.

Appendix: the GAMS sample code

***************
Defining Route i and Shift j
Sets i Routes /1 ∗ 93/ This sets routes from route 1 to route 93.
j Time periods /1 ∗ 4/; Sets shifts from shift 1 to shift 4.
Sample Demand distribution per route per shift
Table d(i, j) demand distribution on route i on time shift j

1 2 3 4
1 2249 1124 1968 281
2 2249 1124 1968 281
3 2249 1124 1968 281
. . . . .
. . . . .
. . . . .
92 1848 924 1617 231
93 1362 681 1192 170
Sample Trip Factors (Tij)
Table T(ij) trip factor on route i for time period j
Minimum Trip Required (M j)
Parameters M(j) minimum trips required at time period j
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10.3 Operating costs

Using the different operating costs of the enterprise, the other performance
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by the new model were also considerable. The total daily operating cost of the
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improved systems is 949,991.49 ETB. The saving of the new system in this read is
about 13.74% per day compared to the current system. Figure 6 shows the
improvements made by the new systems are achieved nearly in all the operating
costs of the enterprise compared to the existing one.

As compared to all the operating costs, larger saving is observed on gas oil. This
reduction has also a strong relationship with the total Kilometer covered by each

Figure 6.
Current vs improved operating cost.

Figure 5.
Distance coverage; current vs improved system.
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bus. This is due to the fact that the total kilometer covered is improvement resulted
in a reduction in the cost of gas oil consumed.
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Trip Proportion (Pi)
1 2 3 4

1 7 12 8 3
2 4 7 5 2
3 4 7 5 2
. . . . .
. . . . .
. . . . .
92 8 5 2
93 5 9 6 2
/1 7
2 12
3 8
4 3/
P(i) demand proportion of route i from all routes /
1 0.014
2 0.012
3 0.040
. .
. .
. .
92 0.012
93 0.009/;
Decision Variables
X(ij) Number of Bus type-I for route i during shift j
Y (ij) Number of Bus type-II for route i during shift j;
Variable Z; For the objective function

Model Equation
obj.. Z=e=sum((i,j), X(i,j))+ sum((i,j), Y(i,j));
const1.. sum((i,j), X(i,j))*60 + sum((i,j), Y(i,j))*90 =g= sum((i,j),d(i,j));
const2.. sum((i,j), X(i,j))=l= sum((i,j),T(i,j))*600;
const3.. sum((i,j), Y(i,j))=l= sum((i,j),T(i,j))*90;
const4.. sum((i,j), X(i,j))+ sum((i,j), Y(i,j)) =g= sum(j, M(j));
const5.. sum((i,j), X(i,j))+ sum((i,j), Y(i,j))=l=sum((i,j),T(i,j))*690;

Since bus type-II has greater capacity, priority is given so that demand is to be
served by the available capacity of Y for that route to reduce number of buses
required and if it is beyond the available number of Y for that route then the rest is
to be served by the available number of X. Thus, based on this assumption the
following equation sets the lower bound to values of X and Y, if not since it is
minimization it starts from zero and can’t display the appropriate mix of X and Y.

Y.lo(i, j)$[(d(i, j)/90) ≤ (T(i, j) * P(i) * 90)] = d(i, j)/90; lower bound for Y
Y.lo(i, j)$[(d(i, j)/90) ≥ (P(i) * T(i, j) * 90)] = P(i) ∗*T(i, j) * 90;
X.lo(i, j)$[(d(i, j)/90) ≥ (P(i) * T(i, j) * 90)] = (d(i, j)/60) � (P(i) * T(i, j) * 90);
*lower bound for X*
X.lo(i, j)$[((d(i, j)/60)�(P(i)*T(i, j)*90)) ≥ (P(i)*T(i, j)*600)] = (P(i)*T(i, j)*

600);
Thus from this, the assignment of bus type X depends on the assignment of Y

and X is
assigned for a given route if the expected demand during that time period is

beyond
the capacity and availability of bus type Y
Model eq / All / ;
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Solve eq using lp minimizing Z;
display X.l;
display Y.l;
*****************
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Solve eq using lp minimizing Z;
display X.l;
display Y.l;
*****************
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Abstract

This work presents a way to optimize the manufacturing processes in a small 
biomedical industry considered in the micro-, small-, and medium-sized enterprises 
(SME) group and located in the Mexicali city, using a specialized software that act 
as design and test of a new model, being the COSIMIR (Cell Oriented Simulation of 
Industrial Robots) software. With this software was designed a new industrial process 
in a workstation separated of the main step of a manufacturing line, where are fabri-
cated biomechanical knees pads. The process was made as a manual activity in a work 
station and had to be separated from the conveyor belt of the main activities, because 
where previously made by an automatized device that was failing continually and 
was delaying the delivery to the next steps of the manufacturing processes and to the 
customers as a final product fabricated in this industry. In this place of the company, 
an operation was made to organize the biomechanical knee in a plastic container with 
divisions and to be transported safe and quickly to other area by a conveyor belt with 
linear process flow. The investigation was conducted from 2018 to 2019.

Keywords: ICT, SME biomedical industry, COSIMIR software, manufacturing 
processes

1. Introduction

The optimization in industrial process reduces and eliminates a lot quantity 
of failures and errors, generating more control in any step of the manufacturing 
areas. The majorly of the times are used specific improvements tools, as Ishikawa 
diagram and control graphs, principally; and in this times is used information 
and communication technologies (ICT) as complement of the optimization of 
the fabrication processes, with software to simulate the industrial activities, 
before applied in the industrial processes of any type of industrial company [1]. 
This has been to optimize the industrial operations and supports greatly to the 
industrial plants, where software have developed by specialized programmers, 
simulating the functionability of each step of the manufacturing processes and 
to have an idea of the industrial operations, as the possible fails and errors to 
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1. Introduction

The optimization in industrial process reduces and eliminates a lot quantity 
of failures and errors, generating more control in any step of the manufacturing 
areas. The majorly of the times are used specific improvements tools, as Ishikawa 
diagram and control graphs, principally; and in this times is used information 
and communication technologies (ICT) as complement of the optimization of 
the fabrication processes, with software to simulate the industrial activities, 
before applied in the industrial processes of any type of industrial company [1]. 
This has been to optimize the industrial operations and supports greatly to the 
industrial plants, where software have developed by specialized programmers, 
simulating the functionability of each step of the manufacturing processes and 
to have an idea of the industrial operations, as the possible fails and errors to 
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avoid unnecesary costs [2]. One of the most important industries worldwide is 
biomedical, which manufactures various devices used in everyday life in the SME 
biomedical industry of the Mexicali city [3]. There are much software to simulate 
industrial operations with design and test functions, being one of most used in the 
industry for the design of equipment, machines and tools, the COSIMIR software. 
This software contains basic and specialized functions with illustrations are made 
for industrial certain operations. In this investigation, this software was used to 
design a new work table, being developed in a special step of a manufacturing 
line out of the conveyor belt where biomechanical knee pads were organized in 
a plastic container divided into sections. This evaluation was made because, in 
this industrial operation, they were presented high indices of deffective products 
manufactured, before be organized in the containers, for the rawhen processing 
them quickly as the operation of the conveyor belt. Due to this, the following 
operations on the conveyor belt could not be developed by workers, causing delays 
in delivery to the following areas and to the customer. This generated concern 
in managers and supervisory personnel, the solution being the implementation 
of a work table in an annex place at the conveyor belt where it previously was 
made. One aspect observed was the evaluation of development of operations with 
security and comfort, analyzing the movements and postures of workers in each 
operation of the new workstation as ergonomic way [4, 5]. This caused at first, a 
greater concern of the operating personnel by the possible presence of a fatigue 
and stress, by inadequate postures and quantity of movements but was solution-
ated by ergonomic methods, to elaborate the activities in a manual way adequately, 
with correct light as is showed in Figure 1.

1.1 Impact of ICT in the industry

Mexicali, which is located in the northwest of the Mexican Republic, is con-
sidered an industrial city where there are around 50 SME industrial companies of 
various types of manufacturing, which use the ICT [6, 7]. ICT are a very basic tool 
in industrial activities of big and SME industries, where they have infinity of soft-
ware in various operations. In all industries, various analyzes are elaborated with 
software that support the improvement of functions, being mainly to develop 

Figure 1. 
Correct posture and installation of the new worktable proposed in the investigation (2018). Source: https://
www.monografias.com/trabajos101/a-estaciones-trabajo-aburridas-solucion-aplicacion-ergonomia/a-
estaciones-trabajo-aburridas-solucion-aplicacion-ergonomia2.shtml
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simulation evaluations, which determine if it is possible to apply the pertinent 
improvements for the solution of problems [4]. This is evaluated to increase levels 
of certain parameters such as production and quality and to reduce or eliminate 
human errors or occupational risks [4]. When in an industry integrates to the use 
of the Internet, ICT are part of it, requiring specialized services and evaluating 
costs to obtain the greatest benefit from ICT and achieve optimum growth for the 
company [8]. The ICT have managed to impact the work centers in such a way 
that sometimes the interaction between workers in administrative and produc-
tion areas is through mobile or desktop computers, and if there is no control 
over this, the communication between industrial equipment and machinery, is 
more difficult, originating sometimes fails and errors, as is showed in Figure 2. 
The ICT have successfully brought people together through videoconferencing, 
information exchange, and remote process assessment of industrial processes, 
which has greatly supported in the optimizing of operations and decision-making 
without being in the manufacturing areas. Another important aspect is to be able 
to easily and quickly obtain relevant information to the company, to elaborate 
the pertinent analysis and continuous improvement, to increase the operating 
performance of both workers and industrial equipment and machines from any 
place of the world [5].

1.2 COSIMIR software

This a very friendly and easy to learn software that was developed by the FESTO 
Company for analysis of robot operations, but as its users have specialized in this 
software, it has been used for other types of designs, such as the work table of this 
investigation [9]. A main feature of this software is to be able to add objects for 
any type of industrial or other activity to be used in industrial plants [10]. This 
company created this software to develop and evaluate simulations with robots in 
industrial processes and dedicated educational institutions to optimize the teaching 
learning processes, so that the students had notions at the time to begin to work. In 
this investigation, this software was applied to elaborate the development of new 
tools and structures to improve working conditions, increasing the production and 

Figure 2. 
Adequate communication using ICT in the SME biomedical industry evaluated.Source: Analysis of the 
investigation.
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quality indices and reducing fails and errors. With this software, was made previous 
simulations very easy that supported to determine the types of adequate worksta-
tion to any type of workers. This modeling software allowed knowing the operation 
of new designs workstations and determine the most efficient, of by applying 
integrated manufacturing tools by computer that is showed in Figure 3. The ICT are 
very useful in the automation of industrial processes, such as the one used in this 
study, with a coupling system with the computer and a specialized database [11]. 
Manufacturing processes were found to improve productivity and quality rates with 
automated electronic systems controlled by ICT. The COSIMIR software that can be 
evaluated objects and figures in 3D, has been very utilized from the late twentieth 
century in educational activities and investigation laboratories, and in industries 
this software began to use in industries and in the last 10 years was increased its use. 
It is a friendly software to students and was generated a great interest to be utilized 
in some industrial activities. The ICT are very useful in the automation of industrial 
processes, such is showed in this investigation with a docking system between a 
computer system and a specialized database.

1.3 Computer integrated manufacturing

There are countless industrial processes that are the main structure of the activi-
ties of industrial plants, and are constituided of automated and manual operations, 
which use the Computer Integrated Manufacturing (CIM) processes. The functions 
that are performed manually are developed in assembly lines and in worktables, 
where they are grouped by manufacturing cells. In all industrial processes there are 
relevant factors that improve quality and tend to increase productivity, applying 
process optimization methods. This generates competitiveness in industrial compa-
nies. One factor is the safety and comfort of the operating personnel who elaborate 

Figure 3. 
View of an industrial process with robot using the COSIMIR software. Source: http://www.ene.ttu.ee/
elektriajamid/oppeinfo/materjal/AAR0040/Pt31_COSIMIR_Educational.pdf
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the activities, since musculoskeletal disorders are sometimes generated, caused by 
cumulative trama by inadequate postures and movements of workers. In this study 
elaborated, was suggested to evaluate the industrial processes in a work station and 
optimize them to obtain maximum operative yielding of industrial equipment and 
machinery, and of people that was working in manufacturing areas. For this reason, 
a new industrial process was collocated with a new worktable to improve the 
industrial process of the manufacturing line evaluated [11]. In this industry evalu-
ated, there are areas with computers, from where are controlled industrial processes 
analyzing the information with the COSIMIR software to control functions of 
industrial machinery and equipment with automated functions. Also, manual 
operations elaborated by workers to evaluate their operational performance were 
evaluated, and improvements to be developed to optimize manufacturing processes 
were analyzed. Simulations with COSIMIR software are also generated in these 
areas. Figure 4 illustrates an area of computer systems that control the industrial 
processes.

1.4 Optimization of industrial processes

The operation of industrial plants is made up of tasks with decision-making 
at the different hierarchy levels, such as planning and scheduling, in addition 
to optimization and control. Increasing competition from any type of industry 
requires an operation to have a more agile distribution of manufacturing areas, in 
order to increase productivity with flexible operations, generating a decrease in 
the total cost of production [12]. This requires optimization in various industrial 
processes of the manufacturing areas, applying two essential techniques such as 
real-time optimization (OTR) and optimization represented by a mathematical 
model in steady-state conditions and with linear or non-linear equations of indus-
trial processes [13, 14]. In both cases, there are certain limitations to achievable 
flexibility and economic benefit, especially when considering the use of dynamic 
processes as continuous processes and with batch operations. In the industries it 
is common to use control systems based on the feedback of the output variables 
with the Proportional, Integral and Derivative (PID) controls. A representation of 
manufacturing processes is in Figure 5.

Figure 4. 
Area which is controlled by computer the industrial processes. Source: Photography of manufacturing area of a 
biomedical industry in Mexicali.
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1.5 Numerical analysis

Only in high level efficiency equipment, it is necessary to use the OTR, with 
analysis of processes in current periods and with future predictions. In this inves-
tigation was used the MATLAB software [15] with mathematical and statistical 
analysis, to develop the evaluations which the current conditions and the improve-
ments necessary of the manufacturing processes for the optimal operational 
performance of the evaluated new workstation. Industrial operations are constantly 
evaluated by MATLAB software that indicates by means of numerical values or 
representations with signals of various figures in tables or graphs. The specialized 
personnel of this type of activities have the function of developing analyzing the 
information obtained from the operational performance of equipment, devices 
and industrial machinery and developing new prototypes based on the needs of the 
industries.

Ishikawa diagram used to evaluate industrial processes.
The Ishikawa diagram was is an important tool of continuous improvement and 

was utilized in this investigation, to evaluate the six parameters that are presented 
more frequently in any type of operations in any type of industry [16, 17] and in 
this case was analyzed each step of the process explained in the last section. The 
Ishikawa diagram is showed in Figure 6, and was used with six factors involved in 
each operation of the company evaluated, being the analysis of:

1. People: Evaluation of workers in the manufacturing line investigated, analyz-
ing the time and movements in each operation.

2. Environment: Analysis of the relationship of management and supervision 
personnel with workers who elaborated the industrial activities in each step of 
the manufacturing line evaluated.

3. Industrial equipment and machinery: Evaluation of the operative yielding in 
each step of the manufacturing line analyzed.

4. Material: Evaluation of raw material used in the store and manufacturing ar-
eas, to obtain the final fabricated product, and analyze the necessary materials 
to make the industrial operations.

5. Method: Analysis of the way to make the industrial operations, standing or 
sitting, movements and times of the activities made in the new worktable.

6. Measurement: Evaluation of the appropriate measurements and compare 
them with quality standards established by specialized institutions or organi-
zations.

Figure 5. 
Schematic diagram of manufacturing area in the electronic industry in Mexicali. Source: Analysis of the 
investigation.
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2. Methodology

The study was very relevant to be able to establish a new process attached to the 
manufacturing line, and to determine with the COSIMIR software, the optimal 
conditions for the new industrial process. The investigation was elaborated in four 
phases, as explained below, explaining each of these:

a. Analysis with the Ishikawa diagram of times and movements of the operation 
of organization of microcomponents in the process in the conveyor belt.

b. Examination of modifying the process flow by eliminating a stage and being 
processed outside the conveyor belt.

c. Evaluation of friendly software for the design and simulation of industrial 
processes.

d. Analysis of the implementation in the manufacturing area of the electronic 
micro-industry.

3. Results

The implementation of the new work table once the design and simulation 
analyzes were made with the COSIMIR software determined the need to extract the 
operation of organizing biomechanical knee pads to avoid production stoppages and 
delays to the subsequent areas and to the customer with the final product to avoid 
production stopped and delays to the subsequent areas and to the customer with the 
final product. With the COSIMIR program, the work table was designed and manu-
factured and the required personnel were quickly trained. Once the expected results 
have been obtained, was proposed to replicate this procedure in other manufacturing 
line of this industrial company evaluated where the investigation was elaborated.

3.1 COSIMIR used in the industry

The initial focus of this software was for educational activities, subsequently 
using it for industrial operations research and the development of new prototypes. 
This software developed simulations to evaluate the possible improvements of 

Figure 6. 
Steps of Ishikawa diagram used in industries. Source: Analysis of the investigation.
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adding structures, devices or working methods to obtain an immediate and lasting 
solution to problematic situations that was presented in the manufacturing areas. 
With this software, a new work table was designed that the SME biomedical indus-
try did not have and was manufactured in this same company by design personnel 
of new processes and products. Figure 7 shows the process of development of 
the work station used in this investigation and was designed by COSIMIR for the 
new industrial activity. The use of workstations in this industrial plant evaluated, 
increased in recent years, with the design of new prototypes for the development of 
manual activities, with the aim minimizing costs and maximizing economic gains, 
and that are ergonomically suited to operating personnel. The costs of these types of 
workstations sometimes exceed the expectations of companies that do not include 
such expenses in their budget, and due to this, they have been implemented in the 
manufacturing areas without optimizing operations in these.

3.2 Quality of ICT in industrial processes

In this investigation was evaluating the quality of the intensity of signals about 
the communication of data. This is showed in Figure 8, which is very important to 
determine the capacity of memory of the computer system in the manufacturing areas 
and the velocity to control industrial processes and the actual version of the COSIMIR 
software. As is observed in Figure 8, the different colors indicate the presence of diverse 
velocities of intensity of transition data by computers in the manufacturing areas. 
The development of a new workstation generated maximum efficiency originating an 
increase of levels of production (86%) and quality (89%) and decreased costs (82%) 
by having an optimization of processes based on the use of fingersine prepared in the 
COSIMIR software and similar evaluations that confirmed the need for this continuous 
improvement. This analysis was based in the reflection of less use of rework, less quan-
tity of people in the manufacturing areas that were resintalled in a new manufacturing 
line of new product fabricated and the less quantity of fails and errors.

3.3 Correlation analysis of quality control

In this investigation, the distribution by flow of the product was evaluated, 
where, in this form of work, the distribution of the work tables was organized, as 

Figure 7. 
Development process of the work table with the COSIMIR program.
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well as industrial equipment and machinery at each stage of the manufacturing 
process, with a sequence of operations to perform during the manufacturing of the 
product. The use of ICT has been considered as a new tool for business develop-
ment, because transactions can be processed from anywhere in the world without 
having to wait for banking systems. This improves efficiency and management in 
the industries, which evaluate the costs of applying ICT in your company and carry 
out a comparative analysis of this aspect with the productivity and manufacturing 
quality indices. With this technological tool, what is called electronic commerce 
was formed, where financial operations are carried out quickly and easily from the 
matrixes of industries located in their countries of origin to where their branches 
are in other countries of the world. This is showed in Figure 9.

4. Conclusions

The use of ICT with the Cosimir software in the SME biomedical company, 
was very relevant in the evaluation of continuos improvement to determine the 

Figure 8. 
Analysis of transition and reception of data in an computer system with COSIIMIR software (June, 2018).

Figure 9. 
Correlation analysis of productivity, quality and costs generated by ICT.
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Figure 7. 
Development process of the work table with the COSIMIR program.
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well as industrial equipment and machinery at each stage of the manufacturing 
process, with a sequence of operations to perform during the manufacturing of the 
product. The use of ICT has been considered as a new tool for business develop-
ment, because transactions can be processed from anywhere in the world without 
having to wait for banking systems. This improves efficiency and management in 
the industries, which evaluate the costs of applying ICT in your company and carry 
out a comparative analysis of this aspect with the productivity and manufacturing 
quality indices. With this technological tool, what is called electronic commerce 
was formed, where financial operations are carried out quickly and easily from the 
matrixes of industries located in their countries of origin to where their branches 
are in other countries of the world. This is showed in Figure 9.

4. Conclusions

The use of ICT with the Cosimir software in the SME biomedical company, 
was very relevant in the evaluation of continuos improvement to determine the 

Figure 8. 
Analysis of transition and reception of data in an computer system with COSIIMIR software (June, 2018).

Figure 9. 
Correlation analysis of productivity, quality and costs generated by ICT.
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principal actions of the parameters evaluated of the operative yielding pf industrial 
equipment and machinery and the workers. With the simulations in the Cosimir 
software, in this new process and new worktable, was detected very easy and fastly, 
the functionability in the worktable and the possible fails and errors. This improve 
ensure the way to operation of the industrial process in the worktable, both to 
increase the production and quality indices and to eliminate errors, as well as to 
have operations of the operating personnel of this manufacturing area with the 
optimal conditions of postures and movements to avoid any health complications 
of the workers. The use of COSIMIR software was very relevant because special-
ized people of this company evaluated, can designa and fabricate a new worksta-
tion outside of the conveyor and improve the productivity and quality levels. 
Manufacturing processes were found to improve productivity and quality rates 
with automated electronic systems controlled by ICT. With the use of ICT such as 
COSIMIR, the evaluated micro-industry generated great reliability in its industrial 
processes and in its manufactured products, so that its profits increased.
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Chapter 11

Fuzzy Monte Carlo Simulation to
Optimize Resource Planning and
Operations
Mohammad Ammar Alzarrad

Abstract

Resources planning and operations are essential concerns and specialty areas
within industrial engineering and project management. Crew configuration plays a
significant role in resource planning and operations. Crew configuration ineffi-
ciency is one of the most common reasons for the low productivity of manpower.
Resources planning contains some inherent uncertainties and risks because it is an
estimate of unknown values. Many factors affect resource planning. Some of these
factors are fuzzy variables such as expert’s judgment, and some of them are random
variables such as direct cost of equipment. The objective of this chapter is to present
a method that combines fuzzy logic and Monte Carlo simulation (MCS) for the
selection of the best crew configuration to perform a certain task. The model
presented in this chapter is a joint propagation method based on both the probabil-
ity theory of MCS and the possibility theory of fuzzy arithmetic. The research
outcomes indicate that the presented model can reduce the duration and cost of a
certain task, which will help reduce the cost and duration of the project.

Keywords: fuzzy logic, Monte Carlo simulation, manpower productivity,
resources planning, optimization

1. Introduction

Project schedule can often be shortened by assigning excess crews (labor and
equipment) to critical activities. However, the ultimate cost consequences to the
project are often difficult to estimate. This schedule compression strategy may
adversely impact project cost performance because the overstaffing of critical
activities may result in wasted or idle time in these activities. Trade-offs between
elapsed time and the associated cost of crew is required to determine the best crew
configurations [1]. This is not a trivial issue because of the complex relationships
between elapsed time, crew configurations, and their associated costs.

Monte Carlo simulation (MCS) has been used widely to solve probabilistic
uncertainty in range estimating for projects [2]. It has been extensively used for
generating many scenarios by considering the random sampling of each probability
distribution. In practice, the probability of an event can be estimated according to
the frequency of that event occurring in a number of experiments [3]. However, if
the number of experiments is not large enough to be significant, and more experi-
ments cannot be performed, it is not possible to accurately estimate the event’s
probability. In these circumstances, we can engage human experts who are usually
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good at supplying the required information. Some researchers try to convert
experts’ knowledge into probabilistic distributions. However, this can lead to
pointless and unreliable results since the results are obtained based on experts’
subjective judgments and assumptions [4]. Fuzzy Logic has been used successfully
for representing such uncertainties in experts’ judgments [5].

This research proposes a fuzzy Monte Carlo simulation (FMCS) model that pro-
vides the capability of considering fuzzy and probabilistic uncertainty simulta-
neously to help improve decisions regarding crew configurations.

2. Monte Carlo simulation

Monte Carlo simulation (MCS), or probability simulation, is a technique used to
understand the impact of risk and uncertainty cost, time, and other forecasting
models [4]. MCS estimates the expected value based on historical data, or
expertise in the field, or experience. While this estimate is useful for creating a
model, it contains some intrinsic uncertainties, because it is an estimate of
unknown values [4].

In project management, you could use expert knowledge to estimate the time it
will take to complete a particular job, you can also estimate the maximum time it
might take, in the worst possible case, and the minimum time, in the best possible
case. The same could be done for project costs. The Monte Carlo simulation method
is used for estimating the output Y of a function (M) with random input variables
(R1, R2, … , Rn) (Figure 1).

Figure 1.
The output Y of a function M with random inputs can be calculated using Monte Carlo simulation.

Figure 2.
A probability density function (PDF) developed based on historical data.
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In a Monte Carlo simulation, an arbitrary value is selected for each of the
activities, based on the range of estimates. The model is calculated based on this
arbitrary value. The result of the model is recorded, and the process is repeated [6].
A traditional Monte Carlo simulation calculates the model hundreds/thousands of
times, each time using different randomly selected values. When the simulation is
complete, we have a large number of outcomes, each based on random input values.
These outcomes are used to describe the likelihood, or probability, of reaching
various results in the model [6] (Figure 2).

3. Fuzzy logic

Fuzzy logic is a technique that offers a clear conclusion from unclear and inac-
curate data. The Fuzzy Set concept was first introduced by Zadeh in 1965 [7]. He
was inspired by witnessing that human thinking could utilize ideas that do not have
precise borders [8]. Fuzzy logic and fuzzy hybrid methods have been used to
capture and model risk, thereby improving workforce and project management [8].
Fuzzy logic can effectively capture expert knowledge and engineering judgment
and combine these subjective elements with project data to improve construction
decision making, performance, and productivity [9]. The triangular fuzzy number
(TFN) is a common shape of fuzzy logic (Figure 3). The α-cut method is a common
technique to do arithmetic operations on a Triangular Membership Function [10].
The α-cut signifies the degree of risk that the project managers are ready to take
(i.e., no risk to full risk). Because the value of α could significantly affect the
solution, it should be wisely chosen by project managers [11].

4. Fuzzy Monte Carlo simulation (FMCS)

The proposed FMCS is a joint propagation method based on both the probability
theory of MCS and the possibility theory of fuzzy arithmetic. A generalized problem
in which we have both types of uncertainty, fuzzy and probabilistic. Here, we need
to determine the output Y of a function (M) that has R1, R2, … , Rn being random

Figure 3.
Triangular fuzzy set developed based on experts’ judgment.
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variables and represented by probabilistic distributions and F1 (triangular values),
F2 (triangular values), … , Fm being fuzzy sets (Figure 4).

The first stage of the model is to defuzzify the fuzzy variables to get crisp values.
The centroid method is one of the most common methods for defuzzification, in
which the defuzzified value is calculated by finding the center of the area under the
membership function.

The second stage of themodel is to transfer the crisp sets of numbers that we got in
step one to random variables. To that, the confidence level of the intervals is estimated
using the probability of that interval. This probability is equal to the area under the
PDF that is bounded within that interval. Among different intervals of the same
confidence level, the most informative interval is the one with minimal length [8].

The third stage of the model is to use an optimization algorithm for finding a set
of optimal values minimizing or maximizing the given object function [MIN F(X)
or MAX F(X)] subjected to minimum-maximum intervals. Then, the uncertainty
quantifications propagated using the obtained optimal values are represented as a
plausibility distribution and a belief distribution. Figure 5 shows Fuzzy Monte
Carlo simulation (FMCS) process.

5. Case study

To illustrate an implementation of the FMCS model, the researcher analyzes the
behavior of FMCS framework in comparison with traditional Monte Carlo simula-
tion using a time range estimating example. Consider a sample application by [12]
of a time range estimating problem for an excavation project. The time and cost
needed for the project equipment are shown in Table 1, and probabilistic distribu-
tions are used to express the uncertainty regarding those variables.

These uncertainties may result from uncertainty regarding different scenarios
that may happen in the field during construction. For example, uncertainty in the
activity duration may be a result of uncertainty associated with the productivity of
workers or variability in weather conditions.

The case study evaluated seven alternatives using Monte Carlo simulation
(MCS), to compare the presented FMCS model with the traditional MCS that is
used by [12], we will evaluate the same alternatives to see if the outcomes of the
new FMCS model will be different. The seven equipment configurations alterna-
tives are shown in Table 2.

Using Fuzzy logic toolbox in MATLAB the FMCS generates the results shown in
Table 3.

Figure 4.
Converting fuzzy sets to PDF before performing Monte Carlo simulation.
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From Table 3, we can conclude that the best alternative is number seven with
shift duration of 17 days and shift cost of $79,050. By comparing this result with the
result published by [12], we find out that [12] concluded that the best alternative is
also alternative seven with shift duration of 18 days and shift cost of $82,665.

Figure 5.
Fuzzy Monte Carlo simulation (FMCS) process.

Activity Triangular duration (min) Triangular cost ($/min)

20 cu yd hauler: haul, unload, return (18,33,48) 2.39

15 cu yd hauler: haul, unload, return (15,28,41) 2.29

Table 1.
Activity time and cost data.
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PDF that is bounded within that interval. Among different intervals of the same
confidence level, the most informative interval is the one with minimal length [8].
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or MAX F(X)] subjected to minimum-maximum intervals. Then, the uncertainty
quantifications propagated using the obtained optimal values are represented as a
plausibility distribution and a belief distribution. Figure 5 shows Fuzzy Monte
Carlo simulation (FMCS) process.

5. Case study
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behavior of FMCS framework in comparison with traditional Monte Carlo simula-
tion using a time range estimating example. Consider a sample application by [12]
of a time range estimating problem for an excavation project. The time and cost
needed for the project equipment are shown in Table 1, and probabilistic distribu-
tions are used to express the uncertainty regarding those variables.

These uncertainties may result from uncertainty regarding different scenarios
that may happen in the field during construction. For example, uncertainty in the
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workers or variability in weather conditions.

The case study evaluated seven alternatives using Monte Carlo simulation
(MCS), to compare the presented FMCS model with the traditional MCS that is
used by [12], we will evaluate the same alternatives to see if the outcomes of the
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Table 3.

Figure 4.
Converting fuzzy sets to PDF before performing Monte Carlo simulation.
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From Table 3, we can conclude that the best alternative is number seven with
shift duration of 17 days and shift cost of $79,050. By comparing this result with the
result published by [12], we find out that [12] concluded that the best alternative is
also alternative seven with shift duration of 18 days and shift cost of $82,665.

Figure 5.
Fuzzy Monte Carlo simulation (FMCS) process.

Activity Triangular duration (min) Triangular cost ($/min)

20 cu yd hauler: haul, unload, return (18,33,48) 2.39

15 cu yd hauler: haul, unload, return (15,28,41) 2.29

Table 1.
Activity time and cost data.
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6. Conclusion

This chapter proposes a new FMCS model. This model can consider both fuzzy
and probabilistic uncertainty in the resource planning problem. The model provides
decision-makers with the ability to reduce risk in the output in the form of fuzziness
and probabilistic uncertainty, and he/she can use subjective judgment and experi-
ence to make the final decision. A case study has been analyzed to evaluate the
robustness of the FMCS model. The outcomes show that the proposed FMCS model
could help reduce the duration and cost of a certain task, which will help reduce the
cost and duration of the project.
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Alternatives Configurations

Alt 1 4 of 20-cu yd haulers

2 of 15-cu yd haulers

Alt 2 5 of 20-cu yd haulers

2 of 15-cu yd haulers

Alt 3 4 of 20-cu yd haulers

Alt 4 3 of 20-cu yd haulers

Alt 5 2 of 20-cu yd haulers

2 of 15-cu yd haulers

Alt 6 8 of 20-cu yd haulers

3 of 15-cu yd haulers

Alt 7 6 of 20-cu yd haulers

3 of 15-cu yd haulers

Table 2.
Alternatives of equipment configurations.

Alternatives Shift duration (days) Shift cost ($)

Alt 1 26 77,438

Alt 2 26 86,667

Alt 3 27 63,780

Alt 4 31 67,549

Alt 5 33 61,170

Alt 6 17 98,014

Alt 7 17 79,050

Table 3.
FMCS results.
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Chapter 12

Weapon Target Assignment
Mohammad Babul Hasan and Yaindrila Barua

Abstract

This chapter is mainly based on an important sector of operation research-
weapon’s assignment (WTA) problem which is a well-known application of optimi-
zation techniques. While we discuss about WTA, we need some common terms to be
discussed first. In this section, we first introduce WTA problem and then we present
some prerequisites such as optimization model, its classification, LP, NLP, SP and
their classifications, and applications of SP. We also discuss some relevant software
tools we use to optimize the problems. The weapon target assignment problem
(WTA) is a class of combinatorial optimization problems present in the fields of
optimization and operations research. It consists of finding an optimal assignment of a
set of weapons of various types to a set of targets in order to maximize the total
expected damage done to the opponent. The WTA problem can be formulated as a
nonlinear integer programming problem and is known to be NP-complete. There are
constraints on weapons available of various types and on the minimum number of
weapons by type to be assigned to various targets. The constraints are linear, and the
objective function is nonlinear. The objective function is formulated in terms of
probability of damage of various targets weighted by their military value.

Keywords: weapon, assignment, transportation, non-linear programming

1. Introduction

This Chapter is mainly based on an important sector of operation research-
weapon’s target assignment (WTA) problem which is a well-known application of
optimization techniques. While we discuss about WTA, we need some common
terms to be discussed first. In this section, we first introduce WTA problem and
then we present some prerequisites such as optimization model, its classification,
LP, NLP, SP and their classifications, and applications of SP. We also discuss some
relevant software tools we use to optimize the problems.

1.1 Weapon target assignment

The weapon target assignment problem (WTA) is a class of combinatorial opti-
mization problems present in the fields of optimization and operations research. It
consists of finding an optimal assignment of a set of weapons of various types to a
set of targets in order to maximize the total expected damage done to the opponent.
The WTA problem can be formulated as a nonlinear integer programming problem
and is known to be NP-complete. There are constraints on weapons available of
various types and on the minimum number of weapons by type to be assigned to
various targets. The constraints are linear, and the objective function is nonlinear.
The objective function is formulated in terms of probability of damage of various
targets weighted by their military value.
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This chapter is mainly based on an important sector of operation research-
weapon’s assignment (WTA) problem which is a well-known application of optimi-
zation techniques. While we discuss about WTA, we need some common terms to be
discussed first. In this section, we first introduce WTA problem and then we present
some prerequisites such as optimization model, its classification, LP, NLP, SP and
their classifications, and applications of SP. We also discuss some relevant software
tools we use to optimize the problems. The weapon target assignment problem
(WTA) is a class of combinatorial optimization problems present in the fields of
optimization and operations research. It consists of finding an optimal assignment of a
set of weapons of various types to a set of targets in order to maximize the total
expected damage done to the opponent. The WTA problem can be formulated as a
nonlinear integer programming problem and is known to be NP-complete. There are
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1. Introduction

This Chapter is mainly based on an important sector of operation research-
weapon’s target assignment (WTA) problem which is a well-known application of
optimization techniques. While we discuss about WTA, we need some common
terms to be discussed first. In this section, we first introduce WTA problem and
then we present some prerequisites such as optimization model, its classification,
LP, NLP, SP and their classifications, and applications of SP. We also discuss some
relevant software tools we use to optimize the problems.

1.1 Weapon target assignment

The weapon target assignment problem (WTA) is a class of combinatorial opti-
mization problems present in the fields of optimization and operations research. It
consists of finding an optimal assignment of a set of weapons of various types to a
set of targets in order to maximize the total expected damage done to the opponent.
The WTA problem can be formulated as a nonlinear integer programming problem
and is known to be NP-complete. There are constraints on weapons available of
various types and on the minimum number of weapons by type to be assigned to
various targets. The constraints are linear, and the objective function is nonlinear.
The objective function is formulated in terms of probability of damage of various
targets weighted by their military value.
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1.2 Preliminaries

In the current section, we discuss some preliminaries of the terms we mention in
the chapter.

1.2.1 Optimization model

Optimization means ‘the action of finding the best solution’. Optimization
modeling is also known as Mathematical Programming. Mathematical programming
is the use of mathematical models, particularly optimizing models, to assist in
making decisions. It is a branch of operation research which has wide applications in
various areas of human activity. Optimization can help solve problems where there
are two situations as (1) many ways of doing something or (2) limited resource
available.

1.3 Classification of optimization problem

Any real-world optimization problem may be characterized by five qualities.
The problem function may all be linear or be nonlinear. The functional relationships
may be known i.e. deterministic, or there may be uncertainty about them i.e.
probabilistic. The optimization may take place at a fixed point in time (static) or it
may be an optimization over time (dynamic). The variables may be continuous or
discrete. And lastly, the problem functions may all be continuously differentiable
(smooth) or may have points where the functions are non-differentiable
(non-smooth).

1.4 Linear programming (LP)

Linear programming is an optimization technique of a linear objective function,
subject to linear equality and linear inequality constraints. It is a mathematical
method that is used to determine the best possible outcome or solution from a given
set of parameters or a list of requirements, which are represented in the form of
linear relationships. It is most often used in computer modeling or simulation in
order to find the best solution in allocating finite resources such as money, energy,
manpower, machine resources, time, space and many other variables. In most cases,
the “best outcome” needed from linear programming is maximum profit or lowest
cost. It was first developed by Soviet mathematician and economist Leonid
Kantorvich in 1937 during the second world-war.

1.5 Standard form of LP

Here we present the standard form of linear programming. A linear program-
ming problem may be defined as the problem of maximizing or minimizing.

The standard linear programming problem can be expressed in a compact form as:
Maximize (or Minimize)

z ¼
Xn
i¼1

cixi (1)

subject to
Xm

j¼1aijx j ≤ , ¼ , ≥f gbi, i ¼ 1, 2, … , n (2)

x j ≥0 j ¼ 1, 2, … ,m
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The basic components of linear programming are as follows:

• Decision variables (x j)—These are the quantities to be determined.

• The objective function (1)—This represents how each decision variable would
affect the cost, or, simply, the value that needs to be optimized.

• Constraints (2)—These represent how each decision variable would use limited
amounts of resources.

• Data—These quantify the relationships between the objective function and the
constraints. ci is called profit or cost coefficients, aij are the constraint
coefficients and bi are the availability of resources or minimum requirement.

1.6 Stochastic programming (SP)

The aim of stochastic programming is to find optimal decisions in problems
which involve uncertain data. For optimization under uncertainty stochastic pro-
gramming is one of the best techniques. That is, stochastic programming is mathe-
matical programs that include data that is not known with certainty but is
approximated by probability distributions. Stochastic programming extends the
scope of linear and nonlinear programming to include probabilistic or statistical
information about one or more uncertain problem parameters. Similarly, when all
the input data used in the mathematical formulation of the mathematical program is
known with certainty then the corresponding models are called deterministic
models.

1.7 Types of SP problem

Stochastic programming offers a solution by eliminating uncertainty and char-
acterizing it using probability distributions. There exist many different types of
stochastic problems. The most famous type of stochastic programming model is
recourse problems. Another form of a stochastic problem is the chance-constrained
programming problem. In this type of stochastic programming model, the con-
straints to be optimized depend on probabilities. The classification of SP problems is
shown in Figure 1.

1.8 Applications of stochastic programming

Stochastic programming has been applied to a wide variety of areas. Some of the
specific problems are part of the Stochastic Programming test set. Other applica-
tions are listed as follows: Manufacturing Production Planning, Manufacturing pro-
duction capacity planning, Machine Scheduling, Freight scheduling, Dairy Farm
Expansion planning, Macroeconomic modeling and planning, Timber management,
Asset Liability Management, Portfolio selection, Traffic management, Optimal truss
design, Automobile Dealership inventory management, Lake level management.

1.9 Software tools

Nowadays computerized techniques are widely used to solve various types of
problems in the world. Sometimes some problems become difficult to solve and
time-consuming by hand calculation. So by using different software tools, we can
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solve problems from small to large scale problem optimally in a short time. There
are so many computer-based mathematical programming languages have been used
worldwide. Some of the tools that are used to solve optimization problems are
LINDO, LINGO, AMPL, MATLAB, MATHEMATICA, MAPLE, MS EXCEL
SOLVER and TORA, etc. In this chapter, we use AMPL and LINGO.

1.9.1 AMPL

AMPL, an acronym for “A Mathematical Programming Language” is a compre-
hensive and powerful algebraic modeling language for linear and nonlinear optimi-
zation problems, with discrete or continuous variables. It is a language for solving
high complexity problems for large scale mathematical computation. It was devel-
oped by Robert Fourier, David Gay and Brian Kernighan at Bell Laboratories [1]. By
using AMPL, we can get the solution of a problem in which the model of the
formulation with sets, variables, parameters, constraints, etc. are written in a mod.
file and the data of the formulation are written in a dat. file. Then the solution is
found after running the program in the console window.

1.9.2 LINGO

LINGO is designed to solve a wide range of optimization problems, including
linear programs, mixed integer programs, quadratic programs, stochastic, and gen-
eral nonlinear non-convex programs faster, easier and more efficient. It provides a
completely integrated package that includes a powerful language for expressing
optimization models, a full-featured environment for building and editing prob-
lems, and a set of fast built-in solvers.

1.10 Motivation

First one is based on weapons assignment in which the engagement of a target
by a weapon is modeled as a stochastic event. In this type of problem, we develop a
general computer oriented algorithm so that we can solve this type of problems for
small scales to large scales problems in a single framework. To show the effective-
ness of our developed model we present numerical examples of WTAP and com-
pare our result with different existing results.

Figure 1.
Codification of SP problems.
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1.11 Outline of the chapter

This chapter contains four sections in total which is organized as follows:

• In Section 1, we discuss some prerequisites that are required forWTA problem.
We also discuss about the types of optimization models, software tools that we
use in this chapter.

• In Section 2, we review some relevant papers about weapon’s assignment
problem.

• In Section 3, we discuss the weapon target assignment problem. We formulate
the WTA problem. Some existing algorithms are also presented in this chapter.
We discuss the real-life applications and present numerical examples of
WTAP. We develop a new computer technique by using programming
language AMPL to solve all type of WTA problem in a single framework. Then
finally compare the results we get from AMPL to previously solved results of
the examples.

• In Section 4, we draw a conclusion about our whole chapter.

1.12 Conclusion

In this Section, we discussed the relevant preliminaries. In the next Section, we will
review some literature about weapons assignment and chance-constrained problem.

In this section, we will review some admissible research articles on Weapon
Target Assignment Problem. Since the 1950s, the optimal assignment problem of
weapons to targets has always been concerned by many countries. The study of
WTA problem can be traced back to the 1950s and 1960s when Manne [2] and Day
[3] built the model of WTA problem. The present research work onWTA is focused
on models and algorithms. In the research on models of WTA, the static WTA

Researchers Year Proposed Algorithms Implementation WTA

Galat and Simaan 2007 Tabu Dynamic single-objective

Lee 2010 VLSN Static single-objective

Xin et al. 2010 VP + Tabu Dynamic single-objective

Li and Dong 2010 DPSO+SA Dynamic single-objective

Chen et al. 2010 SA Static single-objective

Fei et al. 2012 Auction Algorithm Static single-objective

Liu et al. 2013 MOPSO Static multi-objective

Zhang et al. 2014 MOEA/D Static multi-objective
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solve problems from small to large scale problem optimally in a short time. There
are so many computer-based mathematical programming languages have been used
worldwide. Some of the tools that are used to solve optimization problems are
LINDO, LINGO, AMPL, MATLAB, MATHEMATICA, MAPLE, MS EXCEL
SOLVER and TORA, etc. In this chapter, we use AMPL and LINGO.
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AMPL, an acronym for “A Mathematical Programming Language” is a compre-
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LINGO is designed to solve a wide range of optimization problems, including
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optimization models, a full-featured environment for building and editing prob-
lems, and a set of fast built-in solvers.

1.10 Motivation

First one is based on weapons assignment in which the engagement of a target
by a weapon is modeled as a stochastic event. In this type of problem, we develop a
general computer oriented algorithm so that we can solve this type of problems for
small scales to large scales problems in a single framework. To show the effective-
ness of our developed model we present numerical examples of WTAP and com-
pare our result with different existing results.

Figure 1.
Codification of SP problems.
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1.11 Outline of the chapter

This chapter contains four sections in total which is organized as follows:

• In Section 1, we discuss some prerequisites that are required forWTA problem.
We also discuss about the types of optimization models, software tools that we
use in this chapter.

• In Section 2, we review some relevant papers about weapon’s assignment
problem.

• In Section 3, we discuss the weapon target assignment problem. We formulate
the WTA problem. Some existing algorithms are also presented in this chapter.
We discuss the real-life applications and present numerical examples of
WTAP. We develop a new computer technique by using programming
language AMPL to solve all type of WTA problem in a single framework. Then
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the examples.

• In Section 4, we draw a conclusion about our whole chapter.
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weapons to targets has always been concerned by many countries. The study of
WTA problem can be traced back to the 1950s and 1960s when Manne [2] and Day
[3] built the model of WTA problem. The present research work onWTA is focused
on models and algorithms. In the research on models of WTA, the static WTA
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models are mainly studied and the dynamic WTA are not fully studied indeed. In
the research on algorithms of WTA, the intelligent algorithms are often used to
solve the WTA problem.

There are so many proposed algorithms on WTA problem [4, 5]. So we present
the summary of variant heuristic algorithms and the implementation of various
WTA have been proposed for several years is shown in Table 1.

2. Weapon’s target assignment

Various combinatorial optimization techniques are currently available. Most of
these techniques have not been thoroughly tested on realistic problems. In this
chapter, we consider a class of non-linear assignment problems collectively referred
to as Target-based Weapon Target Assignment (WTA). We first briefly discuss the
weapon target assignment problem. We also include the basic concepts and models
of WTA and the mathematical nature of the WTA models is also analyzed. We
present some real-life applications of WTA here. There does not exist any exact
methods for the WTA problem even relatively small size problems, and much
research has focused on developing heuristic algorithms based on meta-heuristic
techniques. The main focus of this chapter is our new developed optimization
algorithm for the WTA problem based on the kill probabilities.

3. Weapon target assignment (WTA) problem

The assignment problem is one of the fundamental constrained combinatorial
optimization problems in the branch of optimization or operation research in
Mathematics. This problem is mainly used in decision making. Here we consider a
special type of problem which is a combination of transportation problem and
assignment problem. By the name of weapon-target assignment problem, it is clear
that we have to assign weapons to targets. It is a defense-related application in
operation research and is slightly different from the more general optimal resource
allocation problem. The main aim of weapon-target assignment problem is to find a
set of solution of the number of available weapons to a set of required targets so that
the expected rewards of the sequential engagement is maximized [6]. The engage-
ment of a target by a weapon is modeled as a stochastic event, with a probability of
kill assigned to each weapon-target pair (this is the probability that the interceptor
weapon will destroy the target if assigned to it). The engagement of a weapon-
target pair is independent of all other weapons and targets. This is an integer
optimization problem in that fractional weapon assignments are not allowed.

3.1 Basic factors of WTA

A number of different approaches have been applied to the WTA problem.
When considering a WTA problem, a number of factors need to be considered.
Some of these factors are discussed below [7]:

3.1.1 Linear versus non-linear assignment problem

The generalized linear assignment problem (LAP) of allocating weapons to
targets is a fundamental problem of combinatorial optimization. In the simplest
case, the number of weapons and targets are equal, with only one weapon being
assigned to any one target in an allocation. LAP’s can also be represented in a
bipartite graph shown in Figure 2 (a). In the LAP graph, weapons cannot be
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assigned to more than one target. But, when targets are assigned to more than one
targets or targets, are assigned to more one weapon, then the assignment problem
becomes nonlinear as presented by the bipartite graph in Figure 2 (b).

Weapon target assignments are generally viewed as nonlinear assignment prob-
lems (non-LAP). That is, the optimal solution is nonlinear but is still considered to
integer values as in the LAP case.

3.1.2 Asset-based versus Target-based

A WTA problem can be viewed from either a target-based or an asset-based
perspective. In the target-based, values are assigned to each target to cause damage
to the defended asset. The objective of the target-based WTA solution is to maxi-
mize the damage value of the incoming targets.

Conversely, in an asset-based perspective values are assigned to the assets rather
than the targets. This WTA problem is where weapons are assigned such that the
combined value of assets is maximized. The asset-based approach requires infor-
mation on which targets are approaching the defended assets. But a target-based
approach is more appropriate than the asset-based. The approach which is discussed
in this chapter is the target-based perspective.

3.1.3 Static versus dynamic

Generally, WTA is categorized into two versions:

a. Static WTA

b. Dynamic WTA

Figure 2.
A linear and a nonlinear bipartite graph.
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assigned to more than one target. But, when targets are assigned to more than one
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lems (non-LAP). That is, the optimal solution is nonlinear but is still considered to
integer values as in the LAP case.
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A WTA problem can be viewed from either a target-based or an asset-based
perspective. In the target-based, values are assigned to each target to cause damage
to the defended asset. The objective of the target-based WTA solution is to maxi-
mize the damage value of the incoming targets.

Conversely, in an asset-based perspective values are assigned to the assets rather
than the targets. This WTA problem is where weapons are assigned such that the
combined value of assets is maximized. The asset-based approach requires infor-
mation on which targets are approaching the defended assets. But a target-based
approach is more appropriate than the asset-based. The approach which is discussed
in this chapter is the target-based perspective.
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Static WTA: In the static version, all of the inputs (i.e., weapons, targets,
desired effects, engagement time, etc.) to the problem are fixed, and all weapons
are engaged to targets in a single stage. The damage assessment is made when all the
weapons are engaged to the targets completely. Thus the main objective of SWTA
[8] is to find the proper assignment of a temporary defense task. That is, in static
WTA the optimal assignment of weapons to targets only allowed a single weapon to
be assigned to a single target. Then the static one can be considered as a constrained
resource assignment problem. The static version of the problem is a special case of
the dynamic one.

Dynamic WTA: Dynamic WTA problem is originally proposed by Hosein and
Athans in 1990 [9], and attract much more attention from researchers in recent
years. The goal of DWTA is to find a global optimal assignment for the whole
defense process in which the engagement occasion of weapons must be taken into
account. The dynamic WTA can also be expressed as a succession of static WTA.
That is, in dynamic WTA there are no restrictions as discussed before in SWTA
problem. Many weapons can be assigned to a single target. This satisfies the real
scenario of a defense system. When the scale is large, the DWTA models are
comparatively more complex than the SWTA models. In this paper, we mainly
focus on the dynamic weapon-target assignment problem.

In addition, considering the different missions, each version includes the asset-
based problem and the target-based problem. In the asset-based problem, the task is
to maximize the expected total value of assets which are defended by the defensive
weapons. In the target-based problem, the task is to minimize the expected total
value of targets which are not destroyed by the defensive weapons after the
engagement. The target-based problem can be considered as a special case of the
asset-based problem.

3.1.4 Properties of dynamic WTA

Some relevant properties of the dynamic WTA problem are that it is:

a. NP-Complete (Non-deterministic polynomial), that is one must essentially
resort to complete enumeration to find the optimal solution.

b. Discrete (fractional weapons assignment are not allowed)

c. Dynamic (the results of previous engagements are observed before making
present assignments)

d. Nonlinear (the objective function is convex)

e. Stochastic (weapon-target engagements are modeled as stochastic events)

f. Large-Scale (the number of weapons and targets is large, making
enumeration techniques impractical).

These properties of the problem rule out any hope of obtaining efficient optimal
algorithms.

3.2 Mathematical formulation of WTA

To present the dynamic weapon-target assignment problem, we need the fol-
lowing parameters and variables to be introduced:

186

Concepts, Applications and Emerging Opportunities in Industrial Engineering

Symbols: Descriptions.
W : The number of Weapon types.
T: The number of targets that must be assigned by weapons.
u j: The military value of the target js. This is determined during the weapon

assignment and used to priorities target engagement.
wi : The number of weapons of type i available to be assigned to targets.
t j: The minimum number of weapons required to target j.
pijkill: The destroying probability of target j by weapon of typei, also expressed as

the kill probability for weapon type i on target j. It’s given for all weapons and targets.
xij: An integer decision variable indicating the number of weapons of type i

assigned to target
j: That is, how many numbers of weapons of type i should be assigned to target j

to maximize the expected damage value of targets.

Let there be T targets numbered as 1, 2, … ,T and W weapon types numbered
1, 2, … ,W. Then we can now formulate the objective function in terms of proba-
bility of damage of various targets weighted by their military value. So the weapon
target assignment may now be modeled as the following nonlinear integer pro-
gramming formulation in terms of the above-introduced variables,

max
XT
j¼1

u j 1�
YW
i¼1

1� pijkill
� �xij

" #
, (3)

subject to,
XT
j¼1

xij ≤wi i ¼ 1, :… ,W (4)

XW
i¼1

xij ≥ t j j ¼ 1, :… ,T (5)

xij ≥0, integer, i ¼ 1, … ,W and j ¼ 1, … ,T (6)

Here we consider pijkill as the destroying probability by weapons of type i on
target j, therefore the term 1� pijkill

� �
denotes the survival probability for target j if

weapon i assigned to it. By the over-all assignment of weapons of all types,
PW

i¼1xij

the expected damage to target j is 1�QW
i¼1 1� pijkill
� �xijh i

. The maximization of the

probability of the total expected damaged value of the targets is being represented
by the objective function (3). Limitations on the number of weapons assigned are
specified in terms of wi and t j. The constraints represented above by Eqs. (4) and
(5) are on weapons available of various types and on the minimum number of
weapons to be assigned to various targets. By the Eq. (4), we can assure that the
total number of weapons used does not exceed the available capacity, and as well as
the Eq. (5) ensures that the total number of weapons should exceed the minimum
number of weapons required for targetjs. Eq. (6) provides the non-negativity of
decision variables. Here we observe that the resulting problem has non-linear
objective function and linear constraints.

3.2.1 Applications of WTA

The WTA problem has wide applications in real life. Some of them are discussed
in the current section:

187

Weapon Target Assignment
DOI: http://dx.doi.org/10.5772/intechopen.93665



Static WTA: In the static version, all of the inputs (i.e., weapons, targets,
desired effects, engagement time, etc.) to the problem are fixed, and all weapons
are engaged to targets in a single stage. The damage assessment is made when all the
weapons are engaged to the targets completely. Thus the main objective of SWTA
[8] is to find the proper assignment of a temporary defense task. That is, in static
WTA the optimal assignment of weapons to targets only allowed a single weapon to
be assigned to a single target. Then the static one can be considered as a constrained
resource assignment problem. The static version of the problem is a special case of
the dynamic one.

Dynamic WTA: Dynamic WTA problem is originally proposed by Hosein and
Athans in 1990 [9], and attract much more attention from researchers in recent
years. The goal of DWTA is to find a global optimal assignment for the whole
defense process in which the engagement occasion of weapons must be taken into
account. The dynamic WTA can also be expressed as a succession of static WTA.
That is, in dynamic WTA there are no restrictions as discussed before in SWTA
problem. Many weapons can be assigned to a single target. This satisfies the real
scenario of a defense system. When the scale is large, the DWTA models are
comparatively more complex than the SWTA models. In this paper, we mainly
focus on the dynamic weapon-target assignment problem.

In addition, considering the different missions, each version includes the asset-
based problem and the target-based problem. In the asset-based problem, the task is
to maximize the expected total value of assets which are defended by the defensive
weapons. In the target-based problem, the task is to minimize the expected total
value of targets which are not destroyed by the defensive weapons after the
engagement. The target-based problem can be considered as a special case of the
asset-based problem.

3.1.4 Properties of dynamic WTA

Some relevant properties of the dynamic WTA problem are that it is:

a. NP-Complete (Non-deterministic polynomial), that is one must essentially
resort to complete enumeration to find the optimal solution.

b. Discrete (fractional weapons assignment are not allowed)

c. Dynamic (the results of previous engagements are observed before making
present assignments)

d. Nonlinear (the objective function is convex)

e. Stochastic (weapon-target engagements are modeled as stochastic events)

f. Large-Scale (the number of weapons and targets is large, making
enumeration techniques impractical).

These properties of the problem rule out any hope of obtaining efficient optimal
algorithms.

3.2 Mathematical formulation of WTA

To present the dynamic weapon-target assignment problem, we need the fol-
lowing parameters and variables to be introduced:

186

Concepts, Applications and Emerging Opportunities in Industrial Engineering

Symbols: Descriptions.
W : The number of Weapon types.
T: The number of targets that must be assigned by weapons.
u j: The military value of the target js. This is determined during the weapon

assignment and used to priorities target engagement.
wi : The number of weapons of type i available to be assigned to targets.
t j: The minimum number of weapons required to target j.
pijkill: The destroying probability of target j by weapon of typei, also expressed as

the kill probability for weapon type i on target j. It’s given for all weapons and targets.
xij: An integer decision variable indicating the number of weapons of type i

assigned to target
j: That is, how many numbers of weapons of type i should be assigned to target j

to maximize the expected damage value of targets.

Let there be T targets numbered as 1, 2, … ,T and W weapon types numbered
1, 2, … ,W. Then we can now formulate the objective function in terms of proba-
bility of damage of various targets weighted by their military value. So the weapon
target assignment may now be modeled as the following nonlinear integer pro-
gramming formulation in terms of the above-introduced variables,

max
XT
j¼1

u j 1�
YW
i¼1

1� pijkill
� �xij

" #
, (3)

subject to,
XT
j¼1

xij ≤wi i ¼ 1, :… ,W (4)

XW
i¼1

xij ≥ t j j ¼ 1, :… ,T (5)

xij ≥0, integer, i ¼ 1, … ,W and j ¼ 1, … ,T (6)

Here we consider pijkill as the destroying probability by weapons of type i on
target j, therefore the term 1� pijkill

� �
denotes the survival probability for target j if

weapon i assigned to it. By the over-all assignment of weapons of all types,
PW

i¼1xij

the expected damage to target j is 1�QW
i¼1 1� pijkill
� �xijh i

. The maximization of the

probability of the total expected damaged value of the targets is being represented
by the objective function (3). Limitations on the number of weapons assigned are
specified in terms of wi and t j. The constraints represented above by Eqs. (4) and
(5) are on weapons available of various types and on the minimum number of
weapons to be assigned to various targets. By the Eq. (4), we can assure that the
total number of weapons used does not exceed the available capacity, and as well as
the Eq. (5) ensures that the total number of weapons should exceed the minimum
number of weapons required for targetjs. Eq. (6) provides the non-negativity of
decision variables. Here we observe that the resulting problem has non-linear
objective function and linear constraints.

3.2.1 Applications of WTA

The WTA problem has wide applications in real life. Some of them are discussed
in the current section:

187

Weapon Target Assignment
DOI: http://dx.doi.org/10.5772/intechopen.93665



3.3 Air missile system

In an air missile defense system [10, 11], missiles are regarded as the major
weapon in modern warfare, and missile defense technology becomes a hot research
topic for military and information expert. The reasonable target assignment strat-
egy and optimization algorithm for weapon-target assignment improve operational
effectiveness greatly. According to target threat degree and air combat priority
index of target intercepted, the relative weigh for weapon unit of target attack is
definite, the combined effect on target assignment result is weighed, which ensure
high target interception as far as possible. In multi-fighter air combat, the weapon
target assignment problem is a challenge in information warfare, the air defense
command system can assign weapon reasonably for eliminating the threat from
enemy targets in time. The selection rules of target function include the facts such
as less resource and energy loss for fighter, the minimum threat degree and the
minimum number of targets remaining, different selection rule reflect different
decision intention, which decided different target function form and combat strat-
egy [12]. AS an NP-complete problem, with the number increasing in weapon units
and targets, the solution space shows the trend of the combined explosion [13].

3.4 WTA approach to media allocation

In management science, the word advertisement is the most significant term. In
advertising, media allocation is a very important task for advertisers. Communica-
tion vehicles such as television, newspapers, internet, radio and etc. are referred by
the term media in advertising. To convey the commercial messages to target the
potential customers, advertisers use the above-mentioned vehicles. In order to
maximize the effectiveness of advertising effort, media planning is the process of
selecting time and space in various media for advertising. The best media plans
provide the target audiences with an optimum level of coverage and opportunities
to see the campaign. So, media allocation is to find the proper assignment of
number of ads in each vehicle. This allocation problem can be developed as an
optimization model, which can also be considered as the WTA problem of military
operation research, that allocates media to target audiences.

This problem is an integer nonlinear programming problem which is indepen-
dent of the duration of an advertising campaign also schedules advertisements
during a day. This is an appropriate example of military operations research models
that can be adapted to contemporary business world applications.

3.5 Various existing algorithms

Several exact and heuristic algorithms have been proposed to solve the Weapon-
Target Assignment problem for several years. Some of them are described briefly
below:

3.5.1 Maximum marginal return (MMR) algorithm

Maximum marginal return algorithms are algorithms that assign weapons
sequentially with each weapon being assigned to the target which results in the
maximum decrease (marginal return) in the objective function value. In other
words, in maximum marginal return algorithms, a weapon is always assigned to the
target with maximum improvement in the objective function value. Maximum
marginal return algorithms are heuristic algorithms, they are easy to implement and
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efficient algorithms. Although these algorithms do not give the optimal or best
solution it is known that these algorithms give near-optimal solutions.

Algorithm: MMR Algorithm

1: solution. Allocations {}
2: solution. Value MaxValue
3: allocated Weapon Count 0
4: while allocated Weapon Count < =no Of Weapons do
5: max Decrease Min Value
6: k 1
7: while k < unallocated Weapons. Count do
8: i 1
9: while i < no Of Targets do
10: decrease target Values [i] * kill Probabilities [i][k]
11: if decrease > max Decrease then
12: max Decrease decrease
13: allocated Target i
14: allocated Target k
15: end if
16: i i + 1
17: end while
18: k k + 1
19: end while
20: unallocated Weapons. Remove (allocated Weapon)
21: solution. Allocations [k] allocated Target
22: target Values [allocated Target] target Values [allocated Target]-max

Decrease
23: allocated Weapon Count allocated Weapon Count + 1
24: end while
25: solution. Value Calculate Solution Value (solution. allocations)
26: return solution

3.5.2 Genetic algorithms (GA)

A genetic algorithm with greedy eugenics that takes into account a probability of
kill value for each weapon is suggested [14], and compared to MMR algorithm.
Although MMR algorithm runs much faster than GA, GA tends to find better
solutions than MMR algorithm. And, GA efficiency increases as the number of
targets and weapons increases. Also in GA if a set of weapons can also hit a group of
targets, meaning that grouping of weapons and targets is possible, this leads to
faster and more optimal solutions [15]. Since the algorithm uses randomization it is
a nondeterministic algorithm. The genetic algorithm is given as follows [16]:

Algorithm: Genetic Algorithm

1: start Time Now
2: end Time start Time + allowed Search Time
3: solution. Allocations {}
4: solution.value MaxValue
5: if no Of Targets > no Of Weapons then
6: no Of Individuals no Of Targets
7: else
8: no Of Individuals no Of Weapons
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Several exact and heuristic algorithms have been proposed to solve the Weapon-
Target Assignment problem for several years. Some of them are described briefly
below:

3.5.1 Maximum marginal return (MMR) algorithm

Maximum marginal return algorithms are algorithms that assign weapons
sequentially with each weapon being assigned to the target which results in the
maximum decrease (marginal return) in the objective function value. In other
words, in maximum marginal return algorithms, a weapon is always assigned to the
target with maximum improvement in the objective function value. Maximum
marginal return algorithms are heuristic algorithms, they are easy to implement and
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efficient algorithms. Although these algorithms do not give the optimal or best
solution it is known that these algorithms give near-optimal solutions.

Algorithm: MMR Algorithm

1: solution. Allocations {}
2: solution. Value MaxValue
3: allocated Weapon Count 0
4: while allocated Weapon Count < =no Of Weapons do
5: max Decrease Min Value
6: k 1
7: while k < unallocated Weapons. Count do
8: i 1
9: while i < no Of Targets do
10: decrease target Values [i] * kill Probabilities [i][k]
11: if decrease > max Decrease then
12: max Decrease decrease
13: allocated Target i
14: allocated Target k
15: end if
16: i i + 1
17: end while
18: k k + 1
19: end while
20: unallocated Weapons. Remove (allocated Weapon)
21: solution. Allocations [k] allocated Target
22: target Values [allocated Target] target Values [allocated Target]-max

Decrease
23: allocated Weapon Count allocated Weapon Count + 1
24: end while
25: solution. Value Calculate Solution Value (solution. allocations)
26: return solution

3.5.2 Genetic algorithms (GA)

A genetic algorithm with greedy eugenics that takes into account a probability of
kill value for each weapon is suggested [14], and compared to MMR algorithm.
Although MMR algorithm runs much faster than GA, GA tends to find better
solutions than MMR algorithm. And, GA efficiency increases as the number of
targets and weapons increases. Also in GA if a set of weapons can also hit a group of
targets, meaning that grouping of weapons and targets is possible, this leads to
faster and more optimal solutions [15]. Since the algorithm uses randomization it is
a nondeterministic algorithm. The genetic algorithm is given as follows [16]:

Algorithm: Genetic Algorithm

1: start Time Now
2: end Time start Time + allowed Search Time
3: solution. Allocations {}
4: solution.value MaxValue
5: if no Of Targets > no Of Weapons then
6: no Of Individuals no Of Targets
7: else
8: no Of Individuals no Of Weapons
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9: end if
10: population Generate Initial Population (no Of Individuals)
11: while end Time < Now do
12: individual No 1
13: while individual No < =no Of Individuals do
14: sol From Indv population [individual No]
15: sol Value From Indv Calculate Solution Value (sol From Indv)
16: if sol Value From Indv < solution. Value then
17: solution sol From Indv
18: end if
19: individual No individual No + 1
20: end while
21: parents Select Parents (population)
22: population CrossOver (parents)
23: population Mutate (population)
24: end while
25: return solution

3.5.3 Ant colony optimization algorithm

Ant-colony optimization takes inspiration from the foraging behavior of ant
colonies. Initially all of the ants search for the food randomly. When an ant finds a
food, it starts to deposit a chemical substance produced and released into the
environment called pheromone on the ground while returning back to the colony.
By depositing pheromone on the ground, they mark the path to the food that should
be followed by other members of the colony. If an ant comes across a path with
pheromone, it stops searching for the food randomly and starts to follow the path
marked with pheromone. If it reaches the food, it starts to deposit pheromone on
the path back to the colony also. This positive feedback strengthens the pheromone
trail on the same path and causes all of the ants to follow a single path. On the other
hand, if the path is not followed by other colony members, the pheromone evapo-
rates in time and eventually, the path disappears [1, 16].

An Ant-Colony Optimization algorithm basically consists of 3 main steps. After
the initialization of pheromone trails, while there is still time, at each iteration:

1.Ants create solutions.

2.Created solutions are improved through a local search. This process is also
known as daemon actions and it is an optional process.

3.Pheromone update is applied to increase the pheromone values that are
associated with good solutions and to decrease the pheromone values that are
associated with bad solutions (pheromone evaporation).

The description of the algorithm is given below:

Algorithm: Ant Colony Optimization Algorithm.

1: start Time Now
2: end Time start Time + allowed Search Time
3: solution. Allocations {}
4: solution. value MaxValue
5: if no Of Targets > no Of Weapons then
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6: no Of Ants no Of Targets
7: else
8: no Of Ants no Of Weapons
9: end if
10: Calculate Heuristic Values ()
11: Calculate Pheromone Values ()
12: while end Time < Now do
13: min Solution Value Max Value
14: ant No 1
15: while ant No < =no Of Ants do
16: constructed Sol Construct Solution ()
17: if constructed sol.solution Value < min Solution. Value then
18: best sol value constructed Sol solution Value
19: iteration Best Sol. Alloc constructed Sol. allocations
20: if constructed Sol. Solution Value < solution. Solution Value then
21: solution constructed sol
22: end if
23: end if
24: Calculate Heuristic Values ()
25: ant No ant No + 1
26: end while
27: Update Pheromone Values (iteration Best Sol Alloc, best Sol Value)
28: end while
29: return solution

3.6 WTA on real battle field

On modern battlefields, the task of battle managers is very important to make a
proper assignment of weapons to targets to defend own-force assets or to offend the
opponent targets. As an example, we now consider a target-based weapon-target
assignment model for maximizing the total expected damage value of the targets
which satisfies the Eqs. (3)–(5). Here considering five weapons are to be assigned to
20 targets [17, 18]. These targets have different probabilities of killing to platforms
which are dependent on the target types. That is, the destroying probabilities of
targets by different types of weapons obviously will be different. The probabilities
define the effectiveness of the ith weapon to jth destroy the target. Here we get by
the weapon-target pair that there are total 100 variables that are to be found out.
The upper limits on weapon capacity and lower limits on weapons to be assigned are
also given.

The characteristics of the five weapon types could be thought as follows:

1.Breda-SAFAT machine gun

2.Lewis gun

3.Spandau machine gun

4.Vickers machine gun

5.Blue Danube (nuclear weapon)

Each weapon-target pair survival probabilities are shown in Figure 3.
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2.Created solutions are improved through a local search. This process is also
known as daemon actions and it is an optional process.

3.Pheromone update is applied to increase the pheromone values that are
associated with good solutions and to decrease the pheromone values that are
associated with bad solutions (pheromone evaporation).

The description of the algorithm is given below:

Algorithm: Ant Colony Optimization Algorithm.

1: start Time Now
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6: no Of Ants no Of Targets
7: else
8: no Of Ants no Of Weapons
9: end if
10: Calculate Heuristic Values ()
11: Calculate Pheromone Values ()
12: while end Time < Now do
13: min Solution Value Max Value
14: ant No 1
15: while ant No < =no Of Ants do
16: constructed Sol Construct Solution ()
17: if constructed sol.solution Value < min Solution. Value then
18: best sol value constructed Sol solution Value
19: iteration Best Sol. Alloc constructed Sol. allocations
20: if constructed Sol. Solution Value < solution. Solution Value then
21: solution constructed sol
22: end if
23: end if
24: Calculate Heuristic Values ()
25: ant No ant No + 1
26: end while
27: Update Pheromone Values (iteration Best Sol Alloc, best Sol Value)
28: end while
29: return solution

3.6 WTA on real battle field

On modern battlefields, the task of battle managers is very important to make a
proper assignment of weapons to targets to defend own-force assets or to offend the
opponent targets. As an example, we now consider a target-based weapon-target
assignment model for maximizing the total expected damage value of the targets
which satisfies the Eqs. (3)–(5). Here considering five weapons are to be assigned to
20 targets [17, 18]. These targets have different probabilities of killing to platforms
which are dependent on the target types. That is, the destroying probabilities of
targets by different types of weapons obviously will be different. The probabilities
define the effectiveness of the ith weapon to jth destroy the target. Here we get by
the weapon-target pair that there are total 100 variables that are to be found out.
The upper limits on weapon capacity and lower limits on weapons to be assigned are
also given.

The characteristics of the five weapon types could be thought as follows:

1.Breda-SAFAT machine gun

2.Lewis gun

3.Spandau machine gun

4.Vickers machine gun

5.Blue Danube (nuclear weapon)

Each weapon-target pair survival probabilities are shown in Figure 3.
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The number of available weapons and the military value of targets is shown in
[19] Figure 4.

There are also some requirements for weapons to destroy particular targets.
Figure 5 shows the minimum number of weapons that must be assigned to some
particular targets.

Figure 3.
Survival probabilities of targets by weapons.

Figure 4.
Availability of weapons and target military values.
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3.7 Formulation of battle field example

After having all the values of required parameters, we formulate the model
corresponding to the given example for maximizing the total expected target dam-
age value as follows:

z ¼ 60 1:00� 1x11 � 0:84x21 � 0:96x31 � 1x41 � 0:92x51ð Þ½ �þ
50 1:00� 0:95x12 � 0:83x22 � 0:95x32 � 1x42 � 0:94x52ð Þ½ �þ
50 1:00� 1x13 � 0:85x23 � 0:96x33 � 1x43 � 0:92x53ð Þ½ �þ
75 1:00� 1x14 � 0:84x24 � 0:96x34 � 1x44 � 0:95x54ð Þ½ �þ
40 1:00� 1x15 � 0:85x25 � 0:96x35 � 1x45 � 0:95x55ð Þ½ �þ
60 1:00� 0:85x16 � 0:81x26 � 0:90x36 � 1x46 � 0:98x56ð Þ½ �þ
35 1:00� 0:90x17 � 0:81x27 � 0:92x37 � 1x47 � 0:98x57ð Þ½ �þ
30 1:00� 0:85x18 � 0:82x28 � 0:91x38 � 1x48 � 1x58ð Þ½ �þ
25 1:00� 0:80x19 � 0:80x29 � 0:92x39 � 1x49 � 1x59ð Þ½ �þ
150 1:00� 1x1,10 � 0:86x2,10 � 0:95x3,10 � 0:96x4,10 � 0:90x5,10ð Þ½ �þ
30 1:00� 1x1,11 � 1x2,11 � 0:99x3,11 � 0:91x4,11 � 0:95x5,11ð Þ½ �þ
45 1:00� 1x1,12 � 0:98x2,12 � 0:98x3,12 � 0:92x4,12 � 0:96x5,12ð Þ½ �þ
125 1:00� 1x1,13 � 1x2,13 � 0:99x3,13 � 0:91x4,13 � 0:91x5,13ð Þ½ �þ
200 1:00� 1x1,14 � 0:88x2,14 � 0:98x3,14 � 0:92x4,14 � 0:98x5,14ð Þ½ �þ
200 1:00� 1x1,15 � 0:87x2,15 � 0:97x3,15 � 0:98x4,15 � 0:99x5,15ð Þ½ �þ
130 1:00� 1x1,16 � 0:88x2,16 � 0:98x3,16 � 0:93x4,16 � 0:99x5,16ð Þ½ �þ
100 1:00� 1x1,17 � 0:85x2,18 � 0:95x3,17 � 1x4,17 � 1x5,17ð Þ½ �þ
100 1:00� 0:95x1,18 � 0:84x2,18 � 0:92x3,18 � 1x4,18 � 1x5,18ð Þ½ �þ
100 1:00� 1x1,19 � 0:85x2,19 � 0:93x3,19 � 1x4,19 � 1x5,19ð Þ½ �þ
150 1:00� 1x1,20 � 0:85x2,20 � 0:92x3,20 � 1x4,20 � 1x5,20ð Þ½ �

(7)

subject to,
The linear constraints on the available number of weapons of the five types are,

x11 þ x12 þ x13 þ x14 þ x15 þ x16 þ x17 þ x18 þ x19 þ x1,10 þ x1,11
þx1,12 þ x1,13 þ x1,14 þ x1,15 þ x1,16 þ x1,17 þ x1,18 þ x1,19 þ x1,20 ≤ 200

x21 þ x22 þ x23 þ x24 þ x25 þ x26 þ x27 þ x28 þ x29 þ x2,10 þ x2,11
þx2,12 þ x2,13 þ x2,14 þ x2,15 þ x2,16 þ x2,17 þ x2,18 þ x2,19 þ x2,20 ≤ 100

x31 þ x32 þ x33 þ x34 þ x35 þ x36 þ x37 þ x38 þ x39 þ x3,10 þ x3,11
þx3,12 þ x3,13 þ x3,14 þ x3,15 þ x3,16 þ x3,17 þ x3,18 þ x3,19 þ x3,20 ≤ 300

x41 þ x42 þ x43 þ x44 þ x45 þ x46 þ x47 þ x48 þ x49 þ x4,10 þ x4,11
þx4,12 þ x4,13 þ x4,14 þ x4,15 þ x4,16 þ x4,17 þ x4,18 þ x4,19 þ x4,20 ≤ 150

x51 þ x52 þ x53 þ x54 þ x55 þ x56 þ x57 þ x58 þ x59 þ x5,10 þ x5,11
þx5,12 þ x5,13 þ x5,14 þ x5,15 þ x5,16 þ x5,17 þ x5,18 þ x5,19 þ x5,20 ≤ 250

(8)

Figure 5.
Minimum requirements of weapons assigned to targets.
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3.7 Formulation of battle field example

After having all the values of required parameters, we formulate the model
corresponding to the given example for maximizing the total expected target dam-
age value as follows:
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40 1:00� 1x15 � 0:85x25 � 0:96x35 � 1x45 � 0:95x55ð Þ½ �þ
60 1:00� 0:85x16 � 0:81x26 � 0:90x36 � 1x46 � 0:98x56ð Þ½ �þ
35 1:00� 0:90x17 � 0:81x27 � 0:92x37 � 1x47 � 0:98x57ð Þ½ �þ
30 1:00� 0:85x18 � 0:82x28 � 0:91x38 � 1x48 � 1x58ð Þ½ �þ
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The linear constraints on the available number of weapons of the five types are,
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And the linear constraints on the minimum required assignment of weapons to
the seven specified targets that must be engaged are:

x11 þ x21 þ x31 þ x41 þ x51 ≥ 30

x16 þ x26 þ x36 þ x46 þ x56 ≥ 100

x1,10 þ x2,10 þ x3,10 þ x4,10 þ x5,10 ≥ 40

x1,14 þ x2,14 þ x3,14 þ x4,14 þ x5,14 ≥ 50

x1,15 þ x2,15 þ x3,15 þ x4,15 þ x5,15 ≥ 70

x1,16 þ x2,16 þ x3,16 þ x4,16 þ x5,16 ≥ 35

x1,20 þ x2,20 þ x3,20 þ x4,20 þ x5,20 ≥ 30

(9)

3.8 Computational complexity of WTAP

The general WTA problem is the situation where a number of Wweapon sys-
tems have to engage a number of Ttargets. All weapon systems and all targets may
have different characteristics. Also, different weapon systems may require a differ-
ent amount of time to engage a target. WhenT > >W an additional problem occurs.
So as the scale of WTA problem grows, its computational requirement grows expo-
nentially. So it is quite impossible to solve this type of large scale WTA problem
directly. So, computational algorithms are the best approach to solve the large scale
dynamic WTA problem [8].

3.9 Our solution approach for the WTA model

After formulating the problem, we have the Eqs. (7)–(9). We observe that we
have total 100 variables with a nonlinear exponential objective function and 12
linear constraints, which is quite large. There does not exist any exact methods for
the WTA problem even relatively small size problems. As there are so many com-
puter based software tools to solve different types of mathematical problems, we
propose a computer oriented algorithm to solve such large scale problems in a short
time. Our proposed algorithm not only solve large scale WTA problems but also
small problems in a single framework. We develop a computerized algorithm in
which all types of target-based WTA problem can be solved in a reasonably fast
time to help decision makers to make proper assignment on the battlefield.

3.10 The structure of our proposed algorithm for solving the WTAP

Since no real time exact solutions to WTAs are available, either for static or
dynamic versions, alternative approximation methodologies must be considered,
including heuristic techniques. We develop our computerized algorithm by using
the Mathematical Programming Language AMPL.

Algorithm: Our developed Algorithm in AMPL.

Step I: Initialize parameters N, M > 0 and set integers I, J, K.
Step II: Input number of weapons (M) and number of targets (N) and introduce

non-negative integer variablesx i, jf g.
Step III: Introduce the parameters wi ≥0, t j ≥0, u j ≥0, 0≤ pijkill ≤ 1:.
Step IV: Define the non-convex objective function to maximize
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XJ

j¼1
u j½ � ∗ 1�

YI
i¼1

1� pijkill i, j½ �
� �

∧ x i, j½ �
 !

Step V: Define a set of equations of constraints,

XJ

j¼1
x i, j½ �≤w i½ �; i ¼ 1, … ,M;

�
XI
i¼1

x i, j½ �≤ � t j½ �; i ¼ 1, … ,N;

Step VI: Input data of the defined parameters in the ‘dat’ file.
Step VII: Then run this code in the ‘run’ file to calculate the objective function value

that is to be maximized by using the solver option such asMINOS, BARON, BONMIN,
MINLP, and CONOPT. By using the command “EXPAND” we can show the expan-
sion of objective function and constraints in the console.

Step VIII: Display the solution value in the console.

Using the new developed algorithm by AMPL, we can solve the WTAP for the
large numbers of weapons and targets using the single model file with different data
values according to the different scale problems.

3.11 Results of the WTAP using our developed method

As our developed method is based on computerized tools, so we first develop the
general code in AMPL. Then update the data file for the Eqs. (7)–(9). And finally
run the AMPL code, then we get our desired result as an output file (Appendix-A)
in AMPL. Subsequent to adjusting the quantity of weapons to the closest whole
numbers, the outcomes have appeared in.

3.12 Comparison between two results of the WTAP

For several years this type of weapon-target assignment has been performed at
the Research analysis. Here we have taken the numerical problem presented in [18].
We have presented the result of the WTAP by using our developed method in
Table 2. Bracken et al. [18] solved this problem and got a set of solution of the
number of weapons assigned to targets shown in Figure 6.

Figure 6.
Number of weapons assigned to targets.
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And the linear constraints on the minimum required assignment of weapons to
the seven specified targets that must be engaged are:
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x1,10 þ x2,10 þ x3,10 þ x4,10 þ x5,10 ≥ 40

x1,14 þ x2,14 þ x3,14 þ x4,14 þ x5,14 ≥ 50

x1,15 þ x2,15 þ x3,15 þ x4,15 þ x5,15 ≥ 70

x1,16 þ x2,16 þ x3,16 þ x4,16 þ x5,16 ≥ 35

x1,20 þ x2,20 þ x3,20 þ x4,20 þ x5,20 ≥ 30

(9)

3.8 Computational complexity of WTAP

The general WTA problem is the situation where a number of Wweapon sys-
tems have to engage a number of Ttargets. All weapon systems and all targets may
have different characteristics. Also, different weapon systems may require a differ-
ent amount of time to engage a target. WhenT > >W an additional problem occurs.
So as the scale of WTA problem grows, its computational requirement grows expo-
nentially. So it is quite impossible to solve this type of large scale WTA problem
directly. So, computational algorithms are the best approach to solve the large scale
dynamic WTA problem [8].

3.9 Our solution approach for the WTA model

After formulating the problem, we have the Eqs. (7)–(9). We observe that we
have total 100 variables with a nonlinear exponential objective function and 12
linear constraints, which is quite large. There does not exist any exact methods for
the WTA problem even relatively small size problems. As there are so many com-
puter based software tools to solve different types of mathematical problems, we
propose a computer oriented algorithm to solve such large scale problems in a short
time. Our proposed algorithm not only solve large scale WTA problems but also
small problems in a single framework. We develop a computerized algorithm in
which all types of target-based WTA problem can be solved in a reasonably fast
time to help decision makers to make proper assignment on the battlefield.

3.10 The structure of our proposed algorithm for solving the WTAP

Since no real time exact solutions to WTAs are available, either for static or
dynamic versions, alternative approximation methodologies must be considered,
including heuristic techniques. We develop our computerized algorithm by using
the Mathematical Programming Language AMPL.

Algorithm: Our developed Algorithm in AMPL.

Step I: Initialize parameters N, M > 0 and set integers I, J, K.
Step II: Input number of weapons (M) and number of targets (N) and introduce

non-negative integer variablesx i, jf g.
Step III: Introduce the parameters wi ≥0, t j ≥0, u j ≥0, 0≤ pijkill ≤ 1:.
Step IV: Define the non-convex objective function to maximize
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Step V: Define a set of equations of constraints,

XJ

j¼1
x i, j½ �≤w i½ �; i ¼ 1, … ,M;

�
XI
i¼1

x i, j½ �≤ � t j½ �; i ¼ 1, … ,N;

Step VI: Input data of the defined parameters in the ‘dat’ file.
Step VII: Then run this code in the ‘run’ file to calculate the objective function value

that is to be maximized by using the solver option such asMINOS, BARON, BONMIN,
MINLP, and CONOPT. By using the command “EXPAND” we can show the expan-
sion of objective function and constraints in the console.

Step VIII: Display the solution value in the console.

Using the new developed algorithm by AMPL, we can solve the WTAP for the
large numbers of weapons and targets using the single model file with different data
values according to the different scale problems.

3.11 Results of the WTAP using our developed method

As our developed method is based on computerized tools, so we first develop the
general code in AMPL. Then update the data file for the Eqs. (7)–(9). And finally
run the AMPL code, then we get our desired result as an output file (Appendix-A)
in AMPL. Subsequent to adjusting the quantity of weapons to the closest whole
numbers, the outcomes have appeared in.

3.12 Comparison between two results of the WTAP

For several years this type of weapon-target assignment has been performed at
the Research analysis. Here we have taken the numerical problem presented in [18].
We have presented the result of the WTAP by using our developed method in
Table 2. Bracken et al. [18] solved this problem and got a set of solution of the
number of weapons assigned to targets shown in Figure 6.

Figure 6.
Number of weapons assigned to targets.

195

Weapon Target Assignment
DOI: http://dx.doi.org/10.5772/intechopen.93665



Now to check the efficiency of our model we compare the two results of the
problem graphically. Then for the both results we calculate the objective function
that is to be maximized. Here the graphical representation of total number of
weapons assigned to targets of the results are shown in Figure 7.

Objective Function (Existing Solution): Max z ¼ 1733:81
Objective Function (Our Result): Max z ¼ 1735:57
Comparing the above two results, we have the better result than the existing

result. That is, we have the maximum objective function. This concludes that our
proposed method gives the effective result. Our developed AMPL code studied in
this Chapter improved the existing solution by 0.1%.

3.13 Numerical example of media allocation

Comparingmedia allocation with theWTA problem,we can consider the weapons
as media vehicles to be advertised when themilitary targets as target audiences to be
intended to reach. People exposed bymedia vehicles at different times of the day are
given as target audiences. Theweaponnumbersxij are determined as thenumber of ads.

The number of ads refers to the number of times within a given period time an
audience is exposed to a media schedule. The mathematical programming model is
as follows under the assumption that the target audience is constant to be exposed
by such media vehicles in given period time.

We formulate the media allocation as the weapon-target assignment model
which satisfies the Eqs. (3)–(6).

Here i ¼ 1, 2, … ,W be the number of kinds of advertisements,
j ¼ 1, 2, … ,T be the number of segments,
wi be the available number of advertisements of type i,
t j be the minimum required number of ads for the target audience j s,
u j be the relative segment weights.
xij be the number of advertisements of type i assigned to target j,

pijkill be the probability of reaching the target audience j by a single ad type i.
So here the objective is to maximize the total probability of reaching the target

audiences.
Suppose a company is planning to start an advertising campaign for a particular

product. That company takes four target audiences as morning, afternoon, prime and

Figure 7.
Comparison of the results between the two methods.
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night time of the day. Also, they take 15 vehicles such as somoy news, BTV, Channel
I, NTV, ETV, ATN News, GTV, Radio Today, Radio Foorti, Facebook, Prothom Alo,
Ittefaq, Billboard, Printings, and E-mail. That company knows the percentages of
reaching the target audiences in different time partitions according to the mentioned
media vehicles. The probabilities of reaching target audiences are shown in the
following table. In Table 2, we can see that some vehicles have 0 probability to reach
some targets. Prime time is the most important segment, as night time is the least
important segment for the product. Moreover, the segment weights facilitate mar-
keters to give relative importance with respect to product or service characteristics.
The weights can be changed with respect to the features of the product.

Probability Matrix (pijkill):

3.14 Formulation of media allocation problem

Our objective is to make a proper assignment of ads to targets for maximizing
the effectiveness of advertising. The objective function along with total 19 con-
straints (15 supply constraints for media vehicles and 4 demand constraints for
target audiences) are given below:

Maximize, z =

2½1:00� ð0:79x11 � 0:65x21 � 0:81x31 � 1x41 � 0:87x51 � 0:76x61 � 0:91x71 �
0:61x81 � 0:76x91 � 0:9x10,1 � 0:88x11,1 � 0:68x12,1 � 0:68x13,1 � 0:77x14,1 � 0:71x15,1Þ�
þ3½1:00� ð0:88x12 � 0:76x22 � 0:96x32 � 0:74x42 � 0:81x52 � 0:86x62 � 1x72 �
0:83x82 � 0:69x92 � 0:77x10,2 � 0:89x11,2 � 0:77x12,2 � 0:90x13,2 � 0:88x14,2 � 0:93x15,2Þ�
þ4½1:00� ð0:88x13 � 0:88x23 � 1x33 � 0:81x43 � 0:75x53 � 0:78x63 � 0:82x73 �
0:53x83 � 0:86x93 � 0:97x10,3 � 0:97x11,3 � 0:91x12,3 � 0:72x13,3 � 0:92x14,3 � 0:96x15,3Þ�
þ1½1:00� ð0:77x14 � 0:93x24 � 0:81x34 � 0:87x44 � 1x54 � 0:81x64 � 0:72x74 �
1x84 � 0:57x94 � 0:65x10,4 � 0:91x11,4 � 0:79x12,4 � 0:98x13,4 � 0:97x14,4 � 0:68x15,4Þ�

(10)

Subject to, the linear constraints on the available number ads of 15 media
types are,

x11 þ x12 þ x13 þ x14 ≤ 8

x21 þ x22 þ x23 þ x24 ≤ 7

x31 þ x32 þ x33 þ x34 ≤ 9

x41 þ x42 þ x43 þ x44 ≤ 5

x51 þ x52 þ x53 þ x54 ≤ 6

x61 þ x62 þ x63 þ x64 ≤ 8

x71 þ x72 þ x73 þ x74 ≤ 3

x81 þ x82 þ x83 þ x84 ≤ 10

x91 þ x92 þ x93 þ x94 ≤ 15

x10,1 þ x10,2 þ x10,3 þ x10,4 ≤ 12

x11,1 þ x11,2 þ x11,3 þ x11,4 ≤ 8

x12,1 þ x12,2 þ x12,3 þ x12,4 ≤ 4

x13,1 þ x13,2 þ x13,3 þ x13,4 ≤4

x14,1 þ x14,2 þ x14,3 þ x14,4 ≤ 4

x15,1 þ x15,2 þ x15,3 þ x15,4 ≤4

(11)
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night time of the day. Also, they take 15 vehicles such as somoy news, BTV, Channel
I, NTV, ETV, ATN News, GTV, Radio Today, Radio Foorti, Facebook, Prothom Alo,
Ittefaq, Billboard, Printings, and E-mail. That company knows the percentages of
reaching the target audiences in different time partitions according to the mentioned
media vehicles. The probabilities of reaching target audiences are shown in the
following table. In Table 2, we can see that some vehicles have 0 probability to reach
some targets. Prime time is the most important segment, as night time is the least
important segment for the product. Moreover, the segment weights facilitate mar-
keters to give relative importance with respect to product or service characteristics.
The weights can be changed with respect to the features of the product.

Probability Matrix (pijkill):

3.14 Formulation of media allocation problem

Our objective is to make a proper assignment of ads to targets for maximizing
the effectiveness of advertising. The objective function along with total 19 con-
straints (15 supply constraints for media vehicles and 4 demand constraints for
target audiences) are given below:

Maximize, z =

2½1:00� ð0:79x11 � 0:65x21 � 0:81x31 � 1x41 � 0:87x51 � 0:76x61 � 0:91x71 �
0:61x81 � 0:76x91 � 0:9x10,1 � 0:88x11,1 � 0:68x12,1 � 0:68x13,1 � 0:77x14,1 � 0:71x15,1Þ�
þ3½1:00� ð0:88x12 � 0:76x22 � 0:96x32 � 0:74x42 � 0:81x52 � 0:86x62 � 1x72 �
0:83x82 � 0:69x92 � 0:77x10,2 � 0:89x11,2 � 0:77x12,2 � 0:90x13,2 � 0:88x14,2 � 0:93x15,2Þ�
þ4½1:00� ð0:88x13 � 0:88x23 � 1x33 � 0:81x43 � 0:75x53 � 0:78x63 � 0:82x73 �
0:53x83 � 0:86x93 � 0:97x10,3 � 0:97x11,3 � 0:91x12,3 � 0:72x13,3 � 0:92x14,3 � 0:96x15,3Þ�
þ1½1:00� ð0:77x14 � 0:93x24 � 0:81x34 � 0:87x44 � 1x54 � 0:81x64 � 0:72x74 �
1x84 � 0:57x94 � 0:65x10,4 � 0:91x11,4 � 0:79x12,4 � 0:98x13,4 � 0:97x14,4 � 0:68x15,4Þ�

(10)

Subject to, the linear constraints on the available number ads of 15 media
types are,

x11 þ x12 þ x13 þ x14 ≤ 8

x21 þ x22 þ x23 þ x24 ≤ 7

x31 þ x32 þ x33 þ x34 ≤ 9

x41 þ x42 þ x43 þ x44 ≤ 5

x51 þ x52 þ x53 þ x54 ≤ 6

x61 þ x62 þ x63 þ x64 ≤ 8

x71 þ x72 þ x73 þ x74 ≤ 3

x81 þ x82 þ x83 þ x84 ≤ 10

x91 þ x92 þ x93 þ x94 ≤ 15

x10,1 þ x10,2 þ x10,3 þ x10,4 ≤ 12

x11,1 þ x11,2 þ x11,3 þ x11,4 ≤ 8

x12,1 þ x12,2 þ x12,3 þ x12,4 ≤ 4

x13,1 þ x13,2 þ x13,3 þ x13,4 ≤4

x14,1 þ x14,2 þ x14,3 þ x14,4 ≤ 4

x15,1 þ x15,2 þ x15,3 þ x15,4 ≤4

(11)
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And, the linear constraints on the minimum required ads of media vehicles to
the four specified target audiences that must be engaged are:

x11 þ x21 þ x31 þ x41 þ x51 þ x61 þ x71 þ x81þ
x91 þ x10,1 þ x11,1 þ x12,1 þ x13,1 þ x14,1 þ x15,1 ≥ 16

x12 þ x22 þ x32 þ x42 þ x52 þ x62 þ x72 þ x82þ
x92 þ x10,2 þ x11,2 þ x12,2 þ x13,2 þ x14,2 þ x15,2 ≥ 18

x13 þ x23 þ x33 þ x43 þ x53 þ x63 þ x73 þ x83þ
x93 þ x10,3 þ x11,3 þ x12,3 þ x13,3 þ x14,3 þ x15,3 ≥ 25

x14 þ x24 þ x34 þ x44 þ x54 þ x64 þ x74 þ x84þ
x94 þ x10,4 þ x11,4 þ x12,4 þ x13,4 þ x14,4 þ x15,4 ≥ 10

(12)

3.15 Solution of the media allocation problem

We develop a near optimization model which allocate media vehicles to
predetermined target segments. As this media allocation problem is formulated by
using weapon-target assignment problem with 60 decision variables. By using our
algorithm, we have solved the Media Allocation problem in a short time. In this
case, we only change the data values in the ‘dat’ file, use the same mod.file and run.
file. The result is given in Figure 8.

Media vehicles Morning time
(1)

Afternoon time
(2)

Prime time
(3)

Night time
(4)

Ad
capacities

Somoy News (1) 0.21 0.12 0.12 0.23 8

BTV (2) 0.35 0.24 0.12 0.07 7

Channel I (3) 0.19 0.04 0 0.19 9

NTV (4) 0 0.26 0.19 0.13 5

ETV (5) 0.13 0.19 0.25 0 6

ATN News (6) 0.24 0.14 0.22 0.09 8

GTV (7) 0.09 0 0.18 0.28 3

Radio Today (8) 0.39 0.17 0.47 0 10

Radio Foorti (9) 0.24 0.31 0.14 0.43 15

Facebook (10) 0.1 0.23 0.03 0.35 12

Prothom Alo (11) 0.12 0.11 0.03 0.09 8

Ittefaq (12) 0.32 0.23 0.09 0.21 4

Billboard (13) 0.32 0.1 0.28 0.02 4

Printings (14) 0.23 0.12 0.08 0.03 4

E-mail (15) 0.29 0.07 0.04 0.32 4

Number of ads
required

16 18 25 10

Segment weights 2 3 4 1

Table 2.
The probability of reaching target audiences.
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3.16 Comparison of media allocation result with other existing solution

This hypothetical example was given and solved by using MS Excel [20] and
meta-heuristic genetic algorithm [21] previously. We have used our proposed algo-
rithm to solve the media allocation problem. The solutions obtained by using genetic
algorithm [21] and MS Excel [20] are shown in Tables 3 and 4, respectively [22].

To check the efficiency of our model, we need to calculate the objective function
for all the existing solution that is to be maximized. So the graphical representation

Figure 8.
Number of ads reaching to target audiences.

Media vehicles Morning time (1) Afternoon time (2) Prime time (3) Night time (4)

Somoy News (1) 0 0 0 0

BTV (2) 7 0 0 0

Channel I (3) 6 1 0 2

NTV (4) 0 5 0 0

ETV (5) 0 0 6 0

ATN News (6) 2 0 5 0

GTV (7) 0 0 0 0

Radio Today (8) 2 0 8 0

Radio Foorti (9) 0 14 0 1

Facebook (10) 0 0 0 12

Prothom Alo (11) 2 2 2 2

Ittefaq (12) 1 1 1 1

Billboard (13) 1 1 1 1

Printings (14) 1 1 1 1

E-mail (15) 1 1 1 1

Total no of ads 23 26 25 21

Table 3.
Media allocation solution by genetic algorithm.
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of the existing solutions of Media Allocation and objective function value for the
corresponding results is shown in Figure 9.

In Figure 9 it is clear that, our model gives the best result compared to other two
methods. By analyzing the values of the objective function, we can see that the
Genetic algorithm improved the solution using MS Excel by 0.004%. Thus, the
AMPL algorithm employed in this study improved the previous solution using
Genetic Algorithm and MS Excel Solver 0.033% and 0.037% respectively.

In this effort, we have proposed the AMPL program code as a meta-heuristic tool
for the solution of all type of dynamic weapon-target assignment problem. We have

Media vehicles Morning time (1) Afternoon time (2) Prime time (3) Night time (4)

Somoy news (1) 1 0 0 0

BTV (2) 7 0 0 0

Channel I (3) 7 0 0 2

NTV (4) 0 5 0 0

ETV (5) 0 0 6 0

ATN news (6) 0 0 5 0

GTV (7) 0 0 0 0

Radio today (8) 2 0 8 0

Radio foorti (9) 0 15 0 0

Facebook (10) 0 0 0 12

Prothom Alo (11) 2 2 2 2

Ittefaq (12) 1 1 1 1

Billboard (13) 1 1 1 1

Printings (14) 1 1 1 1

E-mail (15) 1 1 1 1

Total no. of ads 23 26 25 20

Table 4.
Media allocation solution by MS excel solver.

Figure 9.
Comparison the results between the three solving methods.
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discussed two numerical examples and we have compared the results of the prob-
lems with previously solved results. We have observed that our proposed computa-
tional algorithm is easy to compute and gives a nearby optimal solution than other
methods in a short time. We believe that AMPL program approach is a good and
feasible alternative for the solution of this type class of problems. As further
research, we may employ our developed AMPL program approach for the problem
with many targets, many weapons or advertising tools as well.

4. Conclusions

This chapter is performed on two types of optimization such as the weapon’s
assignment problem.

In a warfare scenario, weapons allocation is very important. Since no exact
algorithm is available to solve the WTAP, it is quite unavailable to estimate the
quality of solutions produced by heuristic methods. The purpose of this chapter was
to develop a new computerized algorithm to find a feasible solution in a reasonably
fast time to help decision makers to make a proper assignment on the battlefield.
We have developed a new computer-oriented algorithm by using AMPL to avoid
the computational problems and solve this type of large scale problems. Our algo-
rithm has been applied in two numerical examples of WTA problem and we have
compared the complete outputs of the specified large scale problems with the out-
puts of the existing algorithms. We have concluded that our developed algorithm
gives us the better result than others.

Finally, we conclude that the programming language AMPL is an effective
technique to compute different types of optimization problems which will reduce
the computational time for large scale problems. Overall, we have developed
computer-oriented algorithms to solve the mentioned applications of optimization
problems.
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corresponding results is shown in Figure 9.
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methods. By analyzing the values of the objective function, we can see that the
Genetic algorithm improved the solution using MS Excel by 0.004%. Thus, the
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Genetic Algorithm and MS Excel Solver 0.033% and 0.037% respectively.

In this effort, we have proposed the AMPL program code as a meta-heuristic tool
for the solution of all type of dynamic weapon-target assignment problem. We have

Media vehicles Morning time (1) Afternoon time (2) Prime time (3) Night time (4)

Somoy news (1) 1 0 0 0

BTV (2) 7 0 0 0

Channel I (3) 7 0 0 2

NTV (4) 0 5 0 0

ETV (5) 0 0 6 0

ATN news (6) 0 0 5 0

GTV (7) 0 0 0 0

Radio today (8) 2 0 8 0

Radio foorti (9) 0 15 0 0

Facebook (10) 0 0 0 12

Prothom Alo (11) 2 2 2 2

Ittefaq (12) 1 1 1 1

Billboard (13) 1 1 1 1

Printings (14) 1 1 1 1

E-mail (15) 1 1 1 1

Total no. of ads 23 26 25 20

Table 4.
Media allocation solution by MS excel solver.

Figure 9.
Comparison the results between the three solving methods.

200

Concepts, Applications and Emerging Opportunities in Industrial Engineering

discussed two numerical examples and we have compared the results of the prob-
lems with previously solved results. We have observed that our proposed computa-
tional algorithm is easy to compute and gives a nearby optimal solution than other
methods in a short time. We believe that AMPL program approach is a good and
feasible alternative for the solution of this type class of problems. As further
research, we may employ our developed AMPL program approach for the problem
with many targets, many weapons or advertising tools as well.

4. Conclusions

This chapter is performed on two types of optimization such as the weapon’s
assignment problem.

In a warfare scenario, weapons allocation is very important. Since no exact
algorithm is available to solve the WTAP, it is quite unavailable to estimate the
quality of solutions produced by heuristic methods. The purpose of this chapter was
to develop a new computerized algorithm to find a feasible solution in a reasonably
fast time to help decision makers to make a proper assignment on the battlefield.
We have developed a new computer-oriented algorithm by using AMPL to avoid
the computational problems and solve this type of large scale problems. Our algo-
rithm has been applied in two numerical examples of WTA problem and we have
compared the complete outputs of the specified large scale problems with the out-
puts of the existing algorithms. We have concluded that our developed algorithm
gives us the better result than others.

Finally, we conclude that the programming language AMPL is an effective
technique to compute different types of optimization problems which will reduce
the computational time for large scale problems. Overall, we have developed
computer-oriented algorithms to solve the mentioned applications of optimization
problems.
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Chapter 13

Automotive Industrial Supply
Chain Performance Evaluation
under Uncertain Constraints on
Cloud Computing System
Suthep Butdee

Abstract

Performance evaluation is a critical and complex task as well as uncertain
demands for automotive supply chain. Several methods are applied and adopted to
deal with current situations and maintain competitiveness such as fuzzy logic,
neuro fuzzy, agent (multi) based evaluation, etc. However, such systems are not
rapid enough to respond customer requirements by real-time on mobile cloud
computing system. There are many companies that operate under the first tier
company as subcontractors on the same goal. Cloud computing system is capable to
monitor real-time production processes for every subcontractor to assist the 1st tier
to make decision and respond customer effectively. Daily monitoring data of all
subcontractors in the supply chain are stored in the central database and finally the
performance evaluation can be done. The implication is cost reduction of the whole
supply chain and increase competitiveness as well as continuous process
improvement for all.

Keywords: performance evaluation, automotive supply chain, uncertain
constraints, neuro fuzzy system, CPOM system

1. Introduction

Supply chain management is emphasized on delivery parts on demands both
regular, irregular, and uncertain circumstances. Inventory management is a critical
aspect of management. There are four elements of inventory; raw materials, work
in process (WIP), finished goods, and spare parts. The raw materials are compo-
nents, subassemblies, or material that are purchased from outside the factory and
used in the fabrication or assembly processes inside the factory. The WIP includes
all finished parts or products that have been released to a production line. The
finished good is final products or parts that are kept in the warehouse waiting to
ship to customers by purchasing orders. Spare parts are standard components they
bought from suppliers to maintain or repair production equipment. In automotive
industry, a subcontractor is used as a major player in supply chain manufacturing
cluster. The subcontractor is normally SME companies which makes contract for
long period of time. Mostly, the subcontractor is sighed the contract according to
the specific parts. However, the parts can be done by several contracts in order to
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reduce and distribute risky. The subcontractor can be classified into several levels
namely 2nd tier, 3rd tier, and so on which relied on the role and performance
evaluation. To become a subcontractor, a company is applied and audited by a SCM
committee of the 1st tier company. The applicants are evaluated by company
profile, factory visit, auditing 3 divisions; planning, quality assurance, and supply
chain, based on the subcontracting criteria. There are 4 main criteria such as safety,
planning, production control, and quality. The safety aims to check that the sub-
contractor works safely in the well-prepared environment including machine pro-
tection, operator protection, and part protection. Planning involves with production
supporting process. They are production planning, raw material requirement plan-
ning, order receiving plan, compound and components receiving plan, sending raw
material back to the 1st tier, delivery plan, packing standard plan, and inventory
control. In terms of supply chain, It can be classified into 3 main group based on
manufacturing types: sheet metal parts, plastic parts, and rubber parts. However,
production technology is not concern in this chapter but it focuses on performance
management and evaluation of delivery, back order clearance, and quality of fin-
ished parts. One of the most important aspects is that customer satisfaction on the
customer service process that suppliers must provide any automotive parts needed
whenever they want. In this paper, it is concerned on the case study and informa-
tion based on the rubber part manufacturing industry. Production process control
consists of compound storage control, curing and de-flashing, machine and mold
preventive maintenance, and production control. Quality involves with inspection,
finished goods and defect management as well as problem solving, quality assur-
ance based on ISO (record, traceability, and change management).

The evaluation for renew-contract consists of two parts; monthly audit and
yearly audit. The monthly audit is evaluated by the performance. They are mainly
on delivery on-time, quality of finished goods, back order delivery. The result is
achieved by grade level; A, B, C, and D. Grade A is excellent. B is good. C and D are
needed to be improved. If the improvement is not successful and unsatisfaction,
then the contract is resigned. The more details are in the later section. The yearly
audit includes working system, ISO, improvement, control, and safety
environment.

Supply chain performance evaluation for automotive supply chain is quite
seriously emphasized on product quality and delivery on-time which are impact
on human’s live. The general problem is that the market is fluctuate and heavy
competitiveness on the cost leadership. Supply chain and subcontractors are the key
success methodology which are widely used all over the world. However, the prob-
lems are; 1. how to select subcontractors to produce parts effectively; 2. how to
maximize cost when the capacities are suitably shared and distributes; 3. how to
maximize cost for transportation of the whole subcontractor locations; 4. how
to manage machine availability and uncertainty; 5. how to deal with uncertain
performance and allocate production planning.

Modern computer information technology is currently applied to supply chain
management such as computer integrated manufacturing (CIM), enterprise
resources planning (ERP), internet of things (IOT), could manufacturing and so on.
However, the SME subcontractors are not need to implement the fully high infor-
mation technology or fully automation but it should invest or develop the parts of
technology that can link to accompany the 1st tier company. One of the most critical
part of the computer information technology used in the supply chain is could
computing and monitoring as well as production execution in order to distribute
and share information rapidly, real-time and on-time needed. Delivery is the most
important for the automotive subcontractors especially at the 1st tier company. This
chapter proposes automotive industrial supply chain performance evaluation under
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uncertain constraints on cloud computing system. Fuzzy logic based together with
neural network or called neuro-fuzzy is developed to evaluate the performance of
subcontractors and can be used for prediction the future events for rapid changes
and provide a flexibility management on inventory and delivery to the end cus-
tomer of OEM.

2. Concept and theory

This section presents the concept and theory of supply chain management, fuzzy
logic, fuzzy AHP, Neural network and performance evaluation. Supply chain is
major links to every parts of the business processes and communicate to their chains
and the 1st tier in both vertical and horizontal organization. Fuzzy logic is a meth-
odology used to deal with uncertainty including fuzzy AHP which helps to arrange
the priority factors for multi-decision making to reduce complexity. Neural net-
work is used to deal with qualitative data of performance evaluation.

2.1 Supply chain management

Supply chain plays significant role to OEMs in terms of increasing market share
in a highly competition industrial cluster such as automotive industry by accessing
to advanced manufacturing technology, reduced time to market, lower production
costs, and more effectively used of assets. Modern supply chain management has
seamless relationship in dealing with uncertain and fluctuate demands, risk man-
agement, stock management, allocate capacity, real-time tracking manufacturing
progress with on-line and could system as well as using and selection outsource as
engineering service providers. In addition, the customer relationship management
is critical for the effective supply chain management. In the previous time, the
average time required for company to process and delivery to market and customer
from warehouse inventory taken many days or even unpredictable time because of
uncertainty. It might be inventory out of stock, misplaced work order, misdirected
shipment, total time to service customer escalated rapidly.

Presently, the world changing a lot influencing from digital age and disruption.
Therefore, the information technology together with computerization are
performed as a backbone of most of the business process according to 4G and 5G
even the 6G is coming soon. Orders from customer are rapidly changed to e-
commerce and on-line purchasing which is supported by modern logistics control-
ling by GPS and cloud monitoring. The reality of connectivity among collaborating
business organization continues to drive a new order of relationship called supply
chain management.

Supply chain is traditionally combined with logistic which consists of two major
elements; inbound and out bound logistics. The process begins with second tier
suppliers to deliver parts or products to the first-tier suppliers’ through
manufacturing processes. The inbound logistics are applied in this stage. Then, the
finished goods are sent to distributors, agencies, and retails or even end users and
customers. The structure of the supply chain is varied based on the companies.
Therefore, the unique management is properly designed and created. However, the
principle characteristics of supply chain are defined as ability of a firm to work with
its suppliers to provide high quality material and components which are competi-
tively priced. The closeness of relationship between vendor and customer in
respects purchasing materials and inventory management reflects to the company’s
strategy and the role of supplier contributing to the long-term success of the firm.
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uncertain constraints on cloud computing system. Fuzzy logic based together with
neural network or called neuro-fuzzy is developed to evaluate the performance of
subcontractors and can be used for prediction the future events for rapid changes
and provide a flexibility management on inventory and delivery to the end cus-
tomer of OEM.

2. Concept and theory

This section presents the concept and theory of supply chain management, fuzzy
logic, fuzzy AHP, Neural network and performance evaluation. Supply chain is
major links to every parts of the business processes and communicate to their chains
and the 1st tier in both vertical and horizontal organization. Fuzzy logic is a meth-
odology used to deal with uncertainty including fuzzy AHP which helps to arrange
the priority factors for multi-decision making to reduce complexity. Neural net-
work is used to deal with qualitative data of performance evaluation.

2.1 Supply chain management

Supply chain plays significant role to OEMs in terms of increasing market share
in a highly competition industrial cluster such as automotive industry by accessing
to advanced manufacturing technology, reduced time to market, lower production
costs, and more effectively used of assets. Modern supply chain management has
seamless relationship in dealing with uncertain and fluctuate demands, risk man-
agement, stock management, allocate capacity, real-time tracking manufacturing
progress with on-line and could system as well as using and selection outsource as
engineering service providers. In addition, the customer relationship management
is critical for the effective supply chain management. In the previous time, the
average time required for company to process and delivery to market and customer
from warehouse inventory taken many days or even unpredictable time because of
uncertainty. It might be inventory out of stock, misplaced work order, misdirected
shipment, total time to service customer escalated rapidly.

Presently, the world changing a lot influencing from digital age and disruption.
Therefore, the information technology together with computerization are
performed as a backbone of most of the business process according to 4G and 5G
even the 6G is coming soon. Orders from customer are rapidly changed to e-
commerce and on-line purchasing which is supported by modern logistics control-
ling by GPS and cloud monitoring. The reality of connectivity among collaborating
business organization continues to drive a new order of relationship called supply
chain management.

Supply chain is traditionally combined with logistic which consists of two major
elements; inbound and out bound logistics. The process begins with second tier
suppliers to deliver parts or products to the first-tier suppliers’ through
manufacturing processes. The inbound logistics are applied in this stage. Then, the
finished goods are sent to distributors, agencies, and retails or even end users and
customers. The structure of the supply chain is varied based on the companies.
Therefore, the unique management is properly designed and created. However, the
principle characteristics of supply chain are defined as ability of a firm to work with
its suppliers to provide high quality material and components which are competi-
tively priced. The closeness of relationship between vendor and customer in
respects purchasing materials and inventory management reflects to the company’s
strategy and the role of supplier contributing to the long-term success of the firm.
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Supply chain management is a well-known concept to applied in the modern
business management all over the world particularly in the era of digital disruption
and transformation. In the past, the supply chain management is applied to manage
material flows among work stations inside the companies accompany with kanban,
push-pull system, WIP and buffer inventory control in the JIT system including
waste management of the lean manufacturing. Presently, the supply chain manage-
ment is applied to a group of distributed manufacturing and outbound logistics in
and out of the first company. It is recognized to be a critical tool to make survival
and competitiveness even up to the competitive advantage of the whole chain. The
key success factors are communication, delivery, quality, cost under uncertain
circumstance. The digital transportation used is applied the progress of
manufacturing processes by on-line and real- time tracking using cloud computing
system. The evaluation can be measured by the key success factors in order to
achieve the customer satisfaction. On the other hand, the supply chain cluster has to
implement lean production in order to dealing with competitiveness problem.
Company often had an antagonistic relationship with their suppliers inside the
supply chain cluster. Every item that was purchased had several vendors who are
played off against each other in order to obtain the lowest possible prices, which
was the first criteria for being awarded a contract. Subcontractors recognizing that
the relationship could very likely be terminated with the next contract, invested
minimal time and money to address the specific needs of individual customers. The
purchasing function within the manufacturing company often reported to the sup-
ply chain manager in order to make decision on purchasing raw material and
components at the lowest possible cost.

2.2 Performance evaluation

Performance of production is the final goal of manufacturing which needs to
measure for evaluation at the end of processes or periods of time. It can consider on
quantity, quality, cost, value, productivity, resource used and so on. Effective
performance evaluation for competitive advantage particularly in supply chain
logistics includes monitoring, controlling, and directing operations. Monitoring is
accomplished by the establishment of appropriate metrics to track system perfor-
mance for reporting to management such as on-time delivery, production rate,
production quality on planned, finished goods, defects, transportation tracking,
warehousing and so on [1]. Controlling is accomplished by having appropriate
standards of the whole life cycle of operation performance related to the customer
requirements or international standard (ISO). Controlling is also used to ensure that
planning time is managed effectively on the productive operations. Directing is
related to shop floor control on the machine level and operators to run the produc-
tion properly, correctly, and perfectly in order to achieve high level of productivity.

Performance metrics is typically involved with several criteria; cost, customer
services, quality, productivity and asset. Costs are cost per unit, total cost, percent-
age cost of sales, administrative coat, direct labor cost, inventory carrying cost, cost
of return goods, cost of defect, cost of damage, cost of service failures, cost of back
order, cost of logistics, cost of materials and so on. Criteria of customer services are
on-time delivery, back orders, cycle time, complete orders, delivery consistency, fill
rate stockouts, response accuracy, customer complaints, reliability, overall satisfac-
tion. Quality is the most criteria consisting of product quality, order entry accuracy,
invoicing accuracy, information accuracy, number of customer complaints, number
of customer returns, picking and shipping accuracy. Productivity criteria are
decrease cost rate, number of increase production quantity rate, productivity index,
order per sales representation, units per labor values, units shipped per employee,

210

Concepts, Applications and Emerging Opportunities in Industrial Engineering

decrease of standard time, reduction of equipment downtime, warehouse and
transportation labor productivity. Asset is measured by inventory turns, inventory
levels, number of days of supply, obsolete inventory, return on net assets, return on
investment, economical value added (EVA) and so on.

Performance evaluation for supply chain is different from a common firm par-
ticularly for subcontractors. There are multi-criteria evaluation in several hierarchy
and different weights depending of the importance priorities. The main criteria are
delivery on the purchasing orders and on-time and on quality. If any uncertainty is
occurred on the delivery, back order must be released on the certain time. The
quality involves with defects and errors occurring on the delivery. It is normally
measured by six sigma (ppm). Presently, modeling and simulation are used as a
manufacturing system tool for production flow and performance evaluation that
most of the mathematical models are used in operations management and industrial
engineering.

Figure 1 shows the simulation and modeling which applies fuzzy logic and
Neuro fuzzy to evaluate the performance of subcontractors in automotive supply
chain. It is started on the real-world system. The objectives, constraints, and alter-
natives are identified. Customer requirements are taken into account for designing
and creating measurement parameters and controls for modeling using mathematic
model or intelligent system such as fuzzy logic, neural networks and so on. Data at
the current and activated factory of the subcontractors while doing real business is
collected. Then the performance evaluation methodology is designed and
implemented. On the other hand, the simulation and modeling system are
developed. Fuzzy logic and neuro fuzzy system are formulated with membership
functions, fuzzification and defuzzification. Finally, the performance evaluation
modeling system are created and implemented.

3. Related works

This section explains the previous works on the methodology dealing with per-
formance evaluation in the uncertainty circumstances because of changing world
caused by modern communication and management of digital technology. Fuzzy

Figure 1.
Simulation and modeling framework for performance evaluation.
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logic is firstly explained following with neuro-fuzzy system. Then previous works
on performance evaluation particularly on supply chain management is reviewed
and comments. Finally, the modern management on cloud monitoring is stated and
discussed to be the way of applying to the monitor performance operation at shop
floor level.

3.1 Fuzzy logic

Fuzzy logic is very useful tool to support decision making under uncertainty and
complexity when information is not sufficient and imprecision. Traditionally,
probability theory is used to deal with uncertainty. However, the uncertainty can be
different forms. The probability can deal with the expectation of the future event
based on something known before. By contrast, fuzzy logic handles with a predic-
tion about the event which represents fuzziness expression in terms of linguistic
[2]. Zadeh [3] first presented a Fuzzy Set theory. It is a tool that helps in decision
making under the uncertainty of data. The fuzzy logic has flexibility and can make
easy decision making by applied in the representation of human reasoning and
linguistic terms with the following definitions:

3.1.1 Definition 1. Fuzzy set

A fuzzy set is a member function that attributes the elements of the domain in
the interval [0,1] as the following Eq. (1). The interval is a degree of membership
when the given value is close to 1, there will be a higher level of membership. If the
membership is zero, it means that there is no membership.

Ua Xð Þ : U! 0, 1½ � (1)

In which Ua (x): U! [0,1] is called pertinence function and Ua (x) is the degree
of pertinence of x.

3.1.2 Definition 2. Linguistic variable

A Fuzzy set can be used to describe the value of a variable. A linguistic variable is
a linguistic expression which is used to determine the value of what is described in
terms of qualitative scales such as very low, low, medium, high and very high.

3.1.3 Definition 3. Fuzzification

The fuzzification is used to convert the input into fuzzy variables or fuzzy sets or
language variables.

3.1.4 Definition 4. Membership function

The membership function is the process of determining the membership level of
a variable, which is important for the process of thinking and solving problems. The
membership functions are not symmetric or symmetrical in all respects. The mem-
bership function used in this paper is triangular. The triangular membership func-
tion has a triangle shape, which depends on the 3 variable values, a, b and c as
shown in Figure 2. It is a commonly used in many researches.

212

Concepts, Applications and Emerging Opportunities in Industrial Engineering

3.1.5 Definition 5. Defuzzification

A defuzzification operation is a process to transform fuzzy set into a crisp
output. The center of gravity (COG) is the most commonly technique calculating
the center of the area of combined membership function. In this paper, fuzzy logic
sugeno type was used to approximate output as the following Eq. (2):

y ¼
P

y ¼ y0j j � y0P
y ¼ y0j j (2)

Previous works have been done using fuzzy logic for operation performance
evaluation particularly in the area of supply chain management. Fuzzy logic for
logistics management using SCOR model for evaluating performance in supply
chain is widely studied [4–6]. The model developed can evaluate overall perfor-
mance by real-time network. The model can predict the performance based on
causal relationship of the SCOR metrics using fuzzy rules to build the prediction
model. The fuzzy logic model can be combined with Linear Programming (LP)
which aimed to evaluate the performance and capability in order to distribute
purchasing orders in the cluster environment. The study presented the cluster body
manufacturing in Thailand [7]. The cluster consists of 40 SME companies which
located in the same areas. The have limitation of manufacturing resources. There-
fore, they have to combine capacity in order to serve the big lots of purchasing
orders. It is normally order with big lots of busses particularly the order from local
government. For example, the 2016 purchasing orders were around 500 city busses
with limited delivery time. The cluster of bus body manufacturing needs to join and
share capacity, resources and even profit. The model develop was tested and help
lots of benefits to them. The KPI indicators of the efficiency performance evaluation
which is designed with 5 criteria; capacity, quality, reliability, flexibility and source.
The fuzzy logic is extended to integrated with other methods such as Quality
Function Deployment (QFD) to use for quality design of large complex products
and structures. Although the fuzzy logic is effective but it has got a weakness in
term of prediction by learning. In this case, the Artificial Neural Network (ANN)
can be done and substitute the fuzzy logic.

3.2 Artificial neural network and neuro fuzzy system

ANN mimics human’s brain working using algorithms and graph theory. It
represents biological nervous systems such as brain processing information deriving

Figure 2.
Triangular membership function.
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from imprecise and complicated data. Training ANN can be used to provide pro-
jections given new situations [8]. Kocamaz et al. [9] proposed ANN which was used
to control chaotic supply chain based on a nonlinear dynamic system. It is sensitive
dependence on initial conditions and involves with infinite number of different
periodic responses. Zayegh and Bassam [10] presented neural network principals
and applications. ANN can be used to implement different stages of processing
systems based on leaning algorithms by controlling their weights and biases. The
paper presented the ANN application for digital signal processing performed by the
concept of a multilayer perceptron which feeding forward as networking system by
a set of neurons together with weights. It consists of an input layer, multi hidden
layers and output layer. Back propagation is an algorithm working together with the
multilayer perceptron as shown in the Figure 3.

Feng et al. [11] proposed the application of ANN to solve the problem of job
shop scheduling using MLP networks. Job shop scheduling involves with several
tasks varying from customer orders. A job shop consists of many jobs which are
assigned to perform on many machines. ANN is advantage on learning by training
approach and mostly deal with qualitative information. However, there are various
types of application in manufacturing need to deal with the combination of quanti-
tative and qualitative information. Previous articles stated that neuro-fuzzy can deal
with the combination information effectively. There are many applications of ANN
to production manufacturing such as Lee and Shaw [12] applied a neural network to
deal with a real-time floe shop sequencing. Che [13] proposed the ANN for estima-
tion cost of plastic injection molding. Efendigil and Onut [14] proposed the neuro-
fuzzy based methodology to make multi-decision on multi-stage supply chains
which integrates from customers to suppliers through warehouses, retailers, and
factory. The ANFIS is used for making decision as artificial neural fuzzy inference
system on the customer demands. It consists of several procedures; fuzzification,
rule antecedent, normalization, rule consequent, and rule interface. The output
carries out with new demand data. Chupin et al. [15] proposed neuro-fuzzy model
in supply chain management for object state assessing in the conditions of
uncertainty-based supply chain strategy. Didehkhani et al. [16] presented assessing
flexibility in supply chain using adaptive neuro fuzzy inference system in order to
consider the factors of competitiveness of the world class manufacturing. The
criteria include speed, variety, flexibility and integration in production main line.
Sremac et al. [17] proposed neuro-fuzzy inference systems approach to decision
support system for economic order quantity in supply chain management based on
a dynamic situation of information flow, products and funds among different
participants. SCM is a complex process and mostly involving uncertainty.

Figure 3.
A multilayer perceptron of neural network [11].
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Thipparat [18] proposed application of adaptive neuro fuzzy inference system in
supply chain management evaluation in the case study of construction project.
The project consists of design, contract, liabilities, weather, soil conditions, envi-
ronment, and so on which are uncertain. The construction project often deals with
many parties of stakeholders in supply chain. The criteria are taken into account
such as cost, asset, flexibility, reliability, responsiveness.

3.3 Sub-contractor evaluation

Evaluation is needed to all subcontractors every month and every year in order
to check capability, performance and availability to continuous the business. The
major criteria are delivery finished goods and all item according to the purchasing
order. The 1st tier company plays responsibility to the OEM which is to delivery any
part their needs on demands uncertainly. The facing troubles are that demands are
fluctuated based on the world economic situations. Therefore, the real-time moni-
toring is needed in order to dealing with rapid change and effective control stock of
inventory. Mahmood [19], Kaganski [20], Amrina & Yusof [21] proposed the
concept of production evaluation in SME network using virtual enterprise. Key
performance indicators (KPIs) is created which affect operation such as efficiency,
utilization, and productivity. Hon [22] proposed the KPIs of production perfor-
mance consisting of 5 criteria; quality, cost, delivery, and flexibility. Performance
evaluation with KPIs is a good tool for controlling and enhancing the company to
improve productivity and competitiveness but the methodology cannot use the
same criteria particularly for evaluating a supply chain performance. Behrouzi et al.
[23] presented the performance evaluation for supply chain management in the
automotive industry. It consists of 20 KPIs which applied lean concepts in the
context. The studied collected data from the 133 supply chain companies. The
criteria contain attributes; waste elimination, continuous improvement, just in
time, and flexibility. Roda & Macchi [24] proposed an evaluation model for pro-
duction system based on the need of factory level performance metric tracking
system which adopted OEE criteria to create KPIs. Joppena et al. [25] introduced a
KPIs for production performance evaluation consisting of 5 criteria; quality rate,
manufacturing defect rate, rework rate, rejection rate and OEE. Hyytia and Rgihter
[26] proposed a performance evaluation using simulation modeling for dispatching
systems of the routing jobs to the work stations using parallel computing systems.
The system can deal with dynamic dispatching policy accompanied with monte
Carlo methodology. In supply chain, the problem sometimes needs to deal with
capacity sharing in order to increase potential a large order quantity which is
benefited to SME industrial cluster. Butdee and Nitnara [8] proposed a fuzzy logic
combined with linear programming (LP) modeling for the cluster capacity and
performance evaluation to distribute purchased order suitably for each supply chain
cluster of bus body manufacturing in Thailand. The modeling can deal with uncer-
tainty situations when demands are fluctuated. The criteria include capacity, qual-
ity, reliability, sources, and flexibility. Jagan et al. [27] reviewed a supply chain
performance of the whole production system using the concept of Balance Score
Card combined with SCOR model as well as AHP model. Hudson et al. [28] pro-
posed the theory and practice of performance measurement systems for SMEs using
multi-criteria such as quality, flexibility, time, finance, customer satisfaction, and
human resources. Svalina et al. [29] proposed a neuro fuzzy system for evaluation
surface roughness with minimize machining time and maximize material removal
rate, recommendation optimal cutting parameters under alternated possibility
controlling of the machining processes. The system can deal with complexity,
imprecision and uncertainty environment. The developed AHP and Fuzzy AHP
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modeling to deal with constraints and dynamic situations as well as uncertainty risk
management.

Performance evaluation is currently involved with energy consumption which is
enable to save production cost. Energy evaluation is concerned with the energy used
for machines, oven, welding machines and so on. The energy consumption man-
agement is taken into account together with manufacturing efficiency. Energy is
one of the major costs of automotive supply chain particularly the rubber part
manufacturing. Most of the compression machines, injection machines are used the
heaters to heat rubber materials and continuously heated whole day and whole
weeks. It is sometimes worked around 20 days or more per month. Therefore, the
energy is critical for the company in supply chine because cost is the major criterion
of the competition. Energy control is dynamic and uncertain in aspects of obtaining
the OEE of s firm. Scientific methods are applied to deal with the energy control.
AHP and Fuzzy AHP including Fuzzy FMEA or even the combination of them. The
criteria concern with the cause of uncertainty and risk such as severity, occurrence,
and detection. The major goals of production control are cost control, improving
quality, and on-time delivery.

3.4 Cloud management system

Cloud manufacturing system is emerged which is developed from the advanced
manufacturing systems using the information and computer technologies such as
cloud computing, internet of things (IOT), virtualization and service-oriented
technologies, virtualization, cyber physical system. It transforms manufacturing
resources and manufacturing capabilities into manufacturing services, which can be
managed and operated in an intelligent and unified way to enable sharing facilities.
The cloud manufacturing system can provide efficient and reliable, high quality,
cost saving control. The system can enhance in the decision-making process while
the material flow is tracked following the production process particularly at the
final operation of the supply chain which needs to control on-time delivery. Prob-
lem solving can be rapidly done even immediately to increase productivity. The
collaborative manufacturing management can be done along the whole life cycle of
production. Few papers studied and presented could computing, cloud-based infra-
structure. Lin Zhang et al. [30] expressed the cloud manufacturing which is the
combination of cloud computing, IOT, serviced-oriented technologies and high-
performance computing in order to solve the bottlenecks in the informatization
development and manufacturing applications. It consists of three core components
such as resources, cloud service and manufacturing on cloud. The evolutionary of
modern manufacturing started from computer integrated manufacturing system
(CIM). Then, the agile manufacturing is established to deal with time to market and
supply chain management. It can support the responsiveness quickly while cost and
quality can be consistently controlled. Afterward, concurrent engineering and col-
laborative design are developed to save time to market which was the life cycle of
product taken into account. Peng Wang [31] explained the benefits and limitations
of could computing for cloud manufacturing. Cloud computing is recognized at the
moment that is an aggregate computing resources and a service of things. Presently,
services on demand is dramatically increased when the world is in the digital
disruption and transformation. Cloud computing is enabled to transition of compu-
tation in various forms such as platform, hardware, and software. The benefits of
the cloud computing are to obtain lower start-up and operating costs, to ease of
access and scalability, to reduce risk on resource provision.

The characteristics of cloud management system are to envision for any feature
of IOT such as self-service, visualization of system image, workload optimization,
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interfaced tool management, service catalogs, network and storage configurations,
and service governors, high performance management [32]. Self-service is the
portal that interfaces to log and manage on infrastructure easily for configurations
and execution deployments via a templates and customization. Visualization system
image is enabled you to access different kind of system images that can be chosen
and deployed via the self-service feature. Workload optimization can link to work
anywhere seamlessly. It can work automatically or support decision making. It can
manage resources better under policy and management rules. For example, the
system server is used up to 60% or 75% with 2 GB of the ram. Interface to other
management tools is to be a centralization of the data for monitoring overall infor-
mation and work flow and deployment automation both existing technology and
new equipment. This feature can assist the potential of execution system. Service
catalogs is allowed users to choose service templates or configurations to apply any
service in the catalogs via a list of promotion packages. In addition, users can create
and developed their own template in different service categories. Network and
storage resource configuration permit users to define several types of storage and
networks even set up new storage configuration and sharing bloc level. Service
governors are a smart tool which help users understand IT system inside company.
The cloud has to support high performance management for gathering and
collecting policies from the services based on infrastructure pattern use. It can
configure automatically and deploy services using the right amount of resources
and give high performance.

There are a lot of application using cloud system in different domains; automo-
tive industry for process improvements and cost reduction, pharmaceutical pro-
duction data for down time analysis, medical devices monitoring, education and
training, production data for real time monitoring, food and beverage for OEE
analysis to increase productivity.

4. Research system methodology

4.1 Subcontractor operation

Subcontractors are operated under the supply chain management which are
closely linked to the 1st tier company. The most important aspect is that the sub-
contractors must understand the role of collaborative working. The main responsi-
bility of the subcontractors is to receive purchasing order and delivery plan. The
Figure 4 shows the cycle of operations. It starts from receiving parts and delivery
order. The raw material requirement planning is done by subcontractors. The pro-
duction plan is created immediately after finished good stock is checked. Raw
material is critical aspect when synthetic rubber is taken into account because its life
is limited. It needs to be well-organized and can deal with uncertain environments.
The raw material is ordered from the 1st tier company which all volume is com-
bined from several subcontractors when the same material is used. This is the first
advantage of the subcontractor supply chain which can share critical scale of
resource by obtaining cost reduction. The production can start suddenly when the
raw material is arrived. However, the material needs to test beforehand according to
the standard specification and operation standard procedure given by the engineer-
ing department. The production consists of three operations before delivery to the
customer of the 1st tier according to the delivery plan. The production also must
be well-prepared for preventive maintenance both machines and molds. The molds
are design accompanied with new part model before they are distributed to the
subcontractors. This point is the 2nd advantage of the subcontractor supply chain
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the material flow is tracked following the production process particularly at the
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lem solving can be rapidly done even immediately to increase productivity. The
collaborative manufacturing management can be done along the whole life cycle of
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structure. Lin Zhang et al. [30] expressed the cloud manufacturing which is the
combination of cloud computing, IOT, serviced-oriented technologies and high-
performance computing in order to solve the bottlenecks in the informatization
development and manufacturing applications. It consists of three core components
such as resources, cloud service and manufacturing on cloud. The evolutionary of
modern manufacturing started from computer integrated manufacturing system
(CIM). Then, the agile manufacturing is established to deal with time to market and
supply chain management. It can support the responsiveness quickly while cost and
quality can be consistently controlled. Afterward, concurrent engineering and col-
laborative design are developed to save time to market which was the life cycle of
product taken into account. Peng Wang [31] explained the benefits and limitations
of could computing for cloud manufacturing. Cloud computing is recognized at the
moment that is an aggregate computing resources and a service of things. Presently,
services on demand is dramatically increased when the world is in the digital
disruption and transformation. Cloud computing is enabled to transition of compu-
tation in various forms such as platform, hardware, and software. The benefits of
the cloud computing are to obtain lower start-up and operating costs, to ease of
access and scalability, to reduce risk on resource provision.

The characteristics of cloud management system are to envision for any feature
of IOT such as self-service, visualization of system image, workload optimization,

216

Concepts, Applications and Emerging Opportunities in Industrial Engineering

interfaced tool management, service catalogs, network and storage configurations,
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portal that interfaces to log and manage on infrastructure easily for configurations
and execution deployments via a templates and customization. Visualization system
image is enabled you to access different kind of system images that can be chosen
and deployed via the self-service feature. Workload optimization can link to work
anywhere seamlessly. It can work automatically or support decision making. It can
manage resources better under policy and management rules. For example, the
system server is used up to 60% or 75% with 2 GB of the ram. Interface to other
management tools is to be a centralization of the data for monitoring overall infor-
mation and work flow and deployment automation both existing technology and
new equipment. This feature can assist the potential of execution system. Service
catalogs is allowed users to choose service templates or configurations to apply any
service in the catalogs via a list of promotion packages. In addition, users can create
and developed their own template in different service categories. Network and
storage resource configuration permit users to define several types of storage and
networks even set up new storage configuration and sharing bloc level. Service
governors are a smart tool which help users understand IT system inside company.
The cloud has to support high performance management for gathering and
collecting policies from the services based on infrastructure pattern use. It can
configure automatically and deploy services using the right amount of resources
and give high performance.

There are a lot of application using cloud system in different domains; automo-
tive industry for process improvements and cost reduction, pharmaceutical pro-
duction data for down time analysis, medical devices monitoring, education and
training, production data for real time monitoring, food and beverage for OEE
analysis to increase productivity.

4. Research system methodology

4.1 Subcontractor operation

Subcontractors are operated under the supply chain management which are
closely linked to the 1st tier company. The most important aspect is that the sub-
contractors must understand the role of collaborative working. The main responsi-
bility of the subcontractors is to receive purchasing order and delivery plan. The
Figure 4 shows the cycle of operations. It starts from receiving parts and delivery
order. The raw material requirement planning is done by subcontractors. The pro-
duction plan is created immediately after finished good stock is checked. Raw
material is critical aspect when synthetic rubber is taken into account because its life
is limited. It needs to be well-organized and can deal with uncertain environments.
The raw material is ordered from the 1st tier company which all volume is com-
bined from several subcontractors when the same material is used. This is the first
advantage of the subcontractor supply chain which can share critical scale of
resource by obtaining cost reduction. The production can start suddenly when the
raw material is arrived. However, the material needs to test beforehand according to
the standard specification and operation standard procedure given by the engineer-
ing department. The production consists of three operations before delivery to the
customer of the 1st tier according to the delivery plan. The production also must
be well-prepared for preventive maintenance both machines and molds. The molds
are design accompanied with new part model before they are distributed to the
subcontractors. This point is the 2nd advantage of the subcontractor supply chain
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method. It is not only cost reduction but also the quality improvement. The delivery
plan is monitored by the SCM department of the 1st tier following with the QC
inspection and packing progress in order to predict the efficiency of the supply
chain management. All of the parts required on the exact due date are delivered to
the 1st tier inventory which is controlled by RFID and barcode inside the centralized
data based and linked to the OEM. The final step is to close the P&D order and
evaluated the performance. The concept of CPOM, detailed in 4.3, system is applied
to the 4 last steps of the SCM. First is the delivery plan. Then, the QC& packing
work station and stock control. The 3rd operation is delivery parts to customers
which is linked to the 1st tier inventory control. The last operation is to close the
P&D order which is linked to evaluation system.

Figure 5 shows production flow for supply chain collaborative of the 1st tier and
the subcontractors. Based on the functional department. There are 5 departments
which are defined in the same supply chain; engineering, planning supply chain,
subcontractor and QC. The P&D order starts from the planning department and
sends to the supply chain department and passes to the subcontractor. The engi-
neering department prepares molds and operation standard procedure which is
obtained from the new model testing at the real environment. The mold is sent to
the subcontractor and tested for completion quality. Then, the subcontractor begins
the preproduction and first lot experiment. The result is recorded and sent to the

Figure 4.
The cycle of subcontractor in automotive supply chain management.
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QC department at the 1st tier to be approved. The production is continuing if
the first lot is confirmed to be acceptable parts. The finished goods are checked by
QC and packed before sending to the inventory, and close the P&D order.

4.2 Neuro fuzzy subcontractor evaluation system

This section presents the methodology of Neuro Fuzzy subcontractor evaluation
before sending to the cloud production online monitoring (CPOM). This method
is successfully validated and workable for automotive rubber subcontractor. The
criteria include capacity, availability, quality, delivery, productivity, back order
control. This study concerns only the monthly audit and yearly evaluation.
As previous mentioned, the monthly is important because it affects the daily
production performance. It is weight 70% of the full mark of the total evaluation
procedure. Therefore, the yearly evaluation weight 30%. The subcontractors are

Figure 5.
Production flow for supply chain collaborative of the 1st tier and subcontractor.

219

Automotive Industrial Supply Chain Performance Evaluation under Uncertain Constraints…
DOI: http://dx.doi.org/10.5772/intechopen.93679



method. It is not only cost reduction but also the quality improvement. The delivery
plan is monitored by the SCM department of the 1st tier following with the QC
inspection and packing progress in order to predict the efficiency of the supply
chain management. All of the parts required on the exact due date are delivered to
the 1st tier inventory which is controlled by RFID and barcode inside the centralized
data based and linked to the OEM. The final step is to close the P&D order and
evaluated the performance. The concept of CPOM, detailed in 4.3, system is applied
to the 4 last steps of the SCM. First is the delivery plan. Then, the QC& packing
work station and stock control. The 3rd operation is delivery parts to customers
which is linked to the 1st tier inventory control. The last operation is to close the
P&D order which is linked to evaluation system.

Figure 5 shows production flow for supply chain collaborative of the 1st tier and
the subcontractors. Based on the functional department. There are 5 departments
which are defined in the same supply chain; engineering, planning supply chain,
subcontractor and QC. The P&D order starts from the planning department and
sends to the supply chain department and passes to the subcontractor. The engi-
neering department prepares molds and operation standard procedure which is
obtained from the new model testing at the real environment. The mold is sent to
the subcontractor and tested for completion quality. Then, the subcontractor begins
the preproduction and first lot experiment. The result is recorded and sent to the

Figure 4.
The cycle of subcontractor in automotive supply chain management.

218

Concepts, Applications and Emerging Opportunities in Industrial Engineering

QC department at the 1st tier to be approved. The production is continuing if
the first lot is confirmed to be acceptable parts. The finished goods are checked by
QC and packed before sending to the inventory, and close the P&D order.

4.2 Neuro fuzzy subcontractor evaluation system

This section presents the methodology of Neuro Fuzzy subcontractor evaluation
before sending to the cloud production online monitoring (CPOM). This method
is successfully validated and workable for automotive rubber subcontractor. The
criteria include capacity, availability, quality, delivery, productivity, back order
control. This study concerns only the monthly audit and yearly evaluation.
As previous mentioned, the monthly is important because it affects the daily
production performance. It is weight 70% of the full mark of the total evaluation
procedure. Therefore, the yearly evaluation weight 30%. The subcontractors are

Figure 5.
Production flow for supply chain collaborative of the 1st tier and subcontractor.

219

Automotive Industrial Supply Chain Performance Evaluation under Uncertain Constraints…
DOI: http://dx.doi.org/10.5772/intechopen.93679



evaluated with the same criteria and get results in 4 levels of satisfaction; A, B, C,
and D. The grade A and grade B are passed with satisfaction whereas the grade C
and the grade D are fail but they can improve the performance under the time and
quality condition. There are 4 criteria are measured; 1. delivery on-time; 2. on
quantity of the P&M order; 3. quality of the parts without any defect; 4. Back order
clearance. The calculation performance is divided into three categories; delivery
(D), back order clearance (B), and quality (Q). The function is shown in the Eq. 1,
Eq. 2, and Eq. 3. Each criterion is applied and evaluated by every part. The perfor-
mance evaluation level is given by score.

P Dð Þ ¼
Xi¼n
i¼1

Di
Xj¼n

j¼1
Pj: it1þ it2þ it3þ⋯itnð Þ (3)

P Bð Þ ¼
Xi¼n
i¼1

Bi
Xj¼n

j¼1
Pj: it1þ it2þ it3þ⋯itnð Þ (4)

P Qð Þ ¼
Xi¼n
i¼1

Qi
Xj¼n

j¼1
Pj: it1þ it2þ it3þ⋯itnð Þ (5)

When.
P(D) = delivery performance (%), P(B) = back order performance (%),

P(Q) = quality performance (%), it = items to be produced (item consists of many
pieces), Di = number of items to be delivered, Bi = number of back order to be
delivered, Qi = quantity to be produced, Pj = number of pieces to be produced

P Dð Þ ¼

xjx delivery performance
� �

≥ 99%; to get 15 marks
� �

xjx delivery performance
� � ¼ 90‐98%; to get 12 marks

� �

xjx delivery performance
� � ¼ 80‐89%; to get 9 marks

� �

xjx delivery performance
� � ¼ 70‐79%; to get 6 marks

� �

xjx delivery performance
� �

< 70%; to get 0marks
� �

8>>>>>>><
>>>>>>>:

The function set of P(D) shows the performance calculation of delivery which
infers that the subcontractors have capability to handle the routinely received
orders. The score is divided into 5 levels. The level 1 is excellent which can deliver
more than 99% of the total order and pieces and get 15 marks. The level 2 is very
good which can deliver between 90 and 98% of the total order and pieces and get 12
marks. The level 3 is good which can deliver between 80 and 89% of the total order
and pieces and get 9 marks. The level 4 is moderate which can deliver between 70
and 79% of the total order and pieces and get 6 marks. The level 5 is fail which can
deliver less than 70% of the total order and pieces and get 0 mark. The function set
of the back-order release is presented in the next step.

P Bð Þ ¼

xjx delivery performance
� �

≤ 3%; to get 10 marks
� �

xjx delivery performance
� � ¼ 4‐10%; to get 7:5 marks

� �

xjx delivery performance
� � ¼ 11‐20%; to get 5 marks

� �

xjx delivery performance
� �

≥ 20%; to get 2:5 marks
� �

8>>>><
>>>>:

The set clearance of back order P(B) shows the performance score of the back-
order clearance. It means that the subcontractor cannot achieve the delivery plan
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but can handle the back-order clearance for the next delivery. The less back-order
clearance is the more satisfaction. It is divided into 5 levels; excellent, very good,
good, moderate and fails. Each level can get different scores. The 1st level is excel-
lent which holds the back-order between 0 to 3% and get 10 marks. The 2nd, 3rd,
4th level hold the back-order clearance by 4–10%, 11–20%, and over 21% which can
get the marks of 7.5, 5, 2.5 respectively.

P Qð Þ ¼

xjx part defectð Þ≤ 3%; to get 10 marks½ �
xjx NCR clearanceð Þ≤ 3%; to get 5 marks½ �
xjx part report inspectionð Þ≥ 95%; to get 5 marks½ �
xjx customer claimð Þ≤ 3%; to get 5 marks½ �
xjx quick respondð Þ≥ 95%; to get 5 marks½ �

8>>>>>>><
>>>>>>>:

The set of quality performance shows above that is x when the x is in the various
conditions. If the part defect is ≤3%, then it will get 10 marks. If the NCR clearance
is ≤3%, then it will get 5 marks. If the part report inspection is ≥95%, it will get 5
marks. If the customer claim is ≤3%, it will get 5 marks. If the quick respond is
≥95%, it will get 5 marks.

The final evaluation for subcontractor evaluation is combined the three criteria;
delivery, quality and back order clearance. The total score and the satisfaction level
are shown as the followings.

Table 1 shows the total scores and the evaluation criteria. The total score is 80
marks. This is for the monthly evaluation. The remain score is for yearly audit
which gives the total score is 30 marks. However, this paper concerns only the
monthly evaluation. Presently, the cluster automotive rubber part is evaluated by
manual. It is time consuming, high effort, slow problem solving, and cannot deal
with uncertainty circumstances and predict future events.

As mentioned from the literature review that fuzzy logic can deal with uncer-
tainty. This paper adopts the fuzzy logic model to deal with the subcontractor
performance evaluation. The set representation selects a membership function.
Fuzzy set design is a triangular consisting of crisp subsets. The fuzzy linguistic
terms are design in 5 levels; very high, high, moderate, low and very low. The
conditional fuzzy rules are as the follows.

1.If delivery is low, then performance is low

2.If delivery is moderate, then performance is moderate.

3. If delivery is high, then performance is high.

4.If delivery is very high, then performance is very high.

Criteria Marks Score Grade Satisfaction level

Delivery 30 70–80 A Excellent

Quality 45 55–69 B Good

Back order clearance 10 40–54 C Moderate

Total 80 < 40 D To be improved

Table 1.
The score and evaluation criteria.
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The function set of P(D) shows the performance calculation of delivery which
infers that the subcontractors have capability to handle the routinely received
orders. The score is divided into 5 levels. The level 1 is excellent which can deliver
more than 99% of the total order and pieces and get 15 marks. The level 2 is very
good which can deliver between 90 and 98% of the total order and pieces and get 12
marks. The level 3 is good which can deliver between 80 and 89% of the total order
and pieces and get 9 marks. The level 4 is moderate which can deliver between 70
and 79% of the total order and pieces and get 6 marks. The level 5 is fail which can
deliver less than 70% of the total order and pieces and get 0 mark. The function set
of the back-order release is presented in the next step.

P Bð Þ ¼
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≤ 3%; to get 10 marks
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� �

xjx delivery performance
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≥ 20%; to get 2:5 marks
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8>>>><
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The set clearance of back order P(B) shows the performance score of the back-
order clearance. It means that the subcontractor cannot achieve the delivery plan
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but can handle the back-order clearance for the next delivery. The less back-order
clearance is the more satisfaction. It is divided into 5 levels; excellent, very good,
good, moderate and fails. Each level can get different scores. The 1st level is excel-
lent which holds the back-order between 0 to 3% and get 10 marks. The 2nd, 3rd,
4th level hold the back-order clearance by 4–10%, 11–20%, and over 21% which can
get the marks of 7.5, 5, 2.5 respectively.

P Qð Þ ¼

xjx part defectð Þ≤ 3%; to get 10 marks½ �
xjx NCR clearanceð Þ≤ 3%; to get 5 marks½ �
xjx part report inspectionð Þ≥ 95%; to get 5 marks½ �
xjx customer claimð Þ≤ 3%; to get 5 marks½ �
xjx quick respondð Þ≥ 95%; to get 5 marks½ �

8>>>>>>><
>>>>>>>:

The set of quality performance shows above that is x when the x is in the various
conditions. If the part defect is ≤3%, then it will get 10 marks. If the NCR clearance
is ≤3%, then it will get 5 marks. If the part report inspection is ≥95%, it will get 5
marks. If the customer claim is ≤3%, it will get 5 marks. If the quick respond is
≥95%, it will get 5 marks.

The final evaluation for subcontractor evaluation is combined the three criteria;
delivery, quality and back order clearance. The total score and the satisfaction level
are shown as the followings.

Table 1 shows the total scores and the evaluation criteria. The total score is 80
marks. This is for the monthly evaluation. The remain score is for yearly audit
which gives the total score is 30 marks. However, this paper concerns only the
monthly evaluation. Presently, the cluster automotive rubber part is evaluated by
manual. It is time consuming, high effort, slow problem solving, and cannot deal
with uncertainty circumstances and predict future events.

As mentioned from the literature review that fuzzy logic can deal with uncer-
tainty. This paper adopts the fuzzy logic model to deal with the subcontractor
performance evaluation. The set representation selects a membership function.
Fuzzy set design is a triangular consisting of crisp subsets. The fuzzy linguistic
terms are design in 5 levels; very high, high, moderate, low and very low. The
conditional fuzzy rules are as the follows.

1.If delivery is low, then performance is low

2.If delivery is moderate, then performance is moderate.

3. If delivery is high, then performance is high.

4.If delivery is very high, then performance is very high.

Criteria Marks Score Grade Satisfaction level

Delivery 30 70–80 A Excellent

Quality 45 55–69 B Good

Back order clearance 10 40–54 C Moderate

Total 80 < 40 D To be improved

Table 1.
The score and evaluation criteria.
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5.If back order is very low, then performance is very high.

6.If back order is low, then performance is high.

7.If back order is moderate, then performance is moderate.

8.If back order is high, then performance is low.

9.If back order is very high, then performance is very low.

Figure 6 shows the fuzzy logic model for performance evaluation. It consists of
two inputs and two outputs. The inputs are delivery and back order whereas the
outputs are performance evaluation of the delivery and back order. The model is
performed by using MATLAB which is explained later. Fuzzy logic system is an
inference engine using for carrying the results based on the input conditions.

Figure 7 shows the fuzzy inference system for delivery performance evaluation
consisting of fuzzy input, fuzzification, and fuzzy output. The input membership
function is divided into 4 ranges; Very high (VH), High (H), Medium (M), and
Low (L). The Mandani method is selected with a triangular form.

Figure 8 shows the fuzzy membership function of the on-time delivery using
triangular form. The divided range is referred to the Table 1 but it needs to adjust a
bit in order to fit with the actual form of the supply chain sample model. The low-
level ranges are 69.5,75, and 80. The medium-level ranges are 79, 85, and 90. The
high-level ranges are 89, 94.92, and 98.92. The very high-level ranges are
98,100,110.3. The total ranges are designed between 60 to 100%.

Figure 9 shows the membership function of the output delivery. The triangle
fuzzy model is selected. The Low-level ranges of 5.25, 5.75, and 6. The Medium-level
ranges 8.5, 8.75, and 9. The High-level ranges of 11.5, 11.75, and 12. The Very
High-level ranges 11.5, 11.75, and 12.

Figure 6.
The fuzzy logic model for performance evaluation.

Figure 7.
FIS model for delivery performance.
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Figure 10 shows the FIS model for the back-order performance evaluation
consisting of fuzzy input, fuzzy inference system and fuzzy output. The model is
referred to the Table 2. Similarly, Figure 11 shows the FIS model of the delivery,
the back-order clearance membership function which is divided into 4 ranges; Low
(L), medium (M), high (H) and very high (VH). The triangular form is selected.
The total range is between 0 and 21. The Low range is from 0, 1.5, to 3.99. The
Medium range is from 3.95, 7, to 10.99. The High range is from 11, 15, and 20 and
the Very High range is from 20.1, 21, to 28.

Figure 12 shows the output membership function, which is divided into 4 levels
of Low, Medium, High and Very High. The total range is from 0 to10. The

Figure 9.
Membership function output of the performance.

Figure 8.
Membership function input of the delivery.
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The FIS model for the back-order performance.
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5.If back order is very low, then performance is very high.
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9.If back order is very high, then performance is very low.
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98,100,110.3. The total ranges are designed between 60 to 100%.

Figure 9 shows the membership function of the output delivery. The triangle
fuzzy model is selected. The Low-level ranges of 5.25, 5.75, and 6. The Medium-level
ranges 8.5, 8.75, and 9. The High-level ranges of 11.5, 11.75, and 12. The Very
High-level ranges 11.5, 11.75, and 12.
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membership function of the Low range is from 2.45, 2.5, to 2.75. Membership
function of the Medium range is from 4.5,4.75, and 5. The membership function of
the High range is from 7.12, 7.22, to 7.47. The membership function of the Very
High range is from 9.5, 10, to 13.33.

Figure 13 shows the FIS model is considered and evaluated individually. The
ultimate goal of the fuzzy -based system is to get the overall performance evalua-
tion. However, the overall performance has to include quality of the produce part.

[Input1] [Input2] [Input3]

Name = ‘input1’
Range = [6 15]
NumMFs = 4
MF1 = ‘in1mf1’:'trimf’,
[3 6 9]
MF2 = ‘in1mf2’:'trimf’,
[6 9 12]
MF3 = ‘in1mf3’:'trimf’,
[9 12 15]
MF4 = ‘in1mf4’:'trimf’,
[12 15 18]

Name = ‘input2’
Range = [2.5 10]
NumMFs = 4
MF1 = ‘in2mf1’:'trimf’,
[0 2.5 5]
MF2 = ‘in2mf2’:'trimf’,
[2.5 5 7.5]
MF3 = ‘in2mf3’:'trimf’,
[5 7.5 10]
MF4 = ‘in2mf4’:'trimf’,
[7.5 10 12.5]

Name = ‘input3’
Range = [1 40]
NumMFs = 4
MF1 = ‘in3mf1’:'trimf’,
[�12 1 14]
MF2 = ‘in3mf2’:'trimf’,
[1 14 27]
MF3 = ‘in3mf3’:'trimf’,
[14 27 40]
MF4 = ‘in3mf4’:'trimf’,
[27 40 53]

Table 2.
Case of subcontractor neuro-fuzzy performance evaluation.

Figure 11.
Membership function input for back order performance.

Figure 12.
Membership function output performance evaluation.
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Therefore, the model is designed to add quality to be another input membership
function and adopt neuro-fuzzy system to solve the problem.

Figure 14 shows the neuro fuzzy inference (ANFIS) system for evaluate overall
performance. It consists of 3 inputs; delivery, back order, and quality and one
output. The output is overall performance evaluation. The sugeno is selected for the
ANFIS rules of inference.

Figure 14 shows the neural training and learning data and the output. Table 2
shows the overall input membership functions for the ANFIS system. The range
represents the minimum and maximum value of the membership function. For
example, the range of input 1 (delivery) is 6 to 15. The MF1 (Low range) represents
3 points of the triangle in the base line projection. They are 3, 6, and 9 respectively.

Figure 15 shows input membership functions plots. It consists of 4 levels; low,
medium, high and very high. The low ranks between 0 and 2.5. The medium ranks
between 2 to 5. The high ranks between 4.75 and 7.5. The very high is fallen over
7.25. The total length is scoped between 0 and 10.

Figure 16 shows the input membership function of the delivery. It is divided
into 4 levels; low, medium, high, and very high. The low ranks from 6 to 8. The
medium ranks from 8 to 12. The high ranks from 12 to 14 and the very high ranks
from over 14. The total length is bounded from 6 to 15.

Figure 17 shows the input membership function plots. It is divided into 4 levels;
low, medium, high, and very high. The low starts from 0 to 11. The medium ranks

Figure 13.
The neuro-fuzzy model applied for overall performance evaluation.

Figure 14.
ANFIS of the neuro-fuzzy performance evaluation model.
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from 11 to 23. The high ranks from 22 to 34. The very high ranks from over 33. The
total length bounded from 0 to 45.

Figure 18 shows the rule viewer for the example of the output of the delivery
performance. There are four ranges of the input membership function. The example
range is in the high which indicates 95.7 and the performance indicates very high.
The given score is 11.7 marks in the 15 marks.

Figure 15.
The input membership function of the back-order clearance.

Figure 16.
The input membership function of the delivery.

Figure 17.
The input membership function of the quality.
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Figure 19 shows neural training and learning. There are 3 inputs and 1 output.
The training is set at 1000 iteration. There are 64 data. The final output is closely 70.
The error is 4.546 � 10�6.

Figure 20 shows the relation surface of the 3 criteria in 3 dimensions. It is found
from the relation that the quality is the most influence to the performance whereas
the delivery is lower following with the backorder clearance.

Figure 21 shows the rule viewer for the overall performance evaluation model
for subcontractor. The data collection from the actual operation. The subcontractor
data are inputted into the model and carried out with the result. As the sample
above, the score of input 1 (delivery performance) given 15 marks meaning that the
delivery performance is very high (99–100%). The 2nd input of the back-order
clearance is received 10 marks meaning that this subcontractor performed very
well. The percentage of back-order clearance is 1–3%. The 3rd input (input 3) is
quality of product and service to the OEM agent and this subcontractor received
40 marks. The quality includes the products delivered quality to the OEM agent.

Figure 18.
Rule viewer output performance of the delivery on time.

Figure 19.
Neural training and learning.

227

Automotive Industrial Supply Chain Performance Evaluation under Uncertain Constraints…
DOI: http://dx.doi.org/10.5772/intechopen.93679



from 11 to 23. The high ranks from 22 to 34. The very high ranks from over 33. The
total length bounded from 0 to 45.

Figure 18 shows the rule viewer for the example of the output of the delivery
performance. There are four ranges of the input membership function. The example
range is in the high which indicates 95.7 and the performance indicates very high.
The given score is 11.7 marks in the 15 marks.

Figure 15.
The input membership function of the back-order clearance.

Figure 16.
The input membership function of the delivery.

Figure 17.
The input membership function of the quality.

226

Concepts, Applications and Emerging Opportunities in Industrial Engineering

Figure 19 shows neural training and learning. There are 3 inputs and 1 output.
The training is set at 1000 iteration. There are 64 data. The final output is closely 70.
The error is 4.546 � 10�6.

Figure 20 shows the relation surface of the 3 criteria in 3 dimensions. It is found
from the relation that the quality is the most influence to the performance whereas
the delivery is lower following with the backorder clearance.

Figure 21 shows the rule viewer for the overall performance evaluation model
for subcontractor. The data collection from the actual operation. The subcontractor
data are inputted into the model and carried out with the result. As the sample
above, the score of input 1 (delivery performance) given 15 marks meaning that the
delivery performance is very high (99–100%). The 2nd input of the back-order
clearance is received 10 marks meaning that this subcontractor performed very
well. The percentage of back-order clearance is 1–3%. The 3rd input (input 3) is
quality of product and service to the OEM agent and this subcontractor received
40 marks. The quality includes the products delivered quality to the OEM agent.

Figure 18.
Rule viewer output performance of the delivery on time.

Figure 19.
Neural training and learning.

227

Automotive Industrial Supply Chain Performance Evaluation under Uncertain Constraints…
DOI: http://dx.doi.org/10.5772/intechopen.93679



It measures as ppm (part per million). The rank score is A, B, C, D. A is given by the
ppm more than 90%. B is more than 80%. C is more than 70% and D is less than
70%. In addition, the quality is measured by defects, NCR (non-conformance
record), back order clearance, communication, and claim from customer.

Table 3 shows validation of the ANFIS comparison with actual performance
calculation. They are 13 subcontractors are studied (A-K). The column #2 is given
marks that calculated by manual. The column #3 and column #4 are also the given
marks are calculated by manual. The column #5 and column #6 are determined by
the fuzzy inference method. The column #7 and column 8 show the comparison
between the actual performance and the neuro fuzzy subcontractor performance. It
is found that the neural fuzzy system performs effectively with error 0%.

Figure 20.
The relation surface of the 3 criteria in 3 dimensions.

Figure 21.
The rule viewer for the performance evaluation model.
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Quality Delivery Back order Performance Quality Delivery Back order Performance

1 1 1 1 11.25 6 2.5 19.75

1 1 2 1 11.25 6 5 22.25

1 1 3 1 11.25 6 7.5 24.75

1 1 4 1 11.25 6 10 27.25

1 2 1 1 11.25 9 2.5 22.75

1 2 2 1 11.25 9 5 25.25

1 2 3 1 11.25 9 7.5 27.75

1 2 4 1 11.25 9 10 30.25

1 3 1 1 11.25 12 2.5 25.75

1 3 2 1 11.25 12 5 28.25

1 3 3 1 11.25 12 7.5 30.75

1 3 4 1 11.25 12 10 33.25

1 4 1 1 11.25 15 2.5 28.75

1 4 2 1 11.25 15 5 31.25

1 4 3 1 11.25 15 7.5 33.75

1 4 4 1 11.25 15 10 36.25

2 1 1 1 22.5 6 2.5 31

2 1 2 1 22.5 6 5 33.5

2 1 3 1 22.5 6 7.5 36

2 1 4 1 22.5 6 10 38.5

2 2 1 1 22.5 9 2.5 34

2 2 2 1 22.5 9 5 36.5

2 2 3 1 22.5 9 7.5 39

2 2 4 2 22.5 9 10 41.5

2 3 1 1 22.5 12 2.5 37

2 3 2 1 22.5 12 5 39.5

2 3 3 2 22.5 12 7.5 42

2 3 4 2 22.5 12 10 44.5

2 4 1 2 22.5 15 2.5 40

2 4 2 2 22.5 15 5 42.5

2 4 3 2 22.5 15 7.5 45

2 4 4 2 22.5 15 10 47.5

3 1 1 2 33.75 6 2.5 42.25

3 1 2 2 33.75 6 5 44.75

3 1 3 2 33.75 6 7.5 47.25

3 1 4 2 33.75 6 10 49.75

3 2 1 2 33.75 9 2.5 45.25

3 2 2 2 33.75 9 5 47.75

3 2 3 2 33.75 9 7.5 50.25

3 2 4 2 33.75 9 10 52.75

230

Concepts, Applications and Emerging Opportunities in Industrial Engineering

Table 4 shows the fuzzy rules of the ANFIS performance prediction. The 3 first
columns are input and 4th column is output. The column 5–7 are generated by the
ANFIS. The last column is the performance prediction. There are 64 cases or rules.
If a rule is changed meaning that the performance will be changed. So that, the
performance can be predicted.

4.3 Cloud production online monitoring (CPOM) system

This section explains the cloud computing online monitoring system as shown in
the Figure 22. The CPOM system links the production process and monitor, and
evaluation. The production monitoring and control starts at the P&D orders which
are received from the 1st tier company every 15 days. It is sometimes that the
uncertain orders are given to the subcontractors to increased or decreased quantity
of the parts. The production plan is assigned based on the availability of the factory.
Capacity is presently checked as well as inventory, back order quantity, and raw
material stock on hand. CIM system calculates the availability and actual capacity

Quality Delivery Back order Performance Quality Delivery Back order Performance

3 3 1 2 33.75 12 2.5 48.25

3 3 2 2 33.75 12 5 50.75

3 3 3 2 33.75 12 7.5 53.25

3 3 4 3 33.75 12 10 55.75

3 4 1 2 33.75 15 2.5 51.25

3 4 2 2 33.75 15 5 53.75

3 4 3 3 33.75 15 7.5 56.25

3 4 4 3 33.75 15 10 58.75

4 1 1 2 45 6 2.5 53.5

4 1 2 3 45 6 5 56

4 1 3 3 45 6 7.5 58.5

4 1 4 2 45 6 10 61

4 2 1 3 45 9 2.5 56.5

4 2 2 3 45 9 5 59

4 2 3 3 45 9 7.5 61.5

4 2 4 3 45 9 10 64

4 3 1 3 45 12 2.5 59.5

4 3 2 3 45 12 5 62

4 3 3 3 45 12 7.5 64.5

4 3 4 3 45 12 10 67

4 4 1 3 45 15 2.5 62.5

4 4 2 3 45 15 5 65

4 4 3 3 45 15 7.5 67.5

4 4 4 4 45 15 10 70

Table 4.
The fuzzy rules of the ANFIS performance prediction.
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Table 4 shows the fuzzy rules of the ANFIS performance prediction. The 3 first
columns are input and 4th column is output. The column 5–7 are generated by the
ANFIS. The last column is the performance prediction. There are 64 cases or rules.
If a rule is changed meaning that the performance will be changed. So that, the
performance can be predicted.

4.3 Cloud production online monitoring (CPOM) system

This section explains the cloud computing online monitoring system as shown in
the Figure 22. The CPOM system links the production process and monitor, and
evaluation. The production monitoring and control starts at the P&D orders which
are received from the 1st tier company every 15 days. It is sometimes that the
uncertain orders are given to the subcontractors to increased or decreased quantity
of the parts. The production plan is assigned based on the availability of the factory.
Capacity is presently checked as well as inventory, back order quantity, and raw
material stock on hand. CIM system calculates the availability and actual capacity

Quality Delivery Back order Performance Quality Delivery Back order Performance

3 3 1 2 33.75 12 2.5 48.25

3 3 2 2 33.75 12 5 50.75

3 3 3 2 33.75 12 7.5 53.25

3 3 4 3 33.75 12 10 55.75

3 4 1 2 33.75 15 2.5 51.25

3 4 2 2 33.75 15 5 53.75

3 4 3 3 33.75 15 7.5 56.25

3 4 4 3 33.75 15 10 58.75

4 1 1 2 45 6 2.5 53.5

4 1 2 3 45 6 5 56

4 1 3 3 45 6 7.5 58.5

4 1 4 2 45 6 10 61

4 2 1 3 45 9 2.5 56.5

4 2 2 3 45 9 5 59

4 2 3 3 45 9 7.5 61.5

4 2 4 3 45 9 10 64

4 3 1 3 45 12 2.5 59.5

4 3 2 3 45 12 5 62

4 3 3 3 45 12 7.5 64.5

4 3 4 3 45 12 10 67

4 4 1 3 45 15 2.5 62.5

4 4 2 3 45 15 5 65

4 4 3 3 45 15 7.5 67.5

4 4 4 4 45 15 10 70

Table 4.
The fuzzy rules of the ANFIS performance prediction.
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for creating aggregate planning, master production scheduling, and job release
planning. The plans are delivered to shop floor supervisors including daily produc-
tion plan, machine used plan, and due date delivery plan. Then, production is
operated by serial processes. The compression mold or injection mold is the first
operation. The 2rd station is de-flashing and finishing the parts. The last station is
quality inspection, counting, recording and packing. Instead of doing so by manual,
the research paper presents the novel method which employs the CPOM system to
increase productivity of both machines and operators as well as the competitive-
ness. The system is divided into two main parts; the 1st CPOM system and sub
CPOM system which is designed as the private cloud under the company security
policy. The 1st CPOM is able to monitor and tracking the production process for
supporting rapid decision making of the SCM management team. Besides, the
critical control of the 1st tier is the raw material mixing company and mold design
company which are supporting resource companies and sharing costs as well as
quality standard control under specific customer requirement.

4.3.1 Sensor design and QR code reader

Sensor is a heart of the CPOM system. It works as the interface signal processing
from objects to the system input. There are many types of the sensors; fiber optic
sensor, photo electric sensor, proximity sensor, area sensor, pressure sensor, multi-
functional sensor. Such sensors can be used together with precision measurement,
PLC, vision system, laser marker, barcode reader, digital microscope and so on. The
CPOM system selects fiber optic amplifier. It can easily set light using automatic
mode. It is amplified the light around 250 times. The respond speed is 50 μs. The
monitor output can be LED or graph. The output can be single, double or analog

Figure 22.
The CPOM system development.

232

Concepts, Applications and Emerging Opportunities in Industrial Engineering

output. The right Figure 23 shows the relation of light intensity and displacement.
There are different ranges but the effective performance is set on the certain
displacement.

QR recorder is used to track a symbolic information of the production process.
The QR code generator can be simply done by software and can link to the QR code
reader. Figure 24 shows the QR code reader using a mobile phone.

4.3.2 Conveyor design

The conveyor is designed for delivering the part in the final operation.
The conveyor includes sensors, QR code reader, and cloud interface using ESP32.
Motor drive is designed for adjustable speed. The displacement between sensor and
parts must be effective and eliminate any error.

Figure 25 shows the types of the conveyor system which are used in the factory
linked to the cloud management system. They are covered the whole features of the
part constraints.

Figure 26 shows the types of the sensor used in the factory. The first sensor type
is tracked in the horizontal position while the parts are moved by the conveyor. The
second type of the sensor is tracked on the vertical while the parts are delivered
through the silo. This is designed and developed for the flat part shape. The third
type of the sensor is portable movement which is fit with the large size of the parts.
The fourth sensor is called axillary types which is designed to combined with the
push button switch and light linked the cloud management system. This type is
suitable for the ununiform shape of the parts.

Figure 23.
Fiber optic sensor and characteristic.

Figure 24.
QR code generator and reader.
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Figure 25.
The conveyor system for delivery finished good.

Figure 26.
The types of the sensor used in the factory.

Figure 27.
Cloud interface using ESP32 WiFi.
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4.3.3 Cloud interface design

Cloud interface design is used for data tracking and CPOM communication by
real-time via WiFi and Bluetooth. It has 18 channels, 3 SPI interface, 3 UART
interfaces, 2 12C interfaces, 16 PWM output channels, 2 digitals to analog converter
(DAC), 2 12S interfaces, and 10 capacitive sensing GPIOs. Figure 27 shows the
cloud interface using ESP 32 Wifi, Node-Red and blynk application which is linked
to a smart phone.

5. Implementation, results and discussion

The section explains the implementation of the CPOM system and shows the
result of usages. The example of the P&D order is shown in the Figure 28 for a
month. The delivery date is on the 8, 10,11, 23, 26, and 28. The order # 3 is due on
the 8 and parts are completely finished on the 7. It is shown by the green color.

This section explains only one point of the tracking production process system
on cloud via WiFi ESP32 micro controller. All production information is tracked
and delivered by QR code. The most benefits are to apply the system to the whole
supply chain and discuss uncertain situation and collaborative solving problems.
This section does not show other dash board for tracking and reporting production
progress in every work stations. It is possible to do so via the same CPOM platform
with extend the data.

6. Conclusion

The paper presented automotive industrial supply chain performance evaluation
under uncertain constraints on cloud computing system. The supply chain in rubber
part industry is explained in details. The new concept of the CPOM system is
developed and tested in the factory. It can enhance efficiency of production control
and monitoring as well as decision making under the uncertain circumstance. The
CPOM is explained from the design to implementation and the results of
application.

Figure 28.
The report delivery monitoring on cloud management system.
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Chapter 14

An Investigation of the Metal 
Additive Manufacturing Issues 
and Perspective for Solutions 
Approach
Omar Ahmed Al-Shebeeb

Abstract

Metal Additive Manufacturing (MAM) is delivering a new revolution in produc-
ing three-dimensional parts from metal-based material. MAM can fabricate metal-
lic parts with complex geometry. However, this type of Additive Manufacturing 
(AM) is also impacted by several issues, challenges, and defects, which influence 
product quality and process sustainability. In this chapter, a review has been made 
on the types of small to medium-sized metallic parts currently manufactured using 
the MAM method. Then, investigation was undertaken to analyze the defects, chal-
lenges, and issues inherent to the design for additive manufacturing, by using MAM 
method. MAM-related obstacles are discussed in depth in this chapter and these 
obstacles occur in all size of metal printed parts. The reasons and solutions pre-
sented by previous researchers of these obstacles are discussed as well. A potential 
approach based on the author’s knowledge and analysis for solving these issues and 
challenges is suggested in this chapter. Based on the author’s conclusion, the MAM 
is not limited by part size, material, or geometry. In order to validate the potential 
solutions developed by the author of this work, performing actual MAM process is 
required and a local visit to manufacturing factories are also important to visualize 
these challenges and issues.

Keywords: metal additive manufacturing, powder bed fusion,  
direct metal deposition, MAM alloys, MAM problems, 3D printing

1. Introduction

The manufacturing field has developed tremendously in the last decades. Today, 
transforming raw materials into useful parts or products (by using different manu-
facturing processes) is nearly unlimited. The manufacturing research is always 
focusing on developing and using manufacturing processes with lower cost and 
waste, and higher production rate. Currently, there is fast and high variation in the 
design of products, and very high market competition because of global competi-
tion. Design for Additive Manufacturing (DFAM) is one of the important methods 
for obtaining this global competition in terms of manufacturing.

Additive Manufacturing (AM), is a type of printing (3D printing) method used 
to create three-dimensional products by laying the fused material layer by layer. 
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waste, and higher production rate. Currently, there is fast and high variation in the 
design of products, and very high market competition because of global competi-
tion. Design for Additive Manufacturing (DFAM) is one of the important methods 
for obtaining this global competition in terms of manufacturing.

Additive Manufacturing (AM), is a type of printing (3D printing) method used 
to create three-dimensional products by laying the fused material layer by layer. 
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AM is the current and dominant future manufacturing method [1]. AM processes 
are considered easier as compare to subtractive processes represented by machin-
ing and other manufacturing types. This is because of producing a part through 
one AM process is more effortless than producing the same part through several 
subtractive manufacturing processes (such casting then machining). Subtractive 
manufacturing processes often require millions of dollars, while using AM pro-
cesses can offer the same manufactured parts at a fraction of the cost, and in less 
than half the time [2]. In addition, manufacturing the part in one process eliminates 
the need for several skilled workers (which subtractive manufacturing requires), in 
lieu of a single knowledgeable worker.

AM is the future face of the industry, not just in manufacturing field—printing 
technology has even been used to construct buildings in recent years. However, 
the MAM process for producing small and medium size metallic parts also present 
difficulties and issues. These difficulties may be inherent to the MAM process itself, 
such as selecting the right MAM process, adjusting support materials, building 
direction, geometry (complexity) of the part, and printing orientation. All these 
difficulties might lead to some issues and defects in MAM products, such as poros-
ity, variation in mechanical properties, microstructure evolution, residual stress, 
fatigue, and crystalline phase and more. In the next section a recent comprehensive 
literature review is presented to explain the main issues and difficulties facing 
MAM processes, in the production of small and medium size parts.

2. Literature review

Additive Manufacturing (AM) was employed for the first time in 1987, through 
use of a stereolithography (SLA) system to build the first three-dimensional model 
(solidifying a thin light-sensitive layers liquid polymer by using ultraviolet [UV] rays) 
[3]. Starting in 2017, manufacturing companies focus began orienting manufacturing 
processes in a new direction; these companies started to depend on AM methods to 
produce parts. AM methods have grown over the last year, becoming the key area 
of interest for many such companies [4]. However, the main focus of this literature 
review related to the MAM method for producing small and medium metallic parts—
and asking what the main issues and challenges facing this process are.

This concerns frameworks for selecting the right MAM process, adjusting sup-
port material, building direction, geometry (complexity) of the part, and printing 
orientation. Some of these challenges can interrupt the process itself and cause other 
issues (such as defects in the final manufactured product, including: porosity, varia-
tion in mechanical properties, microstructure evolution, residual stress, and crystal-
line phase heat accumulative and thermal behavior). Inspection difficulties in MAM 
have been investigated, with the conclusion that inspection ability and metallurgical 
validation of highly optimized shape must be integrated with product design and 
process parameter during and after the CAD design [5]. Several challenges facing 
MAM methods have been investigated, such as financial consideration, certification 
and regulation, repeatability, and skills gap. Some suggestions have been made to 
eliminate these challenges and this researcher discusses further potential solutions 
for these challenges [6]. Serena et al., studied the difficulties and challenges to be 
facing when designing for metal additive manufacturing in Selective Laser Melting 
Additive Manufacturing (SLM AM) process for producing professional sport 
equipment (medium size cam component). These difficulties, such as functional-
ity, manufacturability, assembly, and printability. All of these difficulties should be 
considered in the designing of metal additive manufacturing. They present many 
suggestions to enhance the redesign and printability the cam system [7].
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Chergui et al. studied the schedule problem and nesting in production of MAM 
method by developing mathematical model in Python with a heuristic approach. 
The heuristic approach has been explained step-by-step as a result, improving the 
scheduling and nesting problems [8]. Bradley et al. created a seven degree-of-free-
dom, dual-arm hydraulic by using the SLM method for subsea use. Researchers have 
described the hydraulic system and how they created the titanium manipulators for 
Naval research. They have also discussed lessons learned throughout the project and 
process (design) changes for the future [9]. For particle size, heat treatment, shape 
analysis, and hardness testing, microstructural analysis in MAM, several solutions 
have been presented, discussed and applied [10].

Li et al. have discussed the residual stress issue in printing metal parts due to 
rapid heating rate, rapid solidification with high cooling, and melting back the lay-
ers that previously melted. They used Powder Bed Fusion (PBF) and Direct Energy 
Deposition (DED). This work was performed on small and complex geometry parts 
of nickel based super alloys, titanium alloys, and stainless. The results showed there 
is a connection between the residual stress and microstructure: the residual stress 
has been measured in both as-build metal part and post-processed [11]. Reza Molaei 
and Ali Fatemi have reviewed the main factors that influence fatigue behavior in 
producing metal parts. In this review, they have collected some multiaxial fatigue 
data for Selective Laser Melting (SLM), which is based on Powder Bed Fusion 
(PBF). They used titanium alloy (Ti-6Al-4 V) as metal powder for printing small 
sized parts [1].

In terms of energy consumption in MAM, and how it affects the quality of 
parts produced by MAM methods, ZY Liu et al. have studied the effect of energy 
consumption on microstructure and mechanical properties. Researchers have also 
used different types of metallic parts to perform investigations on both the machine 
and the process levels. On the machine level, they have studied the high-energy 
tool, control system, and cooling system whereas on the process consumption level, 
they have investigated energy flow distribution [12]. Bintao et al. reviewed the 
defects occurred in Wire Arc Additive Manufacturing (WAAM) related to micro-
structure and mechanical properties (deformation, porosity, and cracking) for high 
scaled fabricated components and high deposition rate. They used different size of 
metallic parts for different alloy types (Titanium Alloy, Aluminum Alloy and steel, 
Nickel based super alloy, and other alloys). Researchers concluded that WAAM is 
still facing many challenges in producing different materials. The WAAM needs to 
perform sustainable system in a reasonable time frame. There is a need to produce 
defect free products by using WAAM. Finally, they suggested ways to improve qual-
ity of the product [13]. Filippo et al. developed a methodology for cooling system 
(impinging air jet) in WAAM process to prevent heat accumulation which increases 
the workpiece average temperature and consequently affects the WP quality. They 
used small parts of Fe alloys in their study. Their results showed that the impinging 
air jet can prevent the heat accumulation on part produced by WAAM [14]. Bintao 
et al. used in-situ temperature measurement method to analyze the heat accumula-
tion and thermal behavior in Gas Tungsten Wire Arc Additive Manufacturing 
(GT-WAAM) process. They used medium sized titanium alloy (Ti6Al4V) parts. The 
result shows that the microstructural morphology, crystalline phase, mechanical 
properties and fracture feature have been changed when the heat accumulation was 
along the building direction [15].

Xuxiao Li and Wenda Tan built a numerical model to investigate the three-
dimensional grain structure in Direct Laser Deposition (DLD) for stainless steel 
304 material. They enhanced the three-dimensional grain structure by using 
nucleation mechanism. The investigation showed that the nucleation mechanism 
used in this research could play a role in modifying grain structure in MAM method 
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have been investigated, with the conclusion that inspection ability and metallurgical 
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process parameter during and after the CAD design [5]. Several challenges facing 
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facing when designing for metal additive manufacturing in Selective Laser Melting 
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data for Selective Laser Melting (SLM), which is based on Powder Bed Fusion 
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In terms of energy consumption in MAM, and how it affects the quality of 
parts produced by MAM methods, ZY Liu et al. have studied the effect of energy 
consumption on microstructure and mechanical properties. Researchers have also 
used different types of metallic parts to perform investigations on both the machine 
and the process levels. On the machine level, they have studied the high-energy 
tool, control system, and cooling system whereas on the process consumption level, 
they have investigated energy flow distribution [12]. Bintao et al. reviewed the 
defects occurred in Wire Arc Additive Manufacturing (WAAM) related to micro-
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scaled fabricated components and high deposition rate. They used different size of 
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still facing many challenges in producing different materials. The WAAM needs to 
perform sustainable system in a reasonable time frame. There is a need to produce 
defect free products by using WAAM. Finally, they suggested ways to improve qual-
ity of the product [13]. Filippo et al. developed a methodology for cooling system 
(impinging air jet) in WAAM process to prevent heat accumulation which increases 
the workpiece average temperature and consequently affects the WP quality. They 
used small parts of Fe alloys in their study. Their results showed that the impinging 
air jet can prevent the heat accumulation on part produced by WAAM [14]. Bintao 
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result shows that the microstructural morphology, crystalline phase, mechanical 
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304 material. They enhanced the three-dimensional grain structure by using 
nucleation mechanism. The investigation showed that the nucleation mechanism 
used in this research could play a role in modifying grain structure in MAM method 
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[16]. Jun Du et al. developed and tested newly proposed AM method based on 
Metal Fused Coating Additive Manufacturing (MFCAM). This method is a com-
bination of Fused Metal Coating and Laser Surface melting (bed-based process). 
They used small parts of 7075 aluminum alloy to prove the experimental work [17]. 
Christoph et al. developed a computational model to study the critical influence 
of powder cohesiveness on powder recoating process. Researchers focus on the 
relationship between the powder particle size and powder layer quality. Small parts 
of Ti-6Al-4 V were used in this study. As results from this study, decreasing the 
particle size (increase cohesiveness) will decrease the powder layer quality with 
highly non-uniform surface profile. In addition, the particle size plays the main role 
in mechanical properties of powder layer [18].

Lawrence et al. reviewed the development of droplet 3D printing (Droplet 
Additive Manufacturing). This process was used in producing large and small sized 
parts for three decades. They discussed the issues regarding process optimization, 
product structure and properties influenced by oxidation. Their investigation 
ended up with the conclusion that using the Droplet 3D printing process can change 
the structure of product, thereby reducing the weight, cost, and increasing strength 
[19]. Mercado et al. studied the stability and microstructure of large sized parts of 
nickel-base metal matrix produced by building Plasma Transferred Arc Additive 
Manufacturing (PTAAM) system; this process can build high scale 3D printed 
parts. Their study concluded that the PTAAM system has capability to build 3D 
printed part on nickel-base metal matrix with tungsten carbide wear resistance 
[20]. Yoozbashizadeh et al. developed new Novel AM method to fabricate medium 
sized bronze-aluminum parts with Ceramic. This process has been performed by 
combining Thermal Decomposition for Salt (TDS) method with Powder Bed AM 
(PBAM) to produce Metal Matrix Composite (MMC). Ceramic particles have been 
created from TDS, and then combined with bronze-aluminum to create MMC. This 
process is qualified for aerospace applications [21].

Livescu et al. faced challenges of AM tantalum represented by high melting 
temperature via utilizing Direct Metal Laser Sintering (DMLS) method. Deposition 
parameters such as deposition speed and building direction have been analyzed as 
significant factors to influence on Grain morphology, grain size, crystallographic, 
and deposition porosity. The authors’ results showed that the obtained structure was 
columnar along the building direction. The deposition condition (speed) has signifi-
cant effect on microstructural variation. The strip width has the main influence on 
grain growth [22]. Thao Le et al. tried to combine additive and subtractive strategies to 
manufacture new part (final part) from end of life part (existing part) by using several 
additive and subtractive manufacturing processes. They obtained good mechanical 
properties in final parts. The methodology of combining additive and subtractive 
manufacturing can be applied by generating process plan for both of them [23].

3. Methods used to create small and medium parts in MAM by factories

Additive Manufacturing (AM) technology, in general, qualifies to build fully 
functional part in one process without the need for metal removal process which 
would waste significant amount of raw material. In addition, this process can give 
more flexibility to the designer in building complex geometry part. Compared to 
the AM method, the Traditional Manufacturing Technology (TMT) (subtractive 
manufacturing) has several manufacturing processes. The first level mostly deals 
with creating the stock material (raw material), and the next level is responsible for 
material removal process which usually includes several manufacturing processes to 
obtain the final parts. Currently, the diversification of AM method can be used with 
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variety of materials; it is possible to manufacture metallic parts with high quality 
and complex geometry by direct and indirect AM method.

3.1 Powder bed fusion meal additive manufacturing (PBF-MAM) process

There are two main categories in MAM method: Powder Bed Fusion (PBF), 
which is also known as Layer Based Metallic Additive Manufacturing, and Direct 
Metal Deposition (DMD) [24]. PBF method is based on inert atmosphere or 
partial vacuum, and it produces parts layer by layer with thickness of 15–20 μm. 
The energy source for this MAM category is laser or electron beam which is used 
to fuse and bind the material (powder) on each layer. Whenever the binding of 
a layer will finish, the table will move down, and new layer of powder will be 
poured on the previous one and so forth until the part is completed. For prevent-
ing the molten (sintered) between one layer and another in substrate, there is a 
need to use support material which can be made in the pre-processing phase from 
the same material [24].

3.1.1 Selective laser sintering

The Selective Laser Sintering (SLS) was the first powder-bed based AM process. 
This process was invented by Ross Householder in 1979 and the first material used 
in it was amorphous polymer powder or semi-crystalline [3]. The power source in 
this process was laser, and it was used to sinter (bind) the powder material. First, 
the model of the printed part needs to be defined by CAD design, the thickness of 
the layer needs to be specified, and the resulting model will be transferred to the 
machine software to orient the CAD model in the 3D printer software. The MAM 
process starts by aiming the laser on a profile representing the shape of the first layer 
as described by the CAD model from the base of the printed part. The laser power 
binds the powder layer by layer to create the final part. The new materials which could 
be produced by this process include ceramic and metallic alloys. The last step in this 
process is placing the printed part in an oven to remove the polymer (used to bind the 
particles), sinter the part, and improve the support material. Since this process has 
high production rate, it is used for rapid manufacturing or prototyping [24, 25].

3.1.2 Direct metal laser sintering

Direct Metal Laser Sintering (DMLS) process was developed by Electro Optical 
Systems (EOS) in the 1990s. It was used purely for building metallic parts without 
using the polymer to bind the particles. High power laser was used to melt the metal 
powder in two dimensions layer by layer. This process offers printed parts with 
complex shape and geometry with a reasonable cost. The DMLS process utilizes a 
variety of metals and alloys and operates on the same concept of SLS AM process. 
The residual stress in product parts is an issue with this process and will be dis-
cussed in Section 6.2.1 of this chapter [26].

3.1.3 Selective laser melting

The Selective Laser Melting (SLM) additive manufacturing process is designed 
to fully melt the metallic powder by using high power-density laser. Therefore, it is 
considered more powerful and produces parts with better quality and less porosities 
than either SLS or DMLS processes. At the same time, it works on the same powder-
bed concept of both techniques. Because of high temperature of the laser source, 
 shrinkage and thermal distortion are likely to influence the printed parts [27].
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variety of materials; it is possible to manufacture metallic parts with high quality 
and complex geometry by direct and indirect AM method.

3.1 Powder bed fusion meal additive manufacturing (PBF-MAM) process

There are two main categories in MAM method: Powder Bed Fusion (PBF), 
which is also known as Layer Based Metallic Additive Manufacturing, and Direct 
Metal Deposition (DMD) [24]. PBF method is based on inert atmosphere or 
partial vacuum, and it produces parts layer by layer with thickness of 15–20 μm. 
The energy source for this MAM category is laser or electron beam which is used 
to fuse and bind the material (powder) on each layer. Whenever the binding of 
a layer will finish, the table will move down, and new layer of powder will be 
poured on the previous one and so forth until the part is completed. For prevent-
ing the molten (sintered) between one layer and another in substrate, there is a 
need to use support material which can be made in the pre-processing phase from 
the same material [24].

3.1.1 Selective laser sintering

The Selective Laser Sintering (SLS) was the first powder-bed based AM process. 
This process was invented by Ross Householder in 1979 and the first material used 
in it was amorphous polymer powder or semi-crystalline [3]. The power source in 
this process was laser, and it was used to sinter (bind) the powder material. First, 
the model of the printed part needs to be defined by CAD design, the thickness of 
the layer needs to be specified, and the resulting model will be transferred to the 
machine software to orient the CAD model in the 3D printer software. The MAM 
process starts by aiming the laser on a profile representing the shape of the first layer 
as described by the CAD model from the base of the printed part. The laser power 
binds the powder layer by layer to create the final part. The new materials which could 
be produced by this process include ceramic and metallic alloys. The last step in this 
process is placing the printed part in an oven to remove the polymer (used to bind the 
particles), sinter the part, and improve the support material. Since this process has 
high production rate, it is used for rapid manufacturing or prototyping [24, 25].

3.1.2 Direct metal laser sintering

Direct Metal Laser Sintering (DMLS) process was developed by Electro Optical 
Systems (EOS) in the 1990s. It was used purely for building metallic parts without 
using the polymer to bind the particles. High power laser was used to melt the metal 
powder in two dimensions layer by layer. This process offers printed parts with 
complex shape and geometry with a reasonable cost. The DMLS process utilizes a 
variety of metals and alloys and operates on the same concept of SLS AM process. 
The residual stress in product parts is an issue with this process and will be dis-
cussed in Section 6.2.1 of this chapter [26].

3.1.3 Selective laser melting

The Selective Laser Melting (SLM) additive manufacturing process is designed 
to fully melt the metallic powder by using high power-density laser. Therefore, it is 
considered more powerful and produces parts with better quality and less porosities 
than either SLS or DMLS processes. At the same time, it works on the same powder-
bed concept of both techniques. Because of high temperature of the laser source, 
 shrinkage and thermal distortion are likely to influence the printed parts [27].
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3.1.4 Electron beam melting

The Electronic Beam Melting (EBM) is also a powder-bed additive manufacturing 
process. The difference between EBM and other powder bed AM (SLS, DMLS, and 
SLM) processes is the source of energy; EBM utilizes electron beam instead of laser. 
This process was invented by Arcam in 1997. The electronic beam provides higher 
energy density than laser. This makes the EBM process more flexible with metallic 
alloys. Nevertheless, this has a drawback of increasing the chances of shrinkage. The 
EBM has a high scanning speed (several kilometers per second) which helps to reduce 
heat accumulation between the layers and improves quality [24].

3.2 Direct metal deposition additive manufacturing

Direct Metal Deposition (DMD) additive manufacturing method was invented 
by Precision Optical Manufacturing (POM). The metallic powder or wire used in 
the DMD is sprayed directly onto the laser beam or the electric arc beam. The beam 
melts the metallic powder or wire by the laser or electric arc heat source, then the 
molten metal drops on bed to build the part layer by layer. Because of that, it is 
called direct deposition process and not powder bed in DMD. There is a possibility 
to build multilateral parts from various metallic alloys. To produce complex geom-
etry parts, the nozzle is placed onto a 5-axis CNC machine to offer more flexibility 
in the movement of the nozzle. Several factors control this method of MAM: layer 
thickness, deposition rate, nozzle feed rate, laser power, gas flow, and the gap 
between the nozzle and printing surface [3]. The DMD can be divided into several 
processes; the next sub-section outlines the main processes of DMD.

3.2.1 Wire arc additive manufacturing

The Wire Arc Additive Manufacturing (WAAM) is used to build large compo-
nents of titanium, aluminum, steel, and other metals. In this method, arc welding 
tool and wire (feedstock) are required to perform the process. This process is 
distinguished by high deposition rate, low material and equipment cost, variety of 
used materials, and good structure. These features make WAAM process dominant 
over the other current methods of manufacturing [28].

3.2.2 Gas tungsten-wire arc additive manufacturing

Gas Tungsten-Wire Arc Additive Manufacturing (GT-WAAM) is the same as 
WAAM process with one difference; a localized gas tungsten shielding is used in 
GT-WAAM. The tungsten reduces the oxidation on the surface and increases the 
quality of the layer [15]. There are methods of Direct Energy Deposition (DED) 
available, and they function on the same concept of WAAM and GT-WAAM (weld-
ing method) and they are as follows:

1. Plasma Arc (PA)

2. Gas Metal Arc (GMA)

3. Plasma Transferred Arc (PTA)

4. Laser Beam (LB)

5. Electron Beam Freeform (EBF)
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4. Metal additive manufacturing materials (alloys)

Several metals (alloys) can be utilized in the MAM method. In this section, the 
most important metals (alloys) are listed as follows:

1. Aluminum alloys: Al-Si, Al-Si-Mg, and AlSi10 are the most commonly 
used aluminum alloys for the MAM method. These materials can be used for 
powder-bed fusion especially in DMLS and SLM process. Performance of these 
alloys can be enhanced by adding Zr and Sc. Wire based additive manufactur-
ing also uses the aluminum alloys. Aluminum powder is good for parts with 
thermal properties and low weight, and it is a relatively better choice for parts 
with thin wall and complex geometry. According to current studies, the alumi-
num alloys will be the major metal in MAM [29].

2. Titanium alloys: Ti6Al47 is the dominant titanium alloy; it can be used for the 
MAM method. This alloy is mainly implemented with SLM, EBM powder-bed 
and other MAM processes. However, printing parts with these alloys exhibits 
residual stress and fatigue as defects which affects the quality of the parts. Ti64 
is also assigned as a common titanium alloy for MAM. It has high corrosion 
resistance and is implemented with DMLS-MAM process. The part produced 
by this process can be used for medical application, aerospace, firearm, and 
automotive parts which require high corrosion resistance [9, 15].

3. Iron-based alloys: Different types of iron alloys can be utilized in MAM 
method: 316 L stainless steel, 314 L stainless steel, 15–5 stainless steel, 17–4 
stainless steel, and Fe-6.9% Si, maraging steel MS1 and more. These iron-based 
alloys can be used in powder-bed fusion methods, such as SLM and DMLS. The 
MAM parts produced from stainless steel can be used for high corrosion resis-
tance and strength applications such as medical, firearms, energy and automa-
tion, and tooling applications [30, 31].

4. Super nickel/chromium alloys: Nickel/Chromium alloys include IN718, IN625, 
HX, MK500, and Haynes 282. The parts produced from the powder of these 
alloys have excellent heat and corrosion resistance with hardness of 40–47 HRC. 
Different sized parts can be produced from these alloys with different applica-
tions such as rockets, space, aerospace, firearm, energy, and automotive. DMLS 
and SLM MAM methods can also be used with these alloys [11, 30].

5. Other alloys: The above-mentioned alloys are the most famous alloys which are 
used to produce parts by MAM method. However, there are other types of met-
als that can be utilized to produce parts by different processes of MAM method. 
Some of these metals can be a real challenge to be melted layer by layer from their 
powder. For example, Inconel 718 is utilized by EBM process, Inconel 625 is pro-
duced by SLM process, copper is printed by EBM process, and Fe65Cu17.5Ni17.5 
is printed by SLM. Most of these metals (alloys) can be used to produce parts for 
different applications, however some of them are still in the stage of study [29].

5. Parts size produced by MAM

MAM method has no limitation on size, shape and geometric complexity. Small, 
medium and large sized parts with complex geometry can be obtained from MAM 
method. For example, different size and geometry of gears, pistons, pullies, junctions, 
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3.1.4 Electron beam melting
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3.2.1 Wire arc additive manufacturing
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nents of titanium, aluminum, steel, and other metals. In this method, arc welding 
tool and wire (feedstock) are required to perform the process. This process is 
distinguished by high deposition rate, low material and equipment cost, variety of 
used materials, and good structure. These features make WAAM process dominant 
over the other current methods of manufacturing [28].

3.2.2 Gas tungsten-wire arc additive manufacturing

Gas Tungsten-Wire Arc Additive Manufacturing (GT-WAAM) is the same as 
WAAM process with one difference; a localized gas tungsten shielding is used in 
GT-WAAM. The tungsten reduces the oxidation on the surface and increases the 
quality of the layer [15]. There are methods of Direct Energy Deposition (DED) 
available, and they function on the same concept of WAAM and GT-WAAM (weld-
ing method) and they are as follows:

1. Plasma Arc (PA)

2. Gas Metal Arc (GMA)

3. Plasma Transferred Arc (PTA)
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powder-bed fusion especially in DMLS and SLM process. Performance of these 
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ing also uses the aluminum alloys. Aluminum powder is good for parts with 
thermal properties and low weight, and it is a relatively better choice for parts 
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2. Titanium alloys: Ti6Al47 is the dominant titanium alloy; it can be used for the 
MAM method. This alloy is mainly implemented with SLM, EBM powder-bed 
and other MAM processes. However, printing parts with these alloys exhibits 
residual stress and fatigue as defects which affects the quality of the parts. Ti64 
is also assigned as a common titanium alloy for MAM. It has high corrosion 
resistance and is implemented with DMLS-MAM process. The part produced 
by this process can be used for medical application, aerospace, firearm, and 
automotive parts which require high corrosion resistance [9, 15].

3. Iron-based alloys: Different types of iron alloys can be utilized in MAM 
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stainless steel, and Fe-6.9% Si, maraging steel MS1 and more. These iron-based 
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HX, MK500, and Haynes 282. The parts produced from the powder of these 
alloys have excellent heat and corrosion resistance with hardness of 40–47 HRC. 
Different sized parts can be produced from these alloys with different applica-
tions such as rockets, space, aerospace, firearm, energy, and automotive. DMLS 
and SLM MAM methods can also be used with these alloys [11, 30].

5. Other alloys: The above-mentioned alloys are the most famous alloys which are 
used to produce parts by MAM method. However, there are other types of met-
als that can be utilized to produce parts by different processes of MAM method. 
Some of these metals can be a real challenge to be melted layer by layer from their 
powder. For example, Inconel 718 is utilized by EBM process, Inconel 625 is pro-
duced by SLM process, copper is printed by EBM process, and Fe65Cu17.5Ni17.5 
is printed by SLM. Most of these metals (alloys) can be used to produce parts for 
different applications, however some of them are still in the stage of study [29].

5. Parts size produced by MAM

MAM method has no limitation on size, shape and geometric complexity. Small, 
medium and large sized parts with complex geometry can be obtained from MAM 
method. For example, different size and geometry of gears, pistons, pullies, junctions, 
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turbines, manipulator arm, robot arm, fins, rocket, firearms, automobile parts, 
impellers, fans, and medical tools. However, printing these parts by the MAM method 
without difficulties and issues is a challenge. This will be discussed in the next section.

6.  Metal additive manufacturing (MAM) challenges, issues, and 
approached solutions

Metal Additive Manufacturing (MAM) is a process used to fabricate and 
repair parts that have a complex geometry or need to be functionally graded. The 
process can be performed by depositing multiple layers to produce the required 
part. Several MAM methods can be used to manufacture metallic parts. They are 
categorized into two types according to their method of performing (Direct Metal 
Deposition and Powder Bed Fusion). A successful manufacturing process depends 
on the deposition technique used, the parameters selected, and the materials used. 
Moreover, the MAM depends on deposition conditions such as temperature and 
protective atmosphere to determine whether cracking and oxidation of the depos-
ited layers occurred or not. In the present study, the MAM methods are discussed 
and evaluated for different manufacturing parameters and deposition conditions 
for different metallic materials. Multiple challenges and issues encountering the 
MAM methods will be discussed in the next sub-sections. This study has shown that 
some suggested solutions can be successfully processed by MAM by using different 
methods. A significant number of MAM methods are being utilized these days.

6.1 MAM challenges, issues, and approached solutions

Despite the ability of the MAM method in reducing the complexity of parts to 
simple 2D slices and machining super hard alloys, the MAM method is still suf-
fering from several issues and challenges which are interrupting its progress. In 
this sub-section, these challenges and issues will be discussed, and the solution 
approached by the author will be presented.

6.1.1 Lack of knowledge of design for additive manufacturing

Understanding how the materials work in MAM and how the metals are printed 
layer by layer to print three dimensional models are big concerns in the design for 
additive manufacturing. Lack of understanding the differences between plastic 3D 
printing and metal 3D printing can lead to parts with low quality, high defects, and 
high probability of failure. Skills gap in MAM method is considered an important 
issue. The knowledge of transferring several subtractive manufacturing processes 
to one metal additive manufacturing process is a big step. Selecting the appropriate 
metals (powder or wire) to print the parts and the appropriate process requires a 
significant amount of knowledge. Also, understanding the orientation of parts and 
adjusting the support materials in right place by using the printer software before 
printing is important to obtain desirable quality and characteristics. Similarly, 
printing high quality parts with complex geometry is also a big challenge with the 
MAM method, especially when printing aerospace or firearm parts. Therefore, lack 
of education issue can cause companies to lag or fail in performing successful MAM.

6.1.1.1 Proposed solution

Well-trained workers or engineers and skilled workforce are necessary to dimin-
ish this problem. Building and finding capable workforce is not easy and requires 
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effort and time. It also requires a significant work to shift into new, important 
method such as MAM. To enable the transition between general AM and MAM, 
more focus is needed on hiring well educated people in this field. Transition process 
from conventional manufacturing to MAM does need to shrink the workforce. 
Small workforce is required in MAM. For example, traditional manufacturing 
system needs 12 skilled workers and 7 engineers to run and manage the system, 
but MAM system might only require two well-trained, knowledgeable engineers 
to perform the same work. Building new techniques such as generative design and 
generative orientation is also beneficial to perform this transition. Finally, in the 
opinion of author, transformation to MAM should be executed by an educated and 
a knowledgeable workforce. This could be obtained by creating a custom plan for 
every company about the transmission and the risk of it.

6.1.2 Repeatability

The MAM method is still facing a lot of variation in parts. The problem that 
companies encounter is to create two similar parts, then make these parts repeat-
edly. America Makes Company is still suffering from this problem in MAM and only 
30% from the produced parts meet the specifications of the company. In addition to 
this problem, the MAM method is also suffering from mass production process [2].

6.1.2.1 Proposed solution

The repeatability inside the MAM system can be acquired by developing the 
standardization of quality. A standardization should be set for the MAM process. 
This standardization should be developed after a massive study on every MAM pro-
cess and from this study several factors, such as MAM process type, printing time, 
environment, used materials, part size, production rate, complexity of the part, 
functionality and process setting need to be discussed and assigned to standardize 
the process. All these factors need to be organized and assigned inside specific range 
which can provide the quality that is required to obtain the repeatability.

6.1.3 Selecting an appropriate MAM process

Every MAM process has different strength and ability to produce specific 
metallic part, whether the process is Powder Bed Fusion (PBF) or Direct Energy 
Deposition (DED) process. Using an appropriate process in MAM method will lead 
to produce defect-free parts. For example, using EBM process that has a high-power 
source will allow to produce a thicker layer, and will lead to high production rate. 
However, using the EBM process to produce tiny and complex part with lot of 
features will be a challenge because the residual powder in each layer will be semi 
sintered with thicker layer that will create part with undesired quality. Therefore, 
complex parts can be produced successfully on a SLM or DMLS system.

6.1.3.1 Proposed solution

Making MAM process selection map is a good solution for eliminating this 
obstacle. This map will contain inputs and outputs. The inputs will have process 
parameters, such as part size, part geometry, material used, quality and mechani-
cal properties required, and design parameters. These inputs will be analyzed and 
addressed, then they will be matched with each MAM process capability. Finally, 
the outputs will be extracted from all of that and the priority of using the MAM 
processes will be ordered according to their fitness for printing the required parts.
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Moreover, the MAM depends on deposition conditions such as temperature and 
protective atmosphere to determine whether cracking and oxidation of the depos-
ited layers occurred or not. In the present study, the MAM methods are discussed 
and evaluated for different manufacturing parameters and deposition conditions 
for different metallic materials. Multiple challenges and issues encountering the 
MAM methods will be discussed in the next sub-sections. This study has shown that 
some suggested solutions can be successfully processed by MAM by using different 
methods. A significant number of MAM methods are being utilized these days.

6.1 MAM challenges, issues, and approached solutions

Despite the ability of the MAM method in reducing the complexity of parts to 
simple 2D slices and machining super hard alloys, the MAM method is still suf-
fering from several issues and challenges which are interrupting its progress. In 
this sub-section, these challenges and issues will be discussed, and the solution 
approached by the author will be presented.

6.1.1 Lack of knowledge of design for additive manufacturing

Understanding how the materials work in MAM and how the metals are printed 
layer by layer to print three dimensional models are big concerns in the design for 
additive manufacturing. Lack of understanding the differences between plastic 3D 
printing and metal 3D printing can lead to parts with low quality, high defects, and 
high probability of failure. Skills gap in MAM method is considered an important 
issue. The knowledge of transferring several subtractive manufacturing processes 
to one metal additive manufacturing process is a big step. Selecting the appropriate 
metals (powder or wire) to print the parts and the appropriate process requires a 
significant amount of knowledge. Also, understanding the orientation of parts and 
adjusting the support materials in right place by using the printer software before 
printing is important to obtain desirable quality and characteristics. Similarly, 
printing high quality parts with complex geometry is also a big challenge with the 
MAM method, especially when printing aerospace or firearm parts. Therefore, lack 
of education issue can cause companies to lag or fail in performing successful MAM.
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more focus is needed on hiring well educated people in this field. Transition process 
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Small workforce is required in MAM. For example, traditional manufacturing 
system needs 12 skilled workers and 7 engineers to run and manage the system, 
but MAM system might only require two well-trained, knowledgeable engineers 
to perform the same work. Building new techniques such as generative design and 
generative orientation is also beneficial to perform this transition. Finally, in the 
opinion of author, transformation to MAM should be executed by an educated and 
a knowledgeable workforce. This could be obtained by creating a custom plan for 
every company about the transmission and the risk of it.

6.1.2 Repeatability

The MAM method is still facing a lot of variation in parts. The problem that 
companies encounter is to create two similar parts, then make these parts repeat-
edly. America Makes Company is still suffering from this problem in MAM and only 
30% from the produced parts meet the specifications of the company. In addition to 
this problem, the MAM method is also suffering from mass production process [2].

6.1.2.1 Proposed solution

The repeatability inside the MAM system can be acquired by developing the 
standardization of quality. A standardization should be set for the MAM process. 
This standardization should be developed after a massive study on every MAM pro-
cess and from this study several factors, such as MAM process type, printing time, 
environment, used materials, part size, production rate, complexity of the part, 
functionality and process setting need to be discussed and assigned to standardize 
the process. All these factors need to be organized and assigned inside specific range 
which can provide the quality that is required to obtain the repeatability.

6.1.3 Selecting an appropriate MAM process

Every MAM process has different strength and ability to produce specific 
metallic part, whether the process is Powder Bed Fusion (PBF) or Direct Energy 
Deposition (DED) process. Using an appropriate process in MAM method will lead 
to produce defect-free parts. For example, using EBM process that has a high-power 
source will allow to produce a thicker layer, and will lead to high production rate. 
However, using the EBM process to produce tiny and complex part with lot of 
features will be a challenge because the residual powder in each layer will be semi 
sintered with thicker layer that will create part with undesired quality. Therefore, 
complex parts can be produced successfully on a SLM or DMLS system.

6.1.3.1 Proposed solution

Making MAM process selection map is a good solution for eliminating this 
obstacle. This map will contain inputs and outputs. The inputs will have process 
parameters, such as part size, part geometry, material used, quality and mechani-
cal properties required, and design parameters. These inputs will be analyzed and 
addressed, then they will be matched with each MAM process capability. Finally, 
the outputs will be extracted from all of that and the priority of using the MAM 
processes will be ordered according to their fitness for printing the required parts.
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6.1.4 Materials issues

Using the appropriate material (metal) for MAM is also a challenge in this 
process. The metals used for printing parts should match the selected 3D printing 
machine. MAM still faces problems in printing some metals, such as Inconel 718, 
Inconel 625, titanium, and tantalum. Secondly, some parts have multi-features in 
their design resulting in a variable mechanical properties for every feature. This will 
increase the probability of failure for these parts. However, it is worth mentioning 
that the list of metals can be used in MAM is still relatively short.

6.1.4.1 Proposed solution

Using multi-material (metal) machine will solve the problem of parts with multi 
features. These machines can provide appropriate material for every feature in 
complex parts. As a result, it will fix the issue of failure in these parts. Performing 
this solution is not easy and needs a lot of study to get the machine structure that 
will be used for printing multi-materials (metals). Especially, there is one impor-
tant condition; the multi-materials can be banded together to create the final parts. 
This solution can perform with direct deposition MAM method because the multi-
material can be melted separately and then combined, but it will be a big challenge 
with the powder-bed MAM method.

6.1.5 Heat treatment

The metal 3D printing is different than other types of 3D printing. In metal 
3D printing, the printed metal part needs heat treatments to obtain the desired 
mechanical properties which meets the quality of printed parts. Since the MAM 
is shifting from rapid prototyping to the actual production: aerospace, firearm 
applications, highly customized parts, the heat treatments play a significant role 
in the cost and the quality of the part. Mixing different types of raw materials and 
creating alloys for machining, such as titanium steel, aluminum is not easy, but it 
can be done in MAM. However, the parts produced by MAM need heat treatments 
to obtain the desired mechanical properties.

6.1.5.1 Proposed solution

Producing metal part in MAM method without internal stress is an issue in addi-
tive manufacturing. Some MAM machines have heat treatments in their structure. 
Some produced parts in MAM require more levels of heat treatment to obtain specific 
mechanical properties, such as the elongation to failure and the fatigue strength. 
Excellent vacuum furnace is required to perform the heat treatment which eliminates 
the oxygen from entering the machine and obtain the required temperature control 
and deep vacuum level. Another issue with this process might be the cost of heat treat-
ment itself. Producing vacuum furnace with these characteristics may cost $100 K, 
thus the cost of heat treatment part of titanium may reach $600. This solution of using 
high maintained vacuum furnace might give high corrosion resistance with excellent 
strength, toughness, and low weight part of titanium alloy. Therefore, this process 
should be used in producing parts having important and expensive applications.

6.1.6 Financial considerations

The cost of MAM method is an issue as compared to the plastic AM. The cost of 
some MAM machine may reach up to $350 k. The cost of facility and raw materials 
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(powder or wire) is also expensive. Providing the metallic powder with specific 
particles size for expensive metals will also add capital expenditures. In addition, 
with all these expenses, failures in printing the parts will push such MAM compa-
nies out of business.

6.1.6.1 Proposed solution

A comprehensive study regarding this financial consideration should be per-
formed. This study will be about the investment and profit that can be obtained 
with transition to MAM from traditional (subtractive) manufacturing processes. A 
criterion should be considered about the expenses and cost of MAM and compared 
to the capital expenditures of subtractive manufacturing. The entire cost for struc-
ture should also be noted. Moreover, an evaluation on the throughput and type of 
the parts being printed should be used to make a final decision about the transition 
from a subtractive manufacturing process to MAM. This decision should be made 
between company management because it will affect the entire company’s structure 
including the supply chain.

6.1.7 Certification and regulation

The key of success for MAM is to obtain the quality and reliability required 
on the printed parts. Certification and regulation means assigning a customiza-
tion and individualization to the additive manufactured part [2]. Certification 
process is considered as another challenge which manufacturing companies are 
suffering from in the MAM field. The MAM method without certification is a 
disadvantage, especially with the evaluation of the additive parts. Certification 
is important in the field of MAM in printing parts which requires excellent 
quality and reliability, such as aerospace industries, where the safety is the main 
requirement.

6.1.7.1 Proposed solution

MAM part should be certified by setting methods of measurement, monitoring, 
and control in order to acquire the desirable quality and reliability in parts. Then, the 
issues in parts will be addressed and analyzed to come up with some actual solu-
tions. Better the measurement and control methods, better the results it gives which 
accelerates the certification of the MAM method. The measurement method is a 
trigger to develop standards for addressing these MAM issues and assigning solution 
to fix them.

6.1.8 Inspection difficulty

Producing complex and non-homogeneous MAM parts, which contains signifi-
cant numbers of different features, requires high level of inspection. By assigning 
inspection, the quality of additive part can be retained. The importance of the 
inspection is equal to the importance of the measurement which has been men-
tioned in the previous section. Inspection and metallurgical validation methods 
should be integrated with MAM parts printing. That will allow the production of 
highly optimized shapes. According to the current study, there is a real need to 
build non-traditional inspection system inherent to the MAM parts manufactur-
ing [5]. Now, traditional nondestructive inspection methods are used in the MAM 
method, and these methods are not enough to detect the defect during the printing 
process.
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creating alloys for machining, such as titanium steel, aluminum is not easy, but it 
can be done in MAM. However, the parts produced by MAM need heat treatments 
to obtain the desired mechanical properties.
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Producing metal part in MAM method without internal stress is an issue in addi-
tive manufacturing. Some MAM machines have heat treatments in their structure. 
Some produced parts in MAM require more levels of heat treatment to obtain specific 
mechanical properties, such as the elongation to failure and the fatigue strength. 
Excellent vacuum furnace is required to perform the heat treatment which eliminates 
the oxygen from entering the machine and obtain the required temperature control 
and deep vacuum level. Another issue with this process might be the cost of heat treat-
ment itself. Producing vacuum furnace with these characteristics may cost $100 K, 
thus the cost of heat treatment part of titanium may reach $600. This solution of using 
high maintained vacuum furnace might give high corrosion resistance with excellent 
strength, toughness, and low weight part of titanium alloy. Therefore, this process 
should be used in producing parts having important and expensive applications.

6.1.6 Financial considerations

The cost of MAM method is an issue as compared to the plastic AM. The cost of 
some MAM machine may reach up to $350 k. The cost of facility and raw materials 

249

An Investigation of the Metal Additive Manufacturing Issues and Perspective for Solutions…
DOI: http://dx.doi.org/10.5772/intechopen.93630

(powder or wire) is also expensive. Providing the metallic powder with specific 
particles size for expensive metals will also add capital expenditures. In addition, 
with all these expenses, failures in printing the parts will push such MAM compa-
nies out of business.

6.1.6.1 Proposed solution

A comprehensive study regarding this financial consideration should be per-
formed. This study will be about the investment and profit that can be obtained 
with transition to MAM from traditional (subtractive) manufacturing processes. A 
criterion should be considered about the expenses and cost of MAM and compared 
to the capital expenditures of subtractive manufacturing. The entire cost for struc-
ture should also be noted. Moreover, an evaluation on the throughput and type of 
the parts being printed should be used to make a final decision about the transition 
from a subtractive manufacturing process to MAM. This decision should be made 
between company management because it will affect the entire company’s structure 
including the supply chain.

6.1.7 Certification and regulation

The key of success for MAM is to obtain the quality and reliability required 
on the printed parts. Certification and regulation means assigning a customiza-
tion and individualization to the additive manufactured part [2]. Certification 
process is considered as another challenge which manufacturing companies are 
suffering from in the MAM field. The MAM method without certification is a 
disadvantage, especially with the evaluation of the additive parts. Certification 
is important in the field of MAM in printing parts which requires excellent 
quality and reliability, such as aerospace industries, where the safety is the main 
requirement.

6.1.7.1 Proposed solution

MAM part should be certified by setting methods of measurement, monitoring, 
and control in order to acquire the desirable quality and reliability in parts. Then, the 
issues in parts will be addressed and analyzed to come up with some actual solu-
tions. Better the measurement and control methods, better the results it gives which 
accelerates the certification of the MAM method. The measurement method is a 
trigger to develop standards for addressing these MAM issues and assigning solution 
to fix them.

6.1.8 Inspection difficulty

Producing complex and non-homogeneous MAM parts, which contains signifi-
cant numbers of different features, requires high level of inspection. By assigning 
inspection, the quality of additive part can be retained. The importance of the 
inspection is equal to the importance of the measurement which has been men-
tioned in the previous section. Inspection and metallurgical validation methods 
should be integrated with MAM parts printing. That will allow the production of 
highly optimized shapes. According to the current study, there is a real need to 
build non-traditional inspection system inherent to the MAM parts manufactur-
ing [5]. Now, traditional nondestructive inspection methods are used in the MAM 
method, and these methods are not enough to detect the defect during the printing 
process.
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6.1.8.1 Proposed solution

Studies should be developed on the required inspection methods. Internal inspec-
tion needs to be performed during the printing process. It will act like a monitoring 
system during the process. In other words, layer inspection should be performed 
inherent to comparison with slandered. In layer inspection, the defects can be detected 
when it occurs. Let us assume that a very expensive and complex part is being printed. 
If there are some defects like undesired mechanical properties or porosities in the 
middle of printing, it would be wise to stop the process and fix the problem rather than 
rejecting the part after the expensive and time-consuming process is finished.

6.1.9 Scheduling

While increasing the demand and purchasing the MAM parts, the scheduling 
and nesting processes of metal parts to be printed plays a major role in manu-
facturing cost. It is beneficial in different ways, such as reducing the operational 
cost, reducing the parts price, and increasing profit for factories. This issue is also 
important in supply chain to schedule delivering or requesting metal parts. A very 
little literature has addressed this issue since it is still new issue [8].

6.1.9.1 Proposed solution

The scheduling issue is very important, especially with the rapid development 
of MAM method. Existing production planning and scheduling approach should be 
developed based on preliminary heuristic studies and models generated from this 
heuristic study. The scheduling should include all the sections of manufacturing 
system ranging from ordering the raw materials to delivering the metal parts to the 
customers. Based on that, scheduling system related to all sectors of MAM method 
with forecasting technologies can be used to organize the production line on MAM 
with optimal results.

6.1.10 Energy consumption

Energy consumption in MAM method is important to keep the sustainability 
of the MAM printing. However, it is affecting the microstructure and mechani-
cal properties of the printed parts especially with metal 3D printing process that 
requires high source of energy, such as EBM process. This issue has a significant 
influence on the quality of the part.

6.1.10.1 Proposed solution

The relationship between energy consumption and printed metal parts with 
microstructure and mechanical properties should be analyzed to approach the solu-
tion of this problem. This solution can be implemented by using variable optimal 
energy density for every MAM process that depends on factors, such as part size, 
part geometry, and material used with strategies to reduce this consumption. Then, 
the variable optimal energy density map can be generated according to the charac-
teristics of the part, 3D printing machine used, and used material. Therefore, the 
variable optimal energy used can be specified from the CAD model of the part. This 
can be done by inserting this CAD model on previously created software responsi-
ble for calculating the map of optimal energy density for the 3D printed metal part. 
This method of using the optimal energy might be useful to remove the undesirable 
mechanical properties and microstructure from metal printed part.
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6.2 MAM defects

The most common challenges and issues that the MAM method faces have been 
discussed in the previous sections. MAM is a manufacturing process, and every 
process has its pros and cons. The part produced by MAM also has parameters and 
defects that may affect the functionality of the part and lead to the failure. These 
defects are residual stress, fatigue, porosity, variation in mechanical properties, sur-
face oxidation, cracks, delamination, variation in grain size, and heat accumulation. 
Similarly, parameters such as microstructure, building direction, surface roughness, 
and powder particle size may lead to these defects or affect the quality and reliabil-
ity of the printed metal parts. Some of these defects will be discussed next.

6.2.1 Residual stress

Residual stress is a stress stored inside the metallic part in different ways. For 
example, forging on the surface of some plate creates residual stress which is required 
to reinforce the plate. Laser peening creates desired compressive residual stress in 
metal part. Similarly, residual stress is stored in the metal after casting stock material 
which is mostly undesirable. Therefore, the residual stress can be desirable or undesir-
able. In the MAM method, one of the main defects is influencing the printed metallic 
parts with undesirable residual stress which may lead to premature failure. Residual 
stress in MAM method can lead to distortion failure, changing in tolerance, fracture, 
fatigue, and delamination. A lot of literature review discussed this problem and it is 
the focus of leading researchers. Several factors may cause the residual stress in MAM 
parts, such as rapid heating rate, rapid solidification with high cooling, and melting 
back previous layer for both PBF and DED MAM categories [11].

6.2.1.1 Proposed solution

It is advantageous to use well maintained heat treatment machine (vacuum 
furnace) to remove the residual stress from the MAM parts. Based on the author’s 
understanding, melting back of the previous layer is the main issue which generates 
the residual stress. This melting back can be reduced by reducing the pace of heat-
ing while building the next layer. Reducing the melting back can be done by install-
ing a cooling unit to reduce the heat between layers, such as air jet to reduce the heat 
generated when a new layer is being melted and laying down on the previous one. 
Also, using variable building direction might help in reducing heat accumulation in 
one direction. More comprehensive study should be conducted to build inspection 
system rather than in-situ method. This inspection system is used to analyze the 
melting back spot and figure out where it exists and assign permanent solution for 
that. Moreover, post process control (a type of heat treatment control) should be 
applied on the printed metal parts which contain residual stress after inspection.

6.2.2 Fatigue

Fatigue is a damage in a solid material which causes it to weaken. The main reason 
for fatigue is fluctuating (cyclic) loads applied on metal parts which causes damage at 
the end and failure in the parts. Several parameters, such as surface finish, shape and 
geometry of the part, grain size and direction, functionality of the part, load type, 
part size, corrosion, temperature, and surface treatment cause fatigue. For the MAM 
method, the temperature is the most affective parameter to cause fatigue in printed 
metallic parts. Some literature studies have been performed on this subject, especially 
on multiaxial fatigue in many industries for small and medium size of metallic parts [1].
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Energy consumption in MAM method is important to keep the sustainability 
of the MAM printing. However, it is affecting the microstructure and mechani-
cal properties of the printed parts especially with metal 3D printing process that 
requires high source of energy, such as EBM process. This issue has a significant 
influence on the quality of the part.

6.1.10.1 Proposed solution

The relationship between energy consumption and printed metal parts with 
microstructure and mechanical properties should be analyzed to approach the solu-
tion of this problem. This solution can be implemented by using variable optimal 
energy density for every MAM process that depends on factors, such as part size, 
part geometry, and material used with strategies to reduce this consumption. Then, 
the variable optimal energy density map can be generated according to the charac-
teristics of the part, 3D printing machine used, and used material. Therefore, the 
variable optimal energy used can be specified from the CAD model of the part. This 
can be done by inserting this CAD model on previously created software responsi-
ble for calculating the map of optimal energy density for the 3D printed metal part. 
This method of using the optimal energy might be useful to remove the undesirable 
mechanical properties and microstructure from metal printed part.
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Residual stress is a stress stored inside the metallic part in different ways. For 
example, forging on the surface of some plate creates residual stress which is required 
to reinforce the plate. Laser peening creates desired compressive residual stress in 
metal part. Similarly, residual stress is stored in the metal after casting stock material 
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parts with undesirable residual stress which may lead to premature failure. Residual 
stress in MAM method can lead to distortion failure, changing in tolerance, fracture, 
fatigue, and delamination. A lot of literature review discussed this problem and it is 
the focus of leading researchers. Several factors may cause the residual stress in MAM 
parts, such as rapid heating rate, rapid solidification with high cooling, and melting 
back previous layer for both PBF and DED MAM categories [11].

6.2.1.1 Proposed solution

It is advantageous to use well maintained heat treatment machine (vacuum 
furnace) to remove the residual stress from the MAM parts. Based on the author’s 
understanding, melting back of the previous layer is the main issue which generates 
the residual stress. This melting back can be reduced by reducing the pace of heat-
ing while building the next layer. Reducing the melting back can be done by install-
ing a cooling unit to reduce the heat between layers, such as air jet to reduce the heat 
generated when a new layer is being melted and laying down on the previous one. 
Also, using variable building direction might help in reducing heat accumulation in 
one direction. More comprehensive study should be conducted to build inspection 
system rather than in-situ method. This inspection system is used to analyze the 
melting back spot and figure out where it exists and assign permanent solution for 
that. Moreover, post process control (a type of heat treatment control) should be 
applied on the printed metal parts which contain residual stress after inspection.

6.2.2 Fatigue

Fatigue is a damage in a solid material which causes it to weaken. The main reason 
for fatigue is fluctuating (cyclic) loads applied on metal parts which causes damage at 
the end and failure in the parts. Several parameters, such as surface finish, shape and 
geometry of the part, grain size and direction, functionality of the part, load type, 
part size, corrosion, temperature, and surface treatment cause fatigue. For the MAM 
method, the temperature is the most affective parameter to cause fatigue in printed 
metallic parts. Some literature studies have been performed on this subject, especially 
on multiaxial fatigue in many industries for small and medium size of metallic parts [1].
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6.2.2.1 Proposed solution

Analyze the functionality and the geometry of printed parts to specify where 
the fatigue can happen for a particular temperature and surface finish. This fatigue 
could be avoided by assigning specific heat treatment and surface finish. Similarly, 
the geometry of metallic parts which can induce fatigue can be changed after com-
prehensive analysis to avoid undesirable residual stress in these features. Finally, 
using different environments with different temperature during the process can 
also be used to eliminate fatigue.

6.2.3 Porosity

Another common defect in MAM method that needs to be prevented during 
the process is porosity. The porosity is a void or hole in the solid printed metal. In 
the MAM method, the porosity happens between the layers and is mostly inherent 
to Direct Energy Deposition (DED) category of metal printing, such as WAAM. 
It occurs while the printed layer is in liquid form because of gas or solidification 
shrinkage. Porosity is a defect that will end in producing parts that have undesirable 
mechanical properties, such as low strength and cracks. Unstable deposition process 
and poor path planning, especially with complex path cause porosity as well [13].

6.2.3.1 Proposed solution

The gap between the torch of DED processes and the melting surface should be 
continuously adjusted to prevent any slags that might happen and lead to porosity. 
Using inert vacuum environment during the printing process will eliminate the oxida-
tion that will lead to porosity. Keeping the printing surface (substrate) clean from any 
dirt or slags either on the previous printed layer or the main surface of the bed will 
also reduce porosity. While using the optimal gas flow for GT-WAAM process, incor-
rect gas flow may cause a lot of slags during the printing which may lead to porosity. 
Optimal energy density can play a main role in eliminating the porosity because it will 
generate fine printed layer without defects. Creating a map for optimal deposition 
rate and gap for every specific alloy and reducing the complexity of the printing path 
can be another solution. Similarly, installing inspection system to check the printing 
process layer by layer during the process can fix the porosity simultaneously.

6.2.4 Oxidation

Oxidation (Redox) is a process when a chemical reaction happens in metal and 
leads to change in the structure of atom by losing electrons. Oxidation happens 
with the availability of oxygen and it is a defect that generates cracks and distor-
tion failure in the printed metal part. It creates a weak insulation material between 
the printed layers, mostly in DED MAM category. Oxidation is the main reason 
for variation on mechanical properties. It causes minute or unstable printing gaps 
between the torch and the bed surface or the previous printed layer. Not enough 
flow of gas during the process might also lead to oxidation.

6.2.4.1 Proposed solution

The best way to prevent oxidation is by eliminating oxygen from the printing 
environment. That can be obtained by using air vacuumed chamber 3D metal 
printer. However, if the vacuumed environment is difficult to be adjusted, optimal 
stable gap of the torch should be used with optimal gas flow.
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6.2.5 Heat accumulation

One of the main defects that interrupt the metal 3D printing part is a heat 
accumulation. This issue happens when the average temperature of the workpiece 
increases continuously. That will cause many other defects, such variation in 
mechanical properties and microstructure evolution, and variation in grain size 
which will, consequently, lead to undesirable part quality, such structural collapse 
[14]. This issue is also mostly inherent to DED category of the MAM. According to 
the author analysis, it happens in DED category mostly because in DED process, 
metal is melted. As a new layer is created over the previous hot one, it will initiate 
the heat accumulation. Thus, this issue depends on the philosophy of metal printing 
process. As compared to PBF, in which lower powered laser is used with lower heat, 
a new layer of powder will be poured over the previous one and that will absorb the 
heat of the previous layer.

6.2.5.1 Proposed solution

The previously printed layer should be cooled completely before printing the 
new layer. That could be performed by installing a cooling unit with the help 
of in-situ method. The cooling unit will work simultaneously while recording 
temperature of in-situ method. Similarly, variant building direction will accu-
mulate heat in different direction and reduce the average heat. Heat treatment 
can be a traditional solution if the workpiece could not be collapsed during the 
printing process. According to the author’s understanding, another way to solve 
the issue of heat accumulation or residual stress is by using nucleation after print-
ing. Nucleation is a process of formation of a new crystalline structure during 
solidification. This process might be applied on the printed parts by heating it to a 
temperature lower than the melting point and building new crystalline structure 
with the desired mechanical properties, grain size, free residual stress and heat 
accumulation.

6.2.6 Cracks and delamination

Two types of cracks mainly occur in MAM method (DED processes) and they 
are: grain boundary cracks and solidification cracks. Cracks happen because of 
the method of solidification. Delamination is a type of failure in metal alloys or 
composite material. In defective parts, the layers of metal are separated because of 
repeated fluctuated stress and the material characteristic of the deposited metal. A 
drawback of delamination is that it cannot be repaired by post-process heat treat-
ment, but it could be avoided [13].

6.2.6.1 Proposed solution

The only way to fix the problem of delamination and cracks is by preventing 
them. It can be achieved by optimizing solidification. Preheating the printing 
environment and substrate can be a good solution as well. Avoid using combined 
material in the DED processes that might separate the layers between them when 
the dissimilar material has significant difference in the chemical reaction and solu-
bility. Comprehensive study should be performed on the metals which are difficult 
to melt and solidify without cracks and delamination such as Inconel. Developing 
temperature map of the printed surface, that might help to optimize the preheating, 
can avoid cracking and delamination. The high cooling rate is also a cause of cracks 
and delamination. However, it is mentioned previously that it is a good solution to 
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6.2.2.1 Proposed solution
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Oxidation (Redox) is a process when a chemical reaction happens in metal and 
leads to change in the structure of atom by losing electrons. Oxidation happens 
with the availability of oxygen and it is a defect that generates cracks and distor-
tion failure in the printed metal part. It creates a weak insulation material between 
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for variation on mechanical properties. It causes minute or unstable printing gaps 
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avoid some defect such as heat accumulation. Therefore, an optimal cooling rate 
should be used to avoid and consider these defects.

7. Summary and conclusion

In this chapter, a review on design for additive manufacturing was conducted to 
address and answer some concerns about Metal Additive Manufacturing (MAM). 
These concerns were related to challenges, issues, and defects which are preva-
lent in MAM method in factories while printing small and medium sized parts. 
Explanations about the printing procedures and materials are also discussed in this 
chapter. Moreover, potential approach and solutions are inferred by the author to 
diminish these problems. Comprehensive literature review was developed from a 
recent research paper to address and understand these manufacturing obstacles. 
The MAM method is divided into two main processes: PBF and DED. These pro-
cesses were explained in detail by the author.

The main obstacles which the MAM methods encounter are categorized into two 
types: challenges (difficulties) and defects. Several obstacles have been explained in 
this chapter, such as repeatability, material issue, schedule, certification, heat treat-
ment, and inspection. Also, several defects which obstruct high quality and reli-
ability, such as fatigue, stress analysis, porosity, heat accumulation, delaminating, 
and cracks were listed and discussed. For every challenge and defect, a potential 
solution was suggested and discussed by the author. Some of these suggested solu-
tions need to be tested and validated on actual metal three-dimensional printing 
processes. Other suggested solutions, such as inspection and orientation, should be 
implemented by visiting manufacturing companies and making local study on to 
solve the problems.

However, based on the literature review and analysis, DED processes, especially 
WAAM, have more defects and challenges than PBF processes. Some of these 
challenges and defects are common in three-dimensional printing, a fast-growing 
manufacturing process. More study and analysis are required to fix these obstacles 
and make MAM method smooth. Such concurrent failures can induce huge losses in 
industries and force them out of business. Therefore, future studies can eliminate 
these failures and yield higher production rate and profits.
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ment, and inspection. Also, several defects which obstruct high quality and reli-
ability, such as fatigue, stress analysis, porosity, heat accumulation, delaminating, 
and cracks were listed and discussed. For every challenge and defect, a potential 
solution was suggested and discussed by the author. Some of these suggested solu-
tions need to be tested and validated on actual metal three-dimensional printing 
processes. Other suggested solutions, such as inspection and orientation, should be 
implemented by visiting manufacturing companies and making local study on to 
solve the problems.

However, based on the literature review and analysis, DED processes, especially 
WAAM, have more defects and challenges than PBF processes. Some of these 
challenges and defects are common in three-dimensional printing, a fast-growing 
manufacturing process. More study and analysis are required to fix these obstacles 
and make MAM method smooth. Such concurrent failures can induce huge losses in 
industries and force them out of business. Therefore, future studies can eliminate 
these failures and yield higher production rate and profits.
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