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Preface

Agile software development continues to be adopted widely, and the submissions to
XP 2016 reflected a diversity of concerns. Alongside challenges that have traditionally
been the subject of discussion and research such as scalability, UX design, and agile
measurement, this year’s submissions included an increased focus on domains that
originally shied away from agile working, such as safety-critical systems and other
regulated environments. In addition, submissions considered agile sustainability, both
across a software system’s life, and within the organizational context.

The XP conference attracts a large number of software practitioners and researchers,
providing a rare opportunity for interaction between the two communities. In order to
leverage this opportunity, a new Empirical Studies track was introduced this year. In
this track, researchers who wanted to collect empirical data from practitioners during
XP 2016 were invited to submit their research plans. Accepted plans were then
associated with accepted industry and practice sessions to collect empirical data live
during XP 2016 sessions. Accepted study plans are included here; papers resulting
from the studies appear in a later special section of the Information and Software
Technology journal.

These proceedings contain full research papers, experience reports, empirical study
plans, and doctoral symposium papers. All of these submissions went through a rig-
orous peer-review process commensurate with their track. In all, 42 research papers
were submitted; each was reviewed by three members of the Program Committee, and
14 were accepted (an acceptance rate of 33 %). Experience reports were initially
submitted as two-page outlines, and after initial screening, they were then shepherded
to produce the papers seen in this volume. Empirical studies papers were reviewed and
ranked by the track chairs and discussed with the industry and practice chairs in order
to ensure suitable sessions were available to run the planned empirical study. Of the 12
study plans submitted, five were accepted (an acceptance rate of 42 %).

Together, the papers presented here represent a set of high-quality contributions to
the literature on agile research and experience addressing a wide range of contemporary
topics.

The conference program featured a rich set of session topics and session types that
extend beyond the papers contained in these proceedings. Sessions focusing on prac-
tical hands-on activities, on teaching agile in academic and industry settings, and
coping with change were complemented by ad hoc lightning talks and a vibrant Open
Space track. Materials from all of the sessions are available on the conference website
at www.xp2016.org.

XP 2016 attendees were also treated to a number of high-profile keynote speakers.
Elisabeth Hendrickson spoke about “XP at Scale,” Mary Poppendieck discussed the
role of “Software Engineering in a Digitized World,” and Professor Lionel Briand
explained that “Documented Requirements Are Not Useless After All.” Finally, Steve

http://www.xp2016.org


Freeman and Nat Pryce battled it out as “The Odd Couple,” considering how good code
should be, and what to do about poor-quality code.

Over 330 submissions were received across all of XP 2016 tracks, excluding
workshop papers, and it was a mammoth effort to review these and bring them together
into a coherent program. We would like to thank everyone who contributed to this
effort including paper authors, session presenters, track chairs, Program Committee
members, shepherds, volunteers, and sponsors. Without their support the event would
not have been as successful.

March 2016 Helen Sharp
Tracy Hall
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Focal Points for a More User-Centred Agile Development

Silvia Bordin(✉) and Antonella De Angeli

Department of Information Engineering and Computer Science, University of Trento,
via Sommarive 9, 38123 Trento, Italy

{bordin,antonella.deangeli}@disi.unitn.it

Abstract. The integration of user-centred design and Agile development is
becoming increasingly common in companies and appears promising. However,
it may also present some critical points, or communication breakdowns, such as
a variable interpretation of user involvement, a mismatch in the value of docu‐
mentation, and a misalignment in iterations. We refine these themes, emerging
from both literature and previous fieldwork, by analysing a case study performed
in an IT company that adopts both software engineering approaches, and we
further extend the framework with a new theme related to task ownership. We
argue that communication breakdowns can become focal points to drive action
and decision for establishing an organisational context acknowledging the value
of user involvement: to this end, we suggest the adoption of design thinking and
the active engagement of the customer in embracing its values.

Keywords: Communication breakdowns · Organisational culture · Case study

1 Introduction

In recent years we have witnessed a growing interest in the integration of Agile meth‐
odologies with user-centred design (UCD), in order to achieve a more holistic software
engineering approach. In fact, UCD and Agile show some complementary aspects: on
the one hand, UCD does not address how to implement the software, while Agile
provides large flexibility in accommodating changing requirements; on the other hand,
Agile does not directly address user experience (UX) aspects, although valuing customer
involvement in the development process.

However, even though the integration of UCD and Agile appears promising, it also
presents some issues and no fully satisfactory approach to it has been found yet. In
particular, three communication breakdowns [4] hampering such integration have been
identified [5], namely a variable interpretation of user involvement, a mismatch in the
value of documentation, and a misalignment in iteration phases. In this paper, we refine
this framework by discussing a new case study looking at the practices of a software
and interaction design company. To support our analysis, we define the main actors
involved and how they are mutually linked in a communication network, comparing the
latter with the one resulting from the case study presented in [5]. Despite the differences
in the two working contexts, the three themes manifest anyway and an additional point,
related to task ownership, emerges. We conclude by discussing how these

© The Author(s) 2016
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communication breakdowns can become focal points to support action and decision in
companies adopting UCD and Agile; moreover, we argue that possible solutions to these
issues need to be backed by a supportive organisational culture that recognises the value
of user contribution and actively endorses it with the customer.

2 Related Work

User-centred design (UCD) is an umbrella term used to denote a set of techniques,
methods, procedures that places the user at the centre of an iterative design process [25].
The benefits of involving users in systems design are widely acknowledged [1, 14, 16, 18]:
they include improved quality and acceptance of the system [11], and cost saving, since
unnecessary features or critical usability issues are spotted early in the development
process [23]. In recent years, there have been several attempts at integrating UCD with
Agile software development, as witnessed for instance by the literature reviews in [15, 26].
Despite the large common ground that the two approaches share, there are at least three
themes on which their perspectives diverge [5]: we frame these themes by drawing on the
concept of communication breakdown, that is a “disruption that occurs when previously
successful work practices fail, or changes in the work situation (new work-group, new
technology, policy, etc.) nullify specific work practices or routines of the organizational
actors and there are no ready-at-hand recovery strategies” [4]. Although originally
discussed with respect to global software development, we believe that this concept can
support a reflection on the synthesis of different software engineering approaches: we
argue, in fact, that it refers to issues occurring at “work practice level” that are due to an
“underdeveloped shared context of meaning” [4], which could also be interpreted as the
incomplete establishment of a common ground [10] between designers and developers of
the same company.

The three communication breakdowns in the integration of UCD and Agile were
formalised during a field study carried out within the Smart Campus project [5], where
UCD and Scrum were integrated in a process of mobile application development for a
community of users, namely students of the University of Trento campus. The goal of
this R&D project was to create an ecosystem fostering students’ active participation in
the design and development of mobile services for their own campus [12]; more details
about the aims and results of the project can be found in [6, 12, 34]. In the following,
we will illustrate the three communication breakdowns identified by drawing on the
literature review that supported the findings of the Smart Campus field study.

User Involvement. In UCD, user involvement can range from informative, to consul‐
tative, to participative [11]. In Agile instead, the emphasis is rather put on the customer
[1], who acts as a representative of users, but may or may not have direct and regular
contact with them [27, 28], to the point that some authors question the extent of such
representativeness [30] and others recommend that the customer role is supported by
members of the project team [9].

Documentation. Both UCD and Agile encourage frequent communication among
team members; however, there can be issues in the communication between designers

4 S. Bordin and A. De Angeli



and developers [1] and in the role of documentation in this respect. In fact, UCD suggests
the use of several artefacts such as personas and prototypes to record requirements and
design rationales [28], while Agile promotes face-to-face conversation as the most
effective means of communication in its fundamental principles [3], to the point of
incorporating the customer in the development team.

Synchronisation of Iterations. There are different schools of thought about whether UCD
and Agile should be merged into a unified software engineering process, leveraging on their
common practices [19, 35, 37], or should just proceed in parallel [20, 24, 33].

3 H-umus

We will now discuss a field study performed in H-umus, presented in their website
as a “software and interaction design company”. Born in 2007 in one of the most
well known Italian venture incubators, H-umus designs and develops mobile sales
tools for the fashion industry and now belongs to a large Italian software and serv‐
ices business. The personnel include a CEO, a CTO, four project managers (two of
whom are also interaction designers), and five developers. The company adopts a
customised version of Scrum for the development and follows a loose interaction
design approach. At present, H-umus offers two main products to an established
customer portfolio: a B2B merchandising platform and a time and expenses
accounting tool. The company also follows some ad-hoc projects for more occa‐
sional customers: we consider here the development of a mobile tool for a leading
fashion brand that we will call FashionX.

3.1 Field Study Methodology

The field study was carried out by one of the authors and is summarised in Table 1: it
consisted of 20 h of observation of working practices, semi-structured interviews,
attendance to meetings. Furthermore, artefacts used to support work were examined,
while interviews were transcribed and thematically analysed [29].

Table 1. Summary of field study activities performed at H-umus.

Day Activity Duration
October 26th, 2015 Attendance of sprint planning meeting; inter‐

views with the CEO, a project manager, a
designer and a developer

7 h

November 20th, 2015 Interviews with both designers and the CTO 6 h
December 14th, 2015 Attendance of sprint planning meeting; inter‐

views with two developers, a designer,
and a project manager

7 h
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3.2 Communication Network

This section will illustrate the actors involved in H-umus and how, possibly through
some artefacts, they are connected in a network, as shown in Fig. 1. The dialogue with
users is completely mediated by the customer, usually represented by the IT department
of a large fashion business. The customer in turn communicates with H-umus through
a project manager of this company, who is often also an interaction designer; such
dialogue is supported by a series of artefacts such as requirements documents, proto‐
types, and cost or time estimates, which will be described more in detail in later para‐
graphs. The project manager is then usually the only point of contact between the inside
and outside of H-umus: he collaborates with the management (i.e. the CEO) in the early
stages of an approach to a new customer, with the CTO in the definition of the technical
analysis, and with developers during the implementation. Internal communication is also
supported by a range of artefacts. Finally, the owner group refers to the management for
products developed on their behalf.

Fig. 1. Communication network in H-umus.

3.3 Artefacts

A variety of artefacts are used in H-umus to support communication, both internally and
with the customer. In this paragraph, we will describe the most relevant ones.

Mockups and Wireframes. In the case of enhancements to already consolidated prod‐
ucts, designers prepare high-fidelity mockups relying on the existing interface; in the
case of software built from scratch instead, they prepare wireframes, representing inter‐
action flows and layouts. Mockups and wireframes are then iteratively discussed with
the customer: this allows to check that requirements have been correctly understood, to
ensure that the customer is aware of project status and will not change his mind later,
and to skip formal validation steps at the end of each sprint.
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Briefs. Prototypes and requirements are integrated in documents called briefs, which
crystallise the requirements; they are then iteratively revised with the customer to ensure
that both parties share the same understanding of requirements and status of advance‐
ment.

Roadmaps. For each project, the relevant project manager keeps a chart showing the
evolution of the product at a high level, including milestones to be delivered to the
customer. This chart is often linked to other documents reporting, for instance, more
extensive descriptions of functionalities or specifications of the customer’s target plat‐
forms. Roadmaps are used internally, at management level: the CEO, the CTO and
project managers refer to them to supervise the status of each project. However, if the
customer requires so, roadmaps are also used to provide long-term visibility on the
articulation of the project.

Technical Analysis. The CTO elaborates this document for each project: it includes
finalised interface mockups, a description of the data flow and of the data structure, cost
and time estimates, and a finer-grained breakdown of development tasks. The technical
analysis serves two purposes: internally, it is a reference for developers to determine
what to implement in the next sprints; externally and if needed, it can provide the
customer with a detailed understanding of the implementation process.

3.4 Findings

In the following, we discuss the results of the interviews with the H-umus staff, cate‐
gorising the narratives according to the three communication breakdowns constituting
our framework. Citations in the next paragraphs will be attributed to interviewees as
follows: Dev for developers; Des for designers; PM for project managers who are not
designers; Mgmt for the CTO and the CEO.

User Involvement. The distinction between customers and users is very sharp and
project managers usually communicate only with the customer, who can be represented
by different employees at different stages of the same project. Especially when the
customer is a large company, its most appropriate representative to liaise with can be
difficult to identify and often changes over time:

Dev2: “The most difficult thing in communicating with the customer is understanding
who you should be talking to.”

In general, the customer representative is the IT department:

Mgmt2: “You would not believe how conservative IT departments can be. Whatever
change may affect their working routine, it’s a no-no.”

There are, however, exceptions to this situation: for example, a few demos were
arranged with business and sales representatives of FashionX, i.e. with a sample of final
users, in order to collect feedback that could supplement the requirements provided by
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the IT department of the company. Yet, this only happens occasionally: usually, and as
shown in Fig. 1, the customer completely mediates user needs, requirements, and feed‐
back. This causes some concern in the H-umus management:

Mgmt2: “Then it is difficult to determine how to handle the feedback we receive and
how relevant it actually is with respect to the customer or with respect to the needs users
may truly have. […] Sometimes I wonder whom we should really satisfy. Is it the business
department or the IT department? We usually speak only to the latter. I believe this
causes a large drop in the value we deliver with our products.”

H-umus designers acknowledge that it would be desirable to apply a proper user-
centred design methodology, involving real users in requirement gathering and interface
evaluation. However, this is very hard to achieve in practice, because of two main
reasons: first, the time for design is constrained; second, it is difficult to gain access to
users. In fact, the customer is not always interested in being actively involved in the
design of the commissioned product: sometimes H-umus may only be asked to prototype
a new graphical interface for an existing software. The customer may even believe that
users are not able to provide any sensible contribution:

Dev1: “I do not have any contact with users […] Sometimes they are even described to
me as being as dumb as an ox, so it is paramount to design products that are very easy
to use, and I guess this is a major challenge for designers.”

Documentation. The staff has a small size and is co-located in the same open space:
hence, most coordination occurs face to face or at most through instant messaging, both
among developers and between developers and designers. This leads to a scarcity of
documentation for internal use. However, in order to avoid knowledge gaps in case
someone leaves the company, pair programming is adopted when a part of the code
needs to be modified: the task is in fact assigned both to the developer who already
worked on that code and to a “fresh” developer at the same time. In this way, in the long
run everybody will have at least an overview of all the code produced. Working in pairs
is also a common practice in the early stages of a new project, where a designer and a
developer cooperate in order to shape the design space quickly and based on an under‐
standing of what can be technically feasible.

PM1: “Everybody has an overview, but also a specific responsibility.”

Documentation is instead actively and carefully maintained to support the relation‐
ship with the customer. Despite the Agile principle [3] of “embracing change”, the
management highlighted the need of making the customer responsible for his require‐
ments and committed to them. The CTO and the project managers in fact insisted on
their strong need to shield H-umus from sudden, important changes in customer require‐
ments; being the company so small, this could cause a lot of work to be wasted and not
paid, causing in turn potentially severe financial issues.
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PM1: “H-umus is a small company. If the customer first says he wants a mobile app,
and then after six months he comes and says that now he wants a standalone applica‐
tion… We cannot afford that. Unless the customer is paying for the extra time, of
course.”

Des2: “We do not have much development capacity. It can become a big issue if I draw
the mockup and then we have to go back and change fundamental parts of it.”

This protection is achieved by using several artefacts that are admittedly not typically
Agile: documents such as requirements lists and technical analyses are shared with the
customer, iteratively discussed and then signed off.

Mgmt1: “We make the customer sign the requirements document, so nobody can come
up and say: “This is not what we agreed upon”. Whatever extra, we discuss it and it is
billed on top.”

Des2: “Being able to tell the customer: “Look, this is what we suggested and you
approved it” is something that can cover our back when we need to ask for more funding
or when we just say that something is not feasible”.

The strong perception of documentation as having a purpose mainly in relation to
the customer emerges very clearly also in relation to other themes:

Mgmt1: “I’ll show you the technical analysis we did for FashionX […] Please write
down in your notes that to me this is complete nonsense. The risk estimates and the
planning poker and stuff… It is obvious that these numbers are meaningless. Yet the
customer wants to have a long-term perspective on the project, so here it is.”

Synchronisation of Iterations. Given the small size of the company, designers and
developers work together, so synchronisation is handled through constant, direct
communication. Indeed, there is no separate process for design and for development:
for instance, design tasks such as prototyping are listed as regular user stories in the
Agile management tool in use:

Des1: “UX aspects are regarded as common functionalities.”

Despite a general awareness among the staff of the company transitioning towards
a more design-oriented culture, the overall attitude appears to be still strongly technical.
For instance, sprint meetings only involve developers:

Mgmt1: “We are born as a data-driven company […] Sprint meetings are too technical;
designers would waste time attending them.”

Furthermore, a different theme emerges, related to the recognition of designers’
expertise in a technically dominant environment. Several times designers referred to
their competence in UX as being interpreted as common sense in the company:
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Des2: “Why should the CEO’s opinion be more relevant than mine, if I designed the
interface from the beginning? Sometimes [Des1] and I refer to it as a class conflict with
the developers”

Des2: “Everybody feels entitled to comment on the design, just because each of us is a
technology user, while nobody would comment on the code unless competent. So [devel‐
opers] bring in their own use cases, but we are not developing, say, Instagram, which
only has a couple of functionalities: it is totally different. Sometimes the comments are
just “I don’t like it”. I can take it from the customer, if he pays for the extra time needed
to rework the design, otherwise I’d expect some sounder feedback.”

The rest of the team perceives this issue as well, although in variable ways:

Dev1: “Interfaces are subjective […] usability is subjective too: you need to design stuff
that is comfortable for the user, more than functional. [Des1 and Des2] do a great job
in my opinion in this respect.”

PM1: “The best way to work shouldn’t be to tell the designer how to do the things, but
just what you need; unfortunately, the customer is often unable to articulate what he
wants, and anyway we must give priority to the development to save time.”

Dev2: “We all give our opinion, but in the end it is the designer who decides.”

4 Discussion

Despite a positive attitude towards UCD, H-umus found objective difficulties in inte‐
grating it with Agile in practice. These difficulties were partially overlapping with the
communication breakdowns identified in Smart Campus [5], although the working
context of the latter was quite different from the H-umus one as illustrated by Fig. 2,
which represents the main actors in Smart Campus and their communication network.

Fig. 2. Communication network in Smart Campus.

The analysis of the H-umus case study allowed us to refine our framework, broad‐
ening the scope of identified communication breakdowns as follows.
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User Involvement. In Smart Campus, the customer and the user community were two
clearly differentiated actors; most of the team had direct contact only with the users
through a variety of communication channels such as a forum. However, the perception
of user involvement appeared to be variable between designers and developers, denoting
an underlying mismatch in the understanding of this concept: while designers struggled
to promote a participative role of the user community, developers intended such role as
informative or at most consultative instead [11]. In H-umus, the extent of user involve‐
ment remains problematic, although with a different flavour: the customer completely
mediates the interaction with the user, so the role of the latter is practically less than
informative [11]. Therefore, we can argue that the understanding of the extent of user
involvement should be shared not only inside the company (among designers, devel‐
opers, managers), but also outside, by the customer.

Documentation. In Smart Campus, documentation did not appear to have an intrinsic
value as a communication tool for developers; however, it became increasingly relevant
to keep the development team aligned when the latter became more distributed due to
the introduction of interns working at variable times and often remotely. Yet, how to
effectively support the need for a shared knowledge base remained an open point,
particularly referring to design artefacts, although the team tried to adopt a variety of
articulation platforms. In H-umus instead, the team is co-located: in this case, besides
being a tool for tracing the history of the software and the rationale of related design
and development choices, documentation can also have an instrumental function in
balancing the power relationship with the customer, protecting the company against
unsustainable changes in requirements.

Synchronisation of Iterations. The Smart Campus project was oriented towards a
large and strong user community, whose feedback escalated quickly and was not medi‐
ated (for instance by a customer). This caused severe difficulties in synchronising the
iterations of UCD and Agile: designers struggled to elaborate requirements and provide
suggestions in a timely manner that could fit the development pace, while developers
often took the initiative of fixing interfaces regardless of the overall UX vision. In
general, designers resorted to several ad-hoc interventions, elaborated together with the
developers requesting them. In H-umus instead, the team is co-located and quite small,
so synchronisation can easily occur through face-to-face communication. Furthermore,
the existence of signed documents prevents the customer from changing requirements
with the same frequency witnessed in Smart Campus with the user community.

Task Ownership. An additional communication breakdown strongly emerged from
the interviews conducted in H-umus. Several interviewees argued that, in order for an
effective communication to occur, it is advisable that the whole team shares a common
language. Additionally, our observations suggested that the team should also share a
common understanding about who is responsible for each task, especially in the case of
UX activities, and in particular for taking final decisions over it. This will help avoid
situations in which a technically predominant environment interprets UX as mere
“common sense”, which are not conducive to endorsing the added value that UX can
provide to a product and which seem to reflect a long-lasting contrast between soft and
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hard sciences. To this end, we point to the concept of boundary objects, i.e. mediating
artefacts that allow knowledge sharing and promote collaboration since their interpretive
flexibility facilitates “an overlap of meaning while preserving sufficient ambiguity” for
different groups to read their own meanings [2]. The briefs used in H-umus can be
considered as boundary objects in this sense, as they gather mockups from designers,
technical specs from developers, and business requirements from the customer, and they
act as a common reference point for monitoring the evolution of the product.

5 Conclusion

In this paper we have discussed four communication breakdowns that may affect the
integration of user-centred design and Agile development and that emerged from an
analysis of working practices in companies. Possible solutions can derive from discount
usability techniques [e.g. 13, 22] or more recent research on automatic usability evalu‐
ation tools [e.g. 21, 31]. However, we remark that communication breakdowns are
manifested at the work process level [4, 5]: hence, we suggest that their solution could
be found in a supportive organisational environment [5, 8, 11, 17], whose fundamental
importance is reiterated by the present study. As seen in H-umus, not even having
designers play the role of project managers is enough to fully endorse the UCD compo‐
nent of the working process. To leverage the full potential of the integration of UCD
and Agile, the management should actively counteract the so-called “developer mindset”
[1, 14], i.e. an approach that is overly focused on technical aspects rather than on
customer and user satisfaction, and commit to an explicit inclusion of UCD in company
goals and financial allocation [36].

We claim that the four communication breakdowns discussed in this paper can
become focal points to drive action and decision in companies, facilitating communi‐
cation between designers and developers and supporting management in the construc‐
tion of a favourable context. Our current research is addressing the development of
specific guidelines concerning how to apply such focal points in practice through addi‐
tional case studies. Nonetheless, and as already suggested in [5], we believe that design
thinking [7] can be an appropriate methodology in this respect: grounded on a “human-
centred design ethos”, it advocates a “designer’s sensibility” pervading the whole organ‐
isation, so that also technical personnel (be it part of the development or of the manage‐
ment) can be aware of the importance of meeting users’ needs with what is technolog‐
ically feasible. Inspired by design thinking, the organisational culture is likely to
empathise more with the user and to share the ownership of the UX vision among all
members of the company: this is in turn also likely to address the task ownership theme
introduced above.

However, the benefits of this internal culture may be limited if the customer does
not share its same values, preventing access to users or completely mediating the
communication with them. A direct contact with users can allow the company to deliver
a product that, although requiring a possibly longer design period, will be more suited
to the needs of people ultimately using it and will therefore bring more value to the
customer for its money. Even after many years from [23], we still need to address the
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“developer mindset” [1, 14] and persuade the customer and the technical personnel (at
least partially) of the positive cost-benefit trade-off of devoting time to user studies and
usability [32]. We insist that attainable benefits should be clearly presented to the
customer in order to win its buy-in of the principles of design thinking, its acknowl‐
edgement of the advantages of involving the users and its active collaboration in this.
We point out to the research community that however, to this end, a set of actionable
measures that can more objectively assess the positive impact of user involvement on
the quality of produced software [18] is still lacking, together with a set of less resource-
intensive practices to put such involvement in place.
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Abstract. Many tools have been created for measuring the agility of
software teams, thus creating a saturation in the field. Three agile mea-
surement tools were selected in order to validate whether they yield sim-
ilar results. The surveys of the tools were given to teams in Company
A (N = 30). The questions were grouped into agile practices which
were checked for correlation in order to establish convergent validity. In
addition, we checked whether the questions identified to be the same
among the tools would be given the same replies by the respondents.
We could not establish convergent validity since the correlations of the
data gathered were very few and low. In addition, the questions which
were identified to have the same meaning among the tools did not have
the same answers from the respondents. We conclude that the area of
measuring agility is still immature and more work needs to be done. Not
all tools are applicable to every team but they should be selected on the
basis of how a team has transitioned to agile.

Keywords: Validation · Agile measurement · Empirical study

1 Introduction

Agile and plan-driven methodologies are the two dominant approaches in the
software development. Although it has been almost 20 years since the former
were introduced, the companies are quite reluctant in following them [1].

Software development teams started adopting the most known agile method-
ologies, such as eXtreme Programming [2], Feature Driven Development (FDD),
[3], Crystal [4], Scrum [5] and others. Most companies use a tailored methodology
by following some of the aforementioned processes and practices which better
suit their needs. Williams et al. [6] report that all XP practices are exercised
rarely in their pure form, something on which Reifer [7] and Aveling [8] also
agree based on the results of their surveys, which showed that it is common for
organizations to partially adopt XP. The most important issue that tends to be
neglected though, is how well these methodologies are adopted.

c© The Author(s) 2016
H. Sharp and T. Hall (Eds.): XP 2016, LNBIP 251, pp. 16–27, 2016.
DOI: 10.1007/978-3-319-33515-5 2
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According to Escobar-Sarmiento and Linares-Vasquez [9], the agile method-
ologies are easier to misunderstand. The previous statement is also supported
by Taromirad and Ramsin [10], who argue that the agile software development
methodologies are often applied to the wrong context. Sidky [11] defines the level
of agility of a company as the amount of agile practices used. Considering this
statement, a group that uses pair programming and collective code ownership
at a very low level is more agile than a group which uses only pair programming
but in a more efficient manner.

Williams et al. [12] pose the question “How agile is agile enough”? Accord-
ing to a survey conducted by Ambysoft [13], only 65 % of the agile companies
that answered met the five agile criteria posed in the survey. Poonacha and
Bhattacharya [14] mentioned that the different perceptions of agile practices
when they are adopted are troublesome, since even people in the same team
understand them differently, according to the result of a survey [15].

Since agile methodologies become more and more popular, there is a great need
for developing a tool that can measure the level of agility in the organizations that
have adopted them. For over a decade, researchers have been constantly coming
up with models and frameworks in an effort to provide a solution.

This case study comprises three tools which claim to measure the agility of
software development teams using surveys. These tools are Perceptive Agile Mea-
surement (PAM) [16], Team Agility Assessment (TAA) [17], Objectives Princi-
ples Strategies (OPS) [18]. The first one has been validated with a large sample of
subjects, the second one is well-used by companies and the third one covers many
agile practices. Since all three tools measure agility, convergent validity should
be established among them to corroborate this. The surveys from the three tools
were given to Company A employees to answer. The analysis of the data was per-
formed by grouping the survey questions in accordance to to agile practices. The
correlation of these practices were the indications for establishing the convergent
validity. Moreover, questions identified to have the same meaning among the tools
should have the same answers from the respondents. The purpose of this study is
to check whether these three tools will yield similar results.

Research Questions.

1. Will PAM, TAA and OPS yield similar results?
(i) Does convergent validity exist between the tools?
(ii) Will the questions that are exactly the same in the tools yield the same

results?

2 Case Study

Any effort to see if the selected agility measurement tools are valid in what they
do, would require to apply them to real software developments teams. According
to Runeson and Host [19], a case study is “a suitable research methodology for
software engineering research since it studies contemporary phenomena in their
natural context”. As a result, a case study was selected as the most suitable
means.
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2.1 Subject Selection

Company A is a United States company which operates in the Point Of Sales
(POS) area. It has four teams with mixed members of developers and testers.
The teams do not follow a specific agile methodology, but rather a tailored mix
of the most famous ones which suits the needs of each team. Methodology A,
as we can name it, embraces the practices from the various agile methodologies,
some of them to a larger and some of them to a smaller extent. The analysis
process created by Koch [20] was used for identifying these methodologies. The
identification of the practices was done by observing and understanding how the
teams work.

2.2 Data Collection

In order to collect the data, an online survey was considered to be the best
option, since it could be easily answered by each subject.

For each of the tools, four surveys were created (one for each team). The
data collection lasted about one month, while the surveys for each tool were
conducted every ten days. None of the subjects was familiar with any of the
tools.

Two subjects were requested to answer to the surveys first, in order to detect
if there were any questions which could cause confusion, but also to see how
much time is needed to complete a survey. Once the issues pointed out by the
two subjects were fixed, the surveys were sent to the rest of the company’s
employees.

The links for the surveys were sent to the subjects via email, and they were
asked to spend 15–20 min to reply to the survey. The employees who belonged
to more than one team were asked a couple of days later to take the other survey
in order to verify that their answers matched in both surveys.

OPS agility measurements are based on three aspects: Adequacy, Capability
and Effectiveness. Effectiveness measurement focuses on how well a team imple-
ments agile methodologies. Since the rest of the tools focus on the same thing,
it was decided only to use the survey from Effectiveness and not to take into
account the Adequacy and Capability aspects.

The surveys for PAM, TAA and OPS were answered on a Likert scale 1–7
(never having done what is asked in the question to always doing what is asked
in the question).

The employees who were asked to answer to the surveys were all members of
the software development teams, which consisted of software and QA engineers.
All of the participating employees have been in the company for over a year
and most of them have more than five years of work experience in an agile
environment. Employees who had been working for less than six months in the
company were not asked to participate, since it was considered that they were
not fully aware of the company’s procedures or that they were not familiar
enough with them. Each participant replied to 176 questions in total. Initially,
34 surveys were expected to be filled in, but in the end, 30 of them were filled
in, since some employees chose not to participate.
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2.3 Data Preparation

All three tools have different amount of questions and cover different practices.
For this reason, we preferred to do a grouping of the questions based on the
practices/areas to which they belong.

Team Agility Assessment – Areas. Team Agility Assessment (TAA) does not
claim that it covers specific agile practices, but rather areas important for a
team. It focuses on product ownership for Scrum teams but also on the release,
iteration planning and tracking. The team factor plays a great role, as well as
the development practices and the work environment. Automated testing and
release planning are important here as well.

Perceptive Agile Measurement – Practices. The Perceptive Agile Measurement
(PAM) tool focuses on the iterations during software development, but also on
the stand-up meetings for the team members, their collocation and the retro-
spectives they have. The access to customers and their acceptance criteria have a
high importance as well. Finally, the continuous integration and the automated
unit testing are considered crucial in order to be agile.

Objectives, Principles, Strategies (OPS) – Practices. Objectives, Principles,
Strategies (OPS) Framework is the successor of the Objectives, Principles, Prac-
tices (OPP) Framework [21]. OPP identified 27 practices as implementations of
the principles which later on were transformed into 17 strategies.

Practices Covered Among The Tools. We have abstracted some of the OPP prac-
tices to OPS strategies in order to avoid repeating the mapping of the questions.
The connection between the practices and the strategies is done based on the
questions of each tool.

Mapping of questions among tools. PAM has its questions divided on the basis of
agile practices, while on the other hand, TAA has divided them based on areas
considered important. Although all practices/areas from PAM and TAA are
mapped onto OPP and OPS, not all of their questions are under OPP practices
or OPS strategies. This can be explained due to the different perception/angle
that the creators of the tools have and what is considered important for an
organization/team to be agile.

2.4 Data Analysis

The data gathered from the surveys were grouped on the basis of the practices
covered by the OPP, and as a consequence, the OPS.

Convergent Validity Analysis. Since all the tools claim to be measuring agility
and under the condition that convergent validity exists among them, then, by
definition, they should yield similar results.
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In similar studies [22,23], the correlation analysis was selected as the best way
to check similar tools and this was followed here as well. We decided to use the
practices covered by each tool and see if they correlate with the same practices
from the other two tools. The idea is based on the multitrait-multimethod matrix,
presented by Campbell and Fiske [24]. The matrix is the most commonly used
way for providing construct validity.

In order to select which correlation analysis method to choose from, the
data were checked if they had normal distribution by using the Shapiro-Wilk
test which is the most powerful normality test, according to a recent paper
published by Razali and Wah [25]. The chosen alpha level was 0.05, as it is the
most common one.

Out of the 42 normality checks (three for each of the 14 practices), only
17 concluded that the data are normally distributed. The low level of normally
distributed data gave a strong indication that Spearman’s rank correlation coef-
ficient, which is more adequate for non-parametric data, was more appropriate
to use, rather than the Pearson’s product-moment correlation.

In order to use the Spearman’s rank correlation coefficient, a monotonic rela-
tionship between two variables is required. In order to check for the monotonicity,
plots were drawn between the results of each tool for all 14 practices. The plots
surprisingly showed that only eight out of 42 were monotonic, which indicates
no correlation what-so-ever.

Direct Match Questions Analysis. We want to find which questions are the same
among the tools. In order to achieve this, the mapping described in Subsect. 2.3
was used. Afterward, the questions were checked one by one to identify the ones
which had the same meaning. When we finalized the groups of questions which
were the same, we requested from the same employees who were taking the pilot
surveys to verify if they believed the groups were correctly formed. Their answer
was affirmative, so we continued by checking if the answers of the subjects were
the same. Surprisingly, OPS–TAA have 20 questions with the same meaning,
while OPS–PAM and TAA–PAM only four and three respectively.

Out of the 35 normality checks (two for each group and three for one group),
only 2 concluded that the data are normally distributed. Since the samples are
also independent (they do not affect one another), there is a strong indication
that the MannWhitney U test is appropriate. For the group Smaller And Fre-
quent Product Releases, we used the Kruskal–Wallis one-way analysis of variance
method, which is the respective statistical method for more than two groups.

The hypothesis in both cases was:
H0: There is no difference between the groups of the same questions
H1: There is a difference between the groups of the same questions

3 Results

3.1 Correlations

As it was previously stated, only eight out of 42 plots were monotonic. The
more interesting than the correlations result is the non-existence of monotonicity
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in the other 34 relationships, which leads us to the conclusion that there is
little convergence among the tools. This is surprising because tools claiming to
measure the same thing should converge.

3.2 Direct Match Questions Results

The groups of direct match questions showed some unexpected results. Questions
which are considered to have the same meaning should yield the same results,
which was not the case for any of the question groups, apart from one group
concerning the Software Configuration Management. On the other hand, the
Product Backlog practice had the lowest score with only six respondents giving
the same answer. The maximum difference in answers was up to two Likert-scale
points.

As far as the results from the Mann-Whitney U test and Kruskal-Wallis one-
way analysis of variance are concerned, the p-values from the majority of the
groups are more than the alpha level of 0.05. As a result, we cannot reject the
H0 hypothesis. Such practices are Iteration Progress Tracking and Reporting -
group #2, High-Bandwidth Communication and others. On the other hand, the
p-value of group Software Configuration Management cannot be computed, since
all the answers are the same, while for other groups the p-value is below the alpha
level which means that the H0 hypothesis can be rejected. Such practices are
Continuous Integration - group #2, Iteration Progress Tracking and Reporting -
group #4 and others.

4 Discussion

4.1 Will PAM, TAA and OPS Yield Similar Results?

The plots drawn by the data gathered showed an unexpected and interesting
result. Not only do the tools lack a correlation, but they do not even have a
monotonic relationship when compared to each other for the agile practices cov-
ered, resulting in absence of convergent validity. This could indicate two things;
the absence of monotonicity and the negative or very low correlations show that
the questions used by the tools in order to cover an agile practice do it differently
as well as that PAM, TAA and OPS measure the agility of software development
teams in their own unique way.

Almost all groups had different responses to the same questions. With
regards to the research question “Does convergent validity exist among
the tools?”, we showed that convergent validity could not be established due
to the low (if existing) correlations among the tools. Concerning the research
question “Will the questions that are exactly the same among the tools
yield the same results?”, we saw that a considerable amount of respondents’
answers were different.

The reasons for this somewhat unexpected results are explained in the
following paragraphs.
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Few or no questions for measuring a practice. A reason for not being able to
calculate the correlation of the tools is that they cover slightly or even not at all
some of the practices. An example of this is the Smaller and Frequent Product
Releases practice. OPS includes four questions, while on the other hand, PAM
and TAA have a single question each. Furthermore, Appropriate Distribution of
Expertise is not covered at all by PAM. In case the single question gets a low
score, this will affect how effectively the tool will measure an agile practice. On
the contrary, multiple questions can better cover the practice by examining more
factors that affect it.

The same practice is measured differently. Something interesting that came up
during the data analysis was that although the tools cover the same practices,
they do it in different ways, leading to different results. An example of this is the
practice of Refactoring. PAM checks whether there are enough unit tests and
automated system tests to allow the safe code refactoring. In case the course
unit/system tests are not developed by a team, the respondents will give low
scores to the question, as the team members in Company A did. Nevertheless,
this does not mean that the team never refactors the software or does it with
bad results. All teams in Company A choose to refactor when it adds value to
the system, but the level of unit tests is very low and they exist only for specific
teams. On the other hand, TAA and OPS check how often the teams refactor,
among other aspects.

The same practice is measured in opposite questions. The Continuous Integra-
tion practice has a unique paradox among TAA, PAM and OPS. The first
two tools include a question about the members of the team having synchro-
nized to the latest code, while OPS checks for the exact opposite. According to
Soundararajan [18], it is preferable for the teams not to share the same code in
order to measure the practice.

Questions phrasing. Although the tools might cover the same areas for each
practice, the results could differ because of how a question is structured. An
example of this is the Test Driven Development practice. Both TAA and PAM
ask about automated code coverage, while OPS just asks about the existence of
code coverage. Furthermore, TAA focuses on 100 % automation, while PAM does
not. Thus, if a team has code coverage but it is not automated, then the score of
the respective question should be low. In case of TAA, if the code coverage is not
fully automated, its score should be even lower. It is evident that the abstraction
level of a question has a great impact. The more specific it is, the more a reply
to it will differ, resulting in possible low scores.

Better understanding of agile concepts. In pre-post studies there is a possibility
of the subjects becoming more aware of a problem in the second test due to
the first test [26]. Although the testing threat, as it is called, does not directly
apply here, the similar surveys on consecutive weeks could have enabled the
respondents to take a deeper look into the agile concepts, resulting in better
understanding of them, and consequently, providing different answers to the
surveys’ questions.
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How people perceive agility. Although the concept of agility is not new, people
do not seem to fully understand it, as Conboy and Wang [27] also mention. This
is actually the reason behind the existence of so many tools in the field which
are trying to measure how agile the teams are or the methodologies used. The
teams implement agile methodologies differently and researchers create different
measurement tools. There are numerous definitions of what agility is [28–31],
and each of the tool creators adopt or adapt the tools to match their needs.
Their only common basis is the agile manifesto and its twelve principles [32],
which are (and should be considered as) a compass for the agile practitioners.
Nevertheless, they are not enough and this resulted in the saturation of the field.
Moreover, Conboy and Fitzgerald [33] state that the agile manifesto principles
do not provide practical understanding of the concept of agility. Consequently,
all the reasons behind the current survey results are driven by the way in which
tool creators and tool users perceive agility.

The questions in the surveys were all based on how their creators perceived
the agile concept which is quite vague, as Tsourveloudis and Valavanis [34] have
pointed out. None of the Soundararajan [18], So and Scholl [16], Leffingwell [17]
claimed, of course, to have created the most complete measurement tool, but
still, this leads to the oxymoron that the tools created by specialists to measure
the agility of software development teams actually do it differently and without
providing substantial solution to the problem. On the contrary, this leads to
more confusion for the agile practitioners.

Considering that the researchers and specialists in the agile field perceive the
concept of agility differently, it would be naive to say that the teams do not
do the same. The answers to surveys are subjective and people reply to them
depending on how they understand them. Ambler [15] stated the following: “I
suspect that developers and management have different criteria for what it means
to be agile”. This is also corroborated by the fact that, although a team works
in the same room and follows the same processes for weeks, it is rather unlikely
that its members will have the same understanding of what a retrospection or a
releasing planning meeting means to them, a statement which is also supported
by Murphy et al. [35].

5 Threats to Validity

5.1 Construct Validity

We consider that the construct validity concerning the surveys given to the
subjects was already handled by the creators of the tools which were used. Our
own construct validity lies in establishing the convergent validity. The small
sample of subjects was the biggest threat in establishing convergent validity,
making the results very specific to Company A itself. Future work on this topic
should be performed at other companies to mitigate this threat. In order to
avoid mono-method bias, some employees were asked to fill in the surveys first
in order to detect any possible issues. All the subjects were promised to remain
anonymous, resulting in mitigating the evaluation apprehension [36].
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5.2 Internal Validity

The creators of PAM, TAA and OPS have already tried to mitigate internal valid-
ity when creating their tools. Yet, there are still some aspects of internal validity,
such as selection bias maturation and testing effect. With regard to maturation,
this concerns the fatigue and boredom of the respondents. Although the surveys
were small in size and did not require more than 15–20 min each, still the similar
and possibly repetitive questions on the topic could cause fatigue and boredom
to the subjects. This could result in the participants giving random answers to
the survey questions. The mitigation for this threat was to separate the surveys
and conduct them during three different periods. In addition, the respondents
could stop the survey at any point and continue whenever they wanted. As far
as the testing effect is concerned, this threat could not be mitigated. The testing
effect threat applies to pre-post design studies only, but due to the same topic
of the surveys, the subjects were to some extent more aware of what questions
to expect in the second and third survey. Finally, selection could also not be
mitigated, since the case study focused on a specific company only.

5.3 Conclusion Validity

Although the questions of the surveys have been carefully phrased by their cre-
ators, still there may be uncertainty about them. In order to mitigate this, for
each survey a pilot one was conducted to spot any questions which would be
difficult to understand. In addition, the participants could ask the first author
about any issue they had concerning the survey questions. Finally, the statistical
tests were run only for the data that satisfied the prerequisites, with the aim to
mitigate the possibility of incorrect results.

5.4 External Validity

This case study was conducted in collaboration with one company and 30 sub-
jects only. Consequently, it is hard to generalize the outcomes. Nevertheless, we
believe that any researcher replicating the case study in another organization
with teams which follow the same agile practices as those used in Company A
would get similar results.

5.5 Reliability

To enable other researchers to conduct a similar study, the steps followed have
been described and the reasons for the decisions made have been explained.
Furthermore, all the data exist in digital format which can be provided to anyone
who wants to review them. The presentation of the findings could probably be
a threat to validity because of the first author’s experience at the company. In
order to mitigate this, the findings were discussed with a Company A employee
who did not participate in the case study.
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6 Conclusions and Future Work

6.1 Conclusions

This paper contributes to the area of measuring the agility of software devel-
opments teams. This contribution can be useful for the research community,
but mostly for practitioners. We provided some evidence that tools claiming to
measure agility do not yield similar results. The expertise of the tool creators is
unquestionable, but nevertheless, their perception of agility and their personal
experience have led them to create a tool in the way they consider appropriate.
A measurement tool which satisfies the needs of one team may not be suitable
for other teams. This derives not only from the team’s needs but also from the
way it transitioned to agile. Companies need a tool to measure agility in order to
identify their mistakes and correct them with the total purpose to produce good
quality software for their customers. There is still work to be done in order to
find a universal tool for measuring agility, and such a tool should be scientifically
validated before it is used.

6.2 Future Work

It would be interesting to see the results of a study that would be conducted at
more companies, in order to compare them to the results of the present study.
In addition, another way of forming the data samples could indicate different
results, which is worth looking into. Moreover, future work in the field could
check for establishing convergent validity among other agility measurement tools,
combine them, validate them, and finally, only use them where their output is
relevant in context.
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Abstract. One of the benefits of agile is close collaboration of customer and
developer. This ensures good commitment and excellent knowledge flows of
information about priorities and efforts. However, it is unclear if this benefit can
be leveraged at scale. Clearly, it is infeasible to use practices such as planning
game with several agile teams in the room. In this paper, we investigate how a
large-scale agile organization manages, what challenges exist, and which oppor‐
tunities can be leveraged. We found challenges in three areas: (i) the ability to
estimate, prioritize, and plan; (ii) the context of planning with respect to working
environment, team build-up, and team spirit; and (iii) the ceremonial agreement
which promises to allow leveraging abilities in a given context.

Keywords: Large-scale agile · Planning · Collaboration · Communication

1 Introduction

One of the advantages associated with agile software development is the focus on
customer collaboration and the ability to deliver customer value quickly and incremen‐
tally [8]. Popular agile methods such as Scrum [18] and eXtreme Programming (XP)
[17] have powerful planning mechanisms in place, around practices such as backlog
grooming, distinction between product and sprint backlog, and defining Sprint goals in
Scrum, or user stories, onsite customer, acceptance testing, and planning game in XP.
These practices facilitate excellent information flows: Agile development teams learn
about priorities of customers, while customer representatives (product owner or onsite
customer) gain knowledge about feasibility and costs of implementing their needs.

Consequently, agile methods have been applied to more and more complex devel‐
opment endeavors, including large and embedded software systems [1, 7]. In such
contexts, it is necessary to scale up agile principles and even though this is not an easy
task to do, successes have been reported, especially on reducing time-to-market of
features or average times for solving customer requests [1].
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Despite these successes, challenges remain, e.g. in coordination and communication
of large teams [10]. In this paper we present a qualitative case study based on ten semi-
structured interviews that explores how program and project leaders, product owners,
line managers, and developers of cross-functional teams coordinate around planning
work in a large-scale agile setting.

Contribution. Our contribution in this paper is two-fold. First, we provide insights
about the challenges of aligning the views of product owners and product developers
during planning in large-scale agile. Secondly, we provide a model on the relationship
of different challenge types that shows how technical abilities (e.g. to estimate, to priori‐
tize, or to plan) depend on contextual aspects (such as team build-up, work environment,
and team spirit). Our study indicates that ceremony agreement plays a crucial role for
enabling technical abilities of estimation, prioritization, and planning in a given context
defined by the team structure and its environment.

2 Background and Related Work

Agile software development is incremental, cooperative, and adaptive [6] and facilitates
responding to change quickly and frequently [8]. According to Leffingwell [1] it leads
to the following business benefits: increase in productivity, increase in team morale and
job satisfaction, faster time to market, and increase in quality. In this paper, we refer to
the agile methods Scrum and XP [1, 8] and we are inspired by the XP practice Planning
Game, wich suggest that developers, managers, and customers meet at the start of each
iteration to estimate and prioritize requirements (user stories) for the next release [6, 8].

Agile methods rely heavily on face-to-face communication [3, 5, 9]. However, if the
number of the involved developers (and teams) grows, it becomes extremely difficult to
practice face-to-face communication between different teams [3, 5, 9]. Such growth is
usually triggered by a large number of complex requirements and there is a considerable
challenge to manage them [3, 4]. While Larman and Vodde suggest the use of area
product owners to scale the product owners role [2], Lassenius and Paavi report that
collaboration and communication between teams and product owners in such a setup
were challenging and did not work well [4]. These challenges are related to the fact that
area product owners work with different teams and that teams could receive different
user stories from several area product owners, which thereby become difficult to priori‐
tize [4]. Also, the introduction of Scrum of Scrums meeting (SoS– a meeting where the
Scrum masters of all Scrum teams meet on a daily or weekly basis to discuss the state
of every team) was found to be ineffective because of the large number of Scrum masters
that were involved. As a consequence of this large audience, it was difficult to get
everybody interested in the coordination meetings [4].

Products with long lifecycle (e.g. complex systems like ships or planes) tend to have
very comprehensive backlogs [20]. According to Larman and Vodde, it is the respon‐
sibility of the product owner to prioritize the product backlog to improve return on
investment or delivery of value [20]. For this, they suggest using planning poker to assign
effort and relative value points (RVP) as a lightweight proxy for ‘value’ (e.g. on a scale
of 1–7). The product owner then prioritizes items based on low effort estimate and high
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RVP as well as other factors, such as stakeholders’ preferences, strategic alignment,
impact on profit, and risk [20]. Daneva et al. describe requirements prioritization in
large-scale agile software development as a decision-making process [19]. In this
process, priority drives the packaging of requirements into releases: requirements with
highest priorities are packaged for development first [13] and usually the main criterion
for such prioritization is the business value of clients and vendors [19]. Agile develop‐
ment however implies incremental development prioritization, which is hard to main‐
tain: Priorities of requirements change, so there is always a need to update the priority
list [13]. Thus, for being able to carry out a successful decision in prioritization, it is of
paramount importance to continuously consider the roles involved, the contextual setting
of the prioritization process, the prioritization criteria being used, and the kind of trade-
offs being made [19]. Yet, according to Daneva et at. [19], there is a lack of (empirical)
knowledge about how requirements prioritization is done in large-scale agile software
development [19], a gap that we aim at exploring in this paper.

3 Research Method

The setting for this case study is Ericsson AB in Gothenburg, Sweden. Ericsson was
founded in the year 1876 and is a world leading Swedish telecommunication company.
Ericsson has its headquarter in Stockholm in Sweden and has more than 110, 000
employees from different parts of the world such as Sweden, China, United States of
America, South Africa, United Kingdom, Germany, Nigeria, and other countries.
Ericsson is involved in the development of several products, such as, cable TV, network
systems, Internet Protocol, networking equipment, video systems, mobile, and fixed
broadband. Ericsson also renders extensive services to its customers. Ericsson uses agile
methods at a large-scale in development of their products and their methods include for
example Scrum, Extreme programming, and Kanban.

This paper presents a case study conducted at Ericsson in which we explore collab‐
oration challenges during planning of large-scale agile development efforts. We choose
a qualitative case study approach that allows studying large-scale agile planning in its
context [12, 15, 16]. Accordingly, we selected ten participants based on their ability in
order to cover the following roles: operative product owner (OPO), line manager,
program leader, project leader, release leader, team leader and developer. Through this
setup, we were able to investigate collaboration challenges between teams, product
owners, and program leaders in large-scale agile software development in depth. Some
of our participants have about 30 years of working experience at Ericsson. The inter‐
views were based on an interview guide with open-ended and probing questions [15].
The interview questions focus on the collaboration challenges that teams, operative
product owners, and program leaders face while planning, estimating, prioritizing, and
delivery of features/tasks both on the teams and program levels at Ericsson.

We carried out a verbatim transcription of the interviews data that we collected and
analyzed it qualitatively to form themes and identify patterns using the six steps
suggested by Braun and Clarke’s thematic analysis approach [11]:
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Step 1: Familiarizing with your data. We transcribed the interviews and read it
several times to familiarize ourselves with the data.

Step 2: Generating initial codes. We highlighted quotes in the transcriptions that
related to our research and assigned initial codes.

Step 3: Searching for themes. We grouped all codes from phase two into a number
of themes.

Step 4: Reviewing the themes. We reviewed the candidate themes from phase three
several times and created a thematic map containing seven categories of challenges as
well as some sub challenges.

Step 5: Defining and naming themes. We further reviewed the themes we generated
from phase four by checking them with interview data and the codes generated from
previous phases. Codes that we found assigned to wrong themes were moved to their
rightful themes. In addition to that, we also reviewed the names we gave to the themes
based on the sub challenges we have in each of the themes to ascertain suitable and
distinctive naming.

Step 6: Producing the report. For this paper we further analyzed the themes to iden‐
tify key challenges of large-scale agile planning in order to present and discuss our
findings.

In our analysis we coded the interview data by taking our research question into
consideration [11]. The analysis of the interview data was not linear, meaning that we
did not always follow the suggested steps in their exact order. The analysis phase was
instead recursive; meaning that while we were in Step 3 for example, we often had to
revisit Step 2 and even Step 1.

4 Findings: Technical Abilities, Context, and Ceremonies

Our research method resulted in a number of observations that can be arranged into
seven major themes, as shown in Fig. 1: The technical ability to estimate, prioritize, and
plan, the context of planning in terms of team build-up, work environment, and team
spirit, and finally the ceremony agreement that plays a key role in aligning technical
abilities and context. In this section, we will describe our findings with respect to each
of the themes before we will discuss relationships between the themes as well as their
implications to research and practice in Sect. 5.

4.1 Technical Ability Challenges

For adequate planning, agile teams (regardless of their scale) need to bring together the
ability to estimate required work, prioritize it with respect to business value, and to
combine this knowledge into a good plan for the coming iteration(s). At a large-scale,
where a hierarchy of product owners manages backlog items for a large number of teams,
we identify (communication) challenges in all three parts.
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Estimation Ability. According to our interviewees, it is extremely challenging to make
a long-term estimation (i.e. making estimates for several months) because of the amount
of content (i.e. product backlog items) is too big. This experience has lead teams to
become skeptical about estimation in general. In addition, the fast pace and large-scale
leads to a significant amount of troubleshooting, which is hard to anticipate and impacts
available resources during a sprint:

“[Previously we] estimated on available days in the sprint, that is not a good way because you
do not include the unexpected things” [OPO]

Another challenge with estimation in large-scale agile is the need to monitor discus‐
sions during story estimation. Our interviewees reported that without systematic moni‐
toring of such discussions, they could go on in circles for hours without making signif‐
icant progress.

In the context of cross-functional teams, an unstructured estimation session can also
lead to a pathological situation, where team members should estimate tasks that do not
fit their role, as for example shown by the following quote from one of our interviewees:

“[Sometimes we have a] tester estimating design tasks and a designer estimating test tasks. It
is important to know whose estimation should be looked at”. [Line manager]

Most of our interviewees stated that they are not experts in estimation and the chal‐
lenges of large-scale agile estimation create a steep learning curve, especially for new
team members. Estimation is based learning from past iterations and experience in the
team.

Prioritization Ability. Large-scale agile product development implies a more or less
complex structure of product owners and backlogs on different levels (such as total
product, product area, operational level). It is hard to establish a shared vision with so
many stakeholders, leading to disagreements and continued discussions about priorities.

Fig. 1. Relevant themes of large-scale agile planning concern technical abilities as well as context
of planning. Ceremony agreement plays a key role to connect both spheres.
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“The challenge is if you have a lot of small backlog you are not in control at all because if you
have one common backlog and you decide on a program level, that is how we work […] if not
everything is visible on the common backlog program and only visible in the XFTs backlog then
you maybe having a mismatch.” [OPO]

Such potential inconsistencies between different backlogs as well as lack of their
transparency are a big challenge. According to our interviewees, prioritization deci‐
sions need to be done on the program level. In contrast, information that is only available
in the local backlog of a cross-functional team cannot be accessed and taken into consid‐
eration. Thus, if significant information is only available on the team’s level and not
visible on the program level, prioritization decisions cannot be optimal and mismatches
will be the consequence. It is impossible to share all information (e.g. about decisions,
new technology, dependencies) with other teams, product owners, and the whole organ‐
ization. It is also very hard to understand the significance of information on the team
level for prioritization. This potential mismatch makes it hard for the program board to
establish a prioritization that teams will follow.

Planning Ability. Under the theme planning ability we discuss findings that either
affect both estimation and prioritization, or that arise from translating estimations and
prioritizations into a concrete plan. The planning ability in large-scale agile product
development is according to our interviewees enabling to balance market priorities with
the inflow of change requests and bug reports. Our interviewees mentioned two impor‐
tant goals: To be (i) less release-focused in their planning, thus supporting continuous
deployment to customers, and (ii) to achieve a higher flexibility in their planning. For
both goals, the existing challenges are impediments. Since the planning is so difficult in
large-scale agile, there is resistance towards changing a plan or establishing it as a truly
continuous activity.

Unclear requirements, one of the major challenges in large-scale agile planning,
affect both estimation and prioritization. Our interviewees reported to be challenged to
gain knowledge about the underlying user needs of a feature. This includes a potential
lack of experience and knowledge about new features, starting with the area product
owner.

Another challenge is the unclear role of operational product owners and our inter‐
viewees mention slightly different challenges in the two different products. In Product
A, our interviewees expressed confusion about to what level teams should be involved
in planning. In contrast, the responsibilities of operational product owners in Product B
where clearer. They interacted quite naturally with informal leaders in the teams during
planning, thus allowing involvement of the team, without distracting the team members
too much from their development tasks. Accordingly, it is beneficial to share the plan
with the whole team, without giving the team the formal responsibility to report on it.

Interviewees in both products agreed that balancing the involvement of teams in
large-scale agile planning is challenging and that it is crucial to find a good process for
their involvement. It is difficult for teams to engage in long-term planning beyond the
next 18 month and while this might be necessary for large-scale agile development, our
interviewees indicated that the teams do not benefit from participating in such long-term
planning and do not understand why their participation should be necessary. While such
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a long-term plan is interesting to program leaders, program managers, and to the product
line, teams should focus on producing results and cut the lead-time.

Finally, our interviews reveal technical dependencies as well as dependencies
between hardware and software as a planning challenge. If known, they represent
constraints on planning. However, often such technical dependencies are hidden, leading
to duplicate work or waiting time. While such waste cannot fully be avoided during
large-scale agile planning, approaches to mitigate its impact are needed.

4.2 Contextual Challenges

In addition to the general ability to estimate, prioritize, and plan, our data also revealed
a number of challenges with respect of the context of planning, including work envi‐
ronment, team build-up, and team spirit.

Work Environment. The studied company arranges the work environment generally
as open space, where different teams sit to carry out their daily work. While this facil‐
itates information flow between teams, one team’s daily meetings can disturb other
teams, as for example shown in the following quote from one our interviews.

“…we have scrum meetings in open office space […]. You kind of get disturbed when other teams
are having their scrum meeting in the open setting. It is better [if] every team has their different
rooms.“[Dev.]

Another issue mentioned by our interviewees is that sometimes other team members
disturb them by walking into their teams to ask for help. While this is important inter-
team communication, by-passing the operative product owners can be problematic when
it happens too often or on non-trivial issues.

Team Build-Up. Capabilities and special knowledge of teams are crucial resource
constraints for planning. According to our interviewees operative product owners and
program leaders have specific views on the capabilities of the team. This can lead
to additional pressure on teams, when they are expected to develop more than what
they are capable of. Our interviewees pointed out that these different views on teams
capability can lead to frustration, when teams feel they cannot live up to the demand
of the operative product owner and the operative product owner feels maybe she has
promised something to the area product owners and the teams cannot deliver what
she has promised.

A common practice is to move team members to other teams that require additional
resources (such as special knowledge). Our interviewees indicate difficulties in finding
candidates to be moved between teams. Also, they mention doubts about the effectivity
of this practice, since the team member to be moved does not possess deep knowledge
about the target team and their context. Our interviewees claimed that instead compe‐
tence broadening of established teams should be emphasized to address missing team
capabilities. Such a solution of course implies a longer lead-time and our interviewees
pointed out that it is challenging for them to learn new roles when they already are
experts in other required roles.
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Team Spirit. Our interviewees described, how team spirit starts to grow when team
members have worked together and functioned successfully for some time. As a result,
removing or adding new members to the team might decrease the spirit that has already
been established within the team. As discussed above, some times people have to be
moved between teams to provide teams with required resources. According to our data,
removing team members from an established team destabilizes its spirit, which has been
built over the period of close teamwork. In addition to that, the team spirit in the receiving
team can also be impacted. Teams and team members adopt agile methods in different
ways and some engineers are less open for the agile mindset because they have used the
traditional method for a very long time and are accustomed to it, which can further impact
the spirit of agile teams.

4.3 Ceremonial Agreement

In addition to technical abilities and context of planning, we discovered themes in our
interview data that affect the room between those two domains: Ceremonial agreement
allows a group of agile teams and product owners to align planning abilities with the
teams’ context. Efficient and effective information flows are necessary for keeping every
employee aware about important decisions. According to our interviewees, it is however
challenging to share knowledge about decisions within the large development context
due to a lack of suitable information channels. Our interviewees said that they do not
get updated on what (other) teams are doing due to insufficient time. If a product owner
is responsible for several teams and these teams have their stand-up meetings at the same
time, he needs to decide. But also the opposite can happen, when a team or an operative
product owner have to interact with two area product owners who are typically very
busy. In this situation, it is impossible to have frequent face-to-face meetings with them,
resulting in asynchronous communication via email and social media. Such communi‐
cation is not as effective as face-to-face communication and can result in long response
times.

Coordination meetings (such as scrum-of-scrum (SoS)) are a potential solution, but
were also criticized as boring or too short by our interviewees. They pointed out that in
most of the SoS meetings it is difficult to have a thorough discussion and arrive at a good
conclusion. Most of the times they have to close the meetings when they get into inter‐
esting technical discussion. One OPO mentioned that such discussions in the meetings
might not be interesting to all participants.

While it is important not to by-pass the operative product owner when communi‐
cating with the team, this also introduces some indirection, e.g. between release leaders
and the team. This requires building trusted relationships between release engineer,
operative product owner, and team. A lot of such communication is the consequence of
inadequate anatomy of features, i.e. “the relation between different features and parts
of features”, as one of our interviewees put it. With other words, the way features are
split up and assigned to sprint backlogs leads to dependencies between teams and creates
the challenge of inter-team communication and coordination within the larger product
portfolio. We found senior developers and product owners to rely on their personal
network to coordinate across program boundaries:
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“…I have a colleague that works as […] operative product owner in other program and we try
to collaborate between the programs and to align features for the customers and user experi‐
ence”. [OPO]

Thus, we conclude that typical agile ceremonies are well adopted locally within
teams, but challenges remain largely on the levels of inter-team and inter-product
communication across a portfolio of products.

“The biggest challenge I pick is the coordination of the feature portfolio, […] on top of getting
out features in our program fast and efficient, we need to collaborate on a portfolio basis to
align the features over two programs”. [OPO]

Again, our findings resonate with Sauer’s recommendation to facilitate team spirit
with opportunities for informal exchange, such as coffee breaks [14]. Ceremonial agree‐
ments should support large-scale agile planning in similar ways.

5 Discussion and Conclusion

Implications for Practice. From a practical point of view, we see two main advantages:
First of all, it is necessary to understand which different themes actually affect large
scale agile planning. Too often too much effort is spend on shallow opinions, which then
become the base for future actions. By having the seven different themes thoroughly
understood, actions can be taken that lead towards true improvements. One example is
the thorough understanding of the theme ‘Estimation Ability’ where a team needs a
number of practices in place to be able to manage its velocity. Secondly, and likely even
more important, it is necessary to understand how the different themes impact each other.
For instance, once a team has understood its velocity and can estimate properly, they
can be part of larger planning game among many teams, where in the end solid priori‐
tizations can be made in favor of having one complete release ready in time that matches
a market request. Understanding these correlations between the themes helps industry
to organize improvement initiatives in a way where it becomes obvious when there will
be a true contribution to the product development.

Implications for Research. Our main contribution in this paper is the model derived
from our exploratory case study (summarized in Fig. 1). This model includes the insight
that a large-scale agile organization’s ability of planning is not only depending on its
teams’ abilities or skill, but also on the context in which those teams operate. Ceremonies
and practices on inter-team and inter-product level are currently missing and invite
further research. Our model gives an overview of key aspects of collaborative planning
in large-scale agile development. And we hope that others find this overview useful to
focus their research. In particular, we would encourage constructive research to provide
improvement for one or several aspects. Our vision is a collection of best, or at least
good, practices for each area in out model.

Threats to Validity. We carefully reviewed the codes and themes generated by our
research method, to ensure that our results are correctly derived from our data. It was
beneficial, that we could bring both industrial and academic expertise together in these
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activities. Further, our qualitative investigation was carefully designed to align research
method with research questions. Through reviews and pilot-interviews we made sure
that participants of the study were able to understand and answer our questions, thus
reducing the risk of misunderstanding and misinterpretation. Thus, we believe that we
addressed internal and construct validity as well as reliability of the study in an adequate
way. With our qualitative exploratory case study we did not aim for generalizability and
external validity. Qualitative interviews and analysis are highly dependent on the
researcher. To mitigate this threat to validity, we give a thorough description of context
and procedures of our research in this paper. We are confident that repeating our study
in a different, but comparable context will yield similar planning challenges of large-
scale agile software development.

Outlook. When understanding themes and their correlation thoroughly, it is vital to get
practices in place that embrace speed and responsiveness. These are the two key elements
in agile development. Going forward, we see several different practices that could be
further investigated: What methods can be used to improve team velocity? How can we
organize work environments that facilitate a higher degree of responsiveness? Which
ceremonies can be used to speed up the complete planning process? How can the plan‐
ning process become more transparent? Are there any risks for planning too much? The
potential of questions to continue to ask around large-scale agile planning is endless
once the basic themes are understood and practiced to some level.
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Abstract. With agile teams becoming increasingly multi-disciplinary and
including all functions, the role of customer feedback is gaining momentum.
Today, companies collect feedback directly from customers, as well as indirectly
from their products. As a result, companies face a situation in which the amount
of data from which they can learn about their customers is larger than ever
before. In previous studies, the collection of data is often identified as chal-
lenging. However, and as illustrated in our research, the challenge is not the
collection of data but rather how to share this data among people in order to
make effective use of it. In this paper, and based on case study research in three
large software-intensive companies, we (1) provide empirical evidence that ‘lack
of sharing’ is the primary reason for insufficient use of customer and product
data, and (2) develop a model in which we identify what data is collected, by
whom data is collected and in what development phases it is used. In particular,
the model depicts critical hand-overs where certain types of data get lost, as well
as the implications associated with this. We conclude that companies benefit
from a very limited part of the data they collect, and that lack of sharing of data
drives inaccurate assumptions of what constitutes customer value.

Keywords: Customer feedback � Product data � Qualitative and quantitative
data � Data sharing practices � Data-driven development

1 Introduction

Traditional ‘waterfall-like’ methods of software development are progressively being
replaced by development approaches such as e.g. agile practices that support rapid and
continuous delivery of customer value [20]. Although the collection of customer
feedback has always been important for R&D teams in order to better understand what
customers want, it is today, when R&D teams are becoming increasingly
multi-disciplinary to include all functions, that the full potential of customer data can be
utilized [21]. In recent years, increasing attention has been put on the many different
techniques that companies use to collect customer feedback. With connected products,
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and trends such as ‘Big Data’ [1] and ‘Internet of Things’ [19], the qualitative tech-
niques such as e.g. customer surveys, interviews and observations, are being com-
plemented with quantitative logging and automated data collection techniques. For
most companies, the increasing opportunities to collect data has resulted in rapidly
growing amounts of data revealing contextual information about customer experiences
and tasks, and technical information revealing system performance and operation.

However, and as recognized in recent research [8], the challenge is no longer about
how to collect data. Rather, the challenge is about how to make efficient use of the large
volumes of data that are continuously collected and that have the potential to reveal
customer behaviors as well as product performance [1, 6, 7, 9]. Although having access
to large amounts of data, most companies experience insufficient use of the data they
collect, and as a result weak impact on decision-making and processes.

In this paper, we explore data collection practices in three large software-intensive
companies, and we identify that ‘lack of sharing’ of data is the primary reason for
insufficient use and impact of collected data. While the case companies collect large
amounts of data from customers and from products in the field, they suffer from lack of
practices that help them share data between people and development phases. As a
result, decision-making and prioritization processes do not improve based on an
accumulated data set that evolves throughout the development cycle, and organizations
risk repetition of work due to lack of traceability.

The contribution of the paper is twofold. First, we identify that ‘lack of sharing’ is
the primary reason for insufficient use of data and we provide empirical evidence on the
challenges and implications involved in sharing of data in large software organizations.
Second, and based on our empirical findings, we develop a model in which we identify
what data is collected, by whom data is collected and in what development phases it is
used. Our model depicts critical hand-overs where certain types of data get lost, and
how this causes a situation where data does not accumulate and evolve throughout the
development process. By capturing ‘current state-of-practice’, and by identifying
critical hand-overs where data gets lost, the model supports companies in identifying
what challenges they experience, and what implications this will result in. The
awareness that the model helps create can work as valuable input when deciding what
actions to take to improve sharing of data in large software-intensive organizations.

2 Background

2.1 Collection of Customer Feedback

In most companies, customer feedback is collected on a frequent basis in order to learn
about how customers use products, what features they appreciate and what function-
ality they would like to see in new products [6, 5]. Typically, a wide range of different
techniques are used to collect this feedback, spanning from qualitative techniques
capturing customer experiences and behaviors [6, 7, 10], to quantitative techniques
capturing product performance and operation [10–12]. While the qualitative techniques
are used primarily in the early stages of development in order to understand the context
in which the customer operates, the quantitative techniques are used post-deployment
in order to understand the actual usage of products.
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Starting with the pre-development stage, companies typically collect qualitative
customer feedback using customer journeys, interviews, questionnaires and surveys [6,
7], forming the basis for the requirements generation [13]. At this stage, contextual
information on the purpose of the product or a feature with functional characteristics
and means of use are typically collected by customer representatives. Typically, this
information is used to both define functional requirements as well as to form customer
groups with similar needs and priorities, also known as personas [17].

During development, customer feedback is typically collected in prototyping ses-
sions in which customers test the prototype, discuss it with the developers and user
experience (UX) specialists, and suggest modifications of e.g. the user interface [6, 7,
14], As a result, developers get feedback on product behaviors and initial performance
data. Customer feedback is typically mixed and consists of both qualitative information
on e.g. design decisions and quantitative operational data [6].

In the post-deployment stage, and when the product has been released to its cus-
tomers, a number of techniques are used to collect customer and product data. First, and
since the products are increasingly being connected to the Internet and equipped with
data collection mechanisms, operational data, and data revealing feature usage is col-
lected [6, 14, 15]. Typically, this data is of quantitative type and collected by the
engineers that operate the product and service centers that support it. Second, if cus-
tomers generate incident requests and attach the product log revealing the state of the
product, error message and other details. These are important sources of information for
the support engineers when troubleshooting and improving the product [10]. Also, and
as recognized in previous research [15, 16], A/B testing is a commonly deployed
technique to collect quantitative feedback in connected products on which version of
the feature offers a better conversion or return of investment. And although increasing
amounts of data are being collected, very little is actually being used. The challenges in
aggregating and analyzing this data in an efficient way prevent higher levels of the
organization from benefiting from it [12].

2.2 Impact and Use of Customer Data

Companies operating within transportation, telecommunications, retailing, hospitality,
travel, or health care industries already today gather and store large amounts of
valuable customer data [19]. These data, in combination with a holistic understanding
of the resources needed in customer value-creating processes and practices, can provide
the companies that fully utilize it a competitive advantage on the market [18].

However, challenges with meaningfully combining and analyzing these customer
data in an efficient way are preventing companies from utilizing the full potential from
it [1, 8]. Instead of a complete organization benefiting from an accumulated knowledge,
it is mostly only the engineers and technicians that have an advantage in using this data
for operational purposes [12]. Higher levels in the organization such as product
management or customer relationship departments need to find ways of better utilizing
customer data in order to unlock its potential and use it for prioritization and customer
value-actualization processes [18].
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3 Research Method

This research builds on an ongoing work with three case companies that use agile
methods and are involved in large-scale development of software products. The study
was conducted between August 2015 and December 2015. We selected the case study
methodology as an empirical method because it aims at investigating contemporary
phenomena in their context, and it is well suited for this kind of software engineering
research [22]. This is due to the fact that objects of this study are hard to study in
isolation and case studies are by definition conducted in real world settings.

Based on experience from previous projects on how to advance beyond agile
practices [3, 4], we held three individual workshops with all the companies involved in
this research, following up with twenty-two individual interviews. We list the partic-
ipants and their roles in Table 1.

Table 1. Description of the companies and the representatives that we met with.

Company and their domain Representatives

Company A is a provider of telecommunication
systems and equipment, communications networks
and multimedia solutions for mobile and fixed
network operators. The company has several sites
and for the purpose of this study, we collaborated
with representatives from one company site. The
company has approximately 25.000 Employees in
R&D.
The participants marked with an asterisk (*) attended
the workshop and were not available for a follow
up-interview.

1 Product Owner
1 Product Manager
2 System Managers
2 Software Engineer
1 Release Manager
1 Area Prod. Mng.*
1 Lean Coach*
1 Section Mng.*

Company B is a software company specializing in
navigational information, operations management
and optimization solutions.
Company B has approximately 3.000 Employees in
R&D.
All the participants attended the workshop and were
interviewed.

1 Product Owner
1 System Architect
1 UX Designer
1 Service Manager

Company C is a manufacturer and supplier of
transport solutions construction technology and
vehicles for commercial use.
The company has approximately 20.000 Employees
in R&D.
All the participants that attended the workshop were
interviewed. In addition, one sales manager and one
technology specialist wished to join the project at a
later stage, and were interviewed.

1 Product Owner
2 Product Strategists
2 UX Managers
2 Function Owners
1 Feature Coord.
1 Sales Manager
2 Technology Spec.
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3.1 Data Collection

During the group workshops with the companies, we were always three researchers
sharing the responsibility of asking questions and facilitating the group discussion.
Notes were taken by two of the researches and after each workshop, these notes were
consolidated and shared to the third researcher and company representatives.

First, we conducted a workshop with an exercise with the post-it notes that build
our inventory of the customer feedback techniques. Second, we held semi-structured
group interviews with open-ended questions [2] during the workshop. These questions
were asked by on of the researcher while two of the researchers were taking notes. In
addition to the workshops, we conducted twenty-two individual interviews that lasted
one hour in average, and were recorded using an iPhone Memo application. Individual
Interviews were conducted and transcribed by one of the researchers. In total, we
collected 13 pages of workshop notes, 176 post-it notes, 138 pages of interview
transcriptions, and 9 graphical illustrations from the interviewees. All workshops and
individual interviews were conducted in English.

3.2 Data Analysis

During analysis, the workshop notes, post-it notes, interview transcriptions and
graphical illustrations were used when coding the data. The data collected were ana-
lyzed following the conventional qualitative content analysis approach where we
derived the codes directly from the text data. This type of design is appropriate when
striving to describe a phenomenon where existing theory or research literature is
limited. Two of the researchers first independently and then jointly analyzed the col-
lected data and derived the final codes that were consolidated with the third and
independent researcher who also participated at the workshops. As soon as any
questions or potential misunderstandings occurred, we verified the information with the
other researcher and participating representatives from the companies.

3.3 Validity Considerations

To improve the study’s construct validity, we conducted the exercise with the post-it
notes and semi-structured interviews at the workshops with representatives working in
several different roles and companies. This enabled us to ask clarifying questions,
prevent misinterpretations, and study the phenomena from different angles. Next, we
combined the workshop interviews with individual interviews. Workshop and inter-
view notes were independently assessed by two researchers, guaranteeing inter-rater
reliability. And since this study builds on ongoing work, the overall expectations
between the researchers and companies were aligned and well understood.

The results of the validation cannot directly translate to other companies. However,
considering external validity, and since these companies represent the current state of
large-scale software development of embedded systems industry [3], we believe that
the results can be generalized to other large-scale software development companies.
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4 Findings

In this section, we present our empirical findings. In accordance with our research
interests, we first outline the generalized data collection practices in the three case
companies, i.e. what types of data that is collected in the different development phases,
and by whom. Second, we identify the challenges that are associated with sharing of
data in these organizations. Finally, we explore their implications.

4.1 Data Collection Practices: Current State

In the case companies, data is collected throughout the development cycle and by
different roles in the organization. Typically, people working in the early phases of
development collect qualitative data from customers reflecting customer environments,
customer experience and customer tasks. The later in the development cycle, the more
quantitative data is collected, reflecting system performance and operation when in the
field. In Tables 2, 3 and 4, we illustrate the data collection practices, together with the
customer feedback methods and types of data that different roles collect in each of the
development stages.

4.2 Data Sharing Practices: Challenges

Based on our interviews, we see that there are a number of challenges associated with
sharing of data in large organizations. For example, our interviewees all report of
difficulties in getting access to data that was collected by someone else and in a
different development phase. Below, we identify the main challenges associated with
sharing of data in the case companies:

Table 2. Customer data collection practices in the pre-development stage.

Roles that
collect customer
feedback

Common customer
feedback collection
techniques

Common types of
customer feedback
collected

Pre-Development Strategy
specialists,

Product
managers,
Product owners

Reading of industry press,
Reading of published
standards,
Reading of internal reports,
Reading customer visit
reviews

Customer wishes,
Short/Long market
trends,
Competitors ability of
delivering the product

Strategy
specialists,

Feature owners

Telephone interviews,
Face-to-face interviews,
Conducting group
interviews

Existing product
satisfaction,

Future product
specification,
Personas and User
Journeys
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• Fragmented Collection and Storage of Data

Individuals independently collect increasing amounts of customer feedback, analyze
the data they obtained, and store their findings on local repositories. Although these
findings are occasionally presented at meetings, the lack of transparency and tools
prevents others in the organization to use and benefit from the data. With so many
different roles collecting and storing data, systematic sharing across development

Table 3. Customer data collection practices in the development stage.

Roles that collect
customer feedback

Common customer
feedback collection
techniques

Common types of
customer feedback
collected

Development UX specialists,
Software Engineers

System Usability Scale
Form,

Asking open ended
questions,
Demonstrating prototypes,
Filming of users’ product
use

Acceptance of the
prototype,

Eye behavior and focus
time,
Points of pain,
Bottlenecks and
constrains,
Interaction design
sketches

System managers,
System architects,
Software engineers

Consolidate feedback
from other projects,

Reading prototype log
entries

Small improvement
wishes,

Configuration data,
Product operational data

Table 4. Customer data collection practices in the post-deployment stage.

Roles that collect
customer
feedback

Common customer
feedback collection
techniques

Common types of
customer feedback
collected

Post-Deployment Release
managers,

Service managers
Software
engineers

Reading of customer
reports,

Analyzing incidents,
Aggregating customer
requests,
Analyzing product log
files

Number of incid. and
req.,

Duration of incid. and
req.,
Product operational
data,
Product performance
data

Sales managers Reading articles in the
media,

Sentimental analysis
Customer events
participation,
Reading industry press,
Performing trend
analysis

Opinions about the
appeal of the
product,

Performance of the
product,
Business case
descriptions
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phases becomes almost impossible. As a result, only those roles that work in close
collaboration share data, and benefit from the analysis of this data. This situation is
illustrated in the following quotes:

“… it is all in my head more or less.” -Product owner, Company B

“Information exists but we don’t know where it is.”–UX Specialist from Company C

“I do not know everyone… So I contact only the person who is next in line.” -Sales manager
from Company C.

• Filtering of Customer Data

People collect data, and share it only within the development stage they typically work
in. For example, practitioners in the development phase actively exchange product log
data, interaction design sketches, quality statistics and trouble reports. Similarly, those
working in the post-deployment phase exchange release notes, business case descrip-
tions and management system issues. Attempts to communicate the significance of
customer feedback and their findings across development stages are typically unsuc-
cessful. Feedback that is shared is filtered quantitative data.

“It is like there is a wall in-between. There is a tradition that we should not talk to each other.”
-Product Owner from Company C.

• Arduous to Measure Means Hard to Share.

The only data that is successfully shared among people and development phases, is
quantitative data representing those things that can be easily measured such as e.g.
system performance and operation. The case companies are successful in sharing
transaction records, incident figures, feature usage data and other technical feedback
that can be easily measured. However, qualitative data such as user stories, feature
purpose, or the intention of a certain requirement typically stay with the people that
collected that feedback. As a result, and instead of benefitting from an accumulated set
of data that evolves over time, companies run the risk of using fragmented data sets that
misrepresent the customer and provides an insufficient understanding of what consti-
tutes customer value.

“Maybe 10 % of information is shared. It is very difficult. It takes so much time, to, you need to
write a novel more or less and distribute it” -Product manager from Company A.

4.3 Data Sharing Practices: Implications

Due to very limited amounts of data being shared among people and across the
development phases, the case companies experience a number of implications. Below,
we present the implications:
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• Non-evolving and Non-accumulating Data.

Although quantitative data describing operational and performance requirements is
typically shared, the lack of qualitative information with the context describing where,
how and why a certain feature or a product is needed and how it will be used cause
discrepancies in understanding the overall purpose. As a result, the data forming
customer knowledge across the development stages does not accumulate and evolve.
Consequently, practitioners developing the product do not fully understand the overall
purpose of the product or a feature under development and develop suboptimal
products that can be different from the customer wishes.

“I think now a lot of thing are developed in a sub optimized way.” -Technology Spec. from
company C.

“We get feature which is broken down and then this value somehow got lost when it was broken
down, then it is harder to understand what they really need it for.” –Software engineer from
Company B.

• Repetition of Work.

Due to the lack of access to the qualitative feedback that is collected in the early stages of
development, roles in later stages that seek contextual understanding of a feature are
sometimes required to collect identical feedback to the one that was already collected.
Consequently, resources are spent on repeating the work that has already been done once.

“You cannot build on what is already there since you don’t know. You then repeat an activity
that was already made by someone else.” –UX specialist from Company C.

• Inaccurate Models of Customer Value.

Since the qualitative customer feedback is not shared across the development phases,
companies risk to use only the available quantitative customer feedback to build or
update the understanding of the customer. This results in inaccurate assumptions on
what constitutes customer value. And as a consequence of using the feedback for
prioritization on the product management level, projects that create waste risk to get
prioritized.

“You think one thing is important but you don’t realize that there is another thing that was even
more important.” -Technology Spec. from company C.

• Validation of Customer Value is a “Self-Fulfilling Prophecy”.

Due to the fact that only quantitative customer feedback is exchanged across the
development phases and development organization, companies risk to validate their
products using only the effortlessly quantifiable feedback, and neglecting the rest.
Instead of using the accumulated customer feedback and holistically asses their
products, the validation of customer value becomes a “self-fulfilling prophecy” in that
it focuses on developing and verifying things that can be quantified and provide tan-
gible evidence.
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We map the challenges with their implications for the companies and the products
they develop, and summarize them in Table 5.

5 Discussion

Multi-disciplinary teams involved in the development of a software product are using
customer feedback to develop and improve the product or a feature they are responsible
for. Previous research [6, 8, 9] and our empirical findings show that companies collect
increasingly large amounts of customer data. Both using the qualitative techniques are
used primarily in the early stages of development [6, 7, 10] to construct an under-
standing of the customer and the context they operate in, and quantitative techniques
that are used post-deployment to monitor the actual usage of products in the field [10–
12]. And although companies gather and store large amounts of valuable customer data
[19], challenges with meaningfully combining and analyzing it in an efficient way [1,
8] are preventing companies from evolving the data across the development stages and
accumulating the customer knowledge.

5.1 The Model: From Quantifiable Feedback to Partial Customer Value

In response to the challenges and implications presented above, we illustrate our
findings and challenges in a descriptive model on Fig. 1.

In the development process, the model advocates an approach in which an internal
model of customer value in companies is being created. We illustrate that companies in
fragments collect a complete understating of the customer and their wishes, however,
benefit only from a part of the understanding.

In our model, we distinguish between three development stages, i.e.
pre-development, development and post-deployment. Although we recognize that this
is a simplified view, and that most development processes are of an iterative nature, we
use these stages as they typically involve similar roles, techniques, and types of
feedback collected.

Table 5. The mapping of identified challenges to their implications.

Challenge Description Company implications Product
implications

Fragmented
collection
and storage
of data

Sharing of data is
limited across the
development stages.

No evolving and
accumulating of
customer data and
understanding.

Suboptimal
products are
being developed.

Filtering of
customer
data.

Only roles that work
in close cooperation
exchange feedback.

Inaccurate assumptions
on customer value and
repeating work.

Risk of developing
wasteful
features.

Arduous to
measure
means hard
to share.

What can easily be
measured and
quantified is shared.

Validation of customer
value is a
“self-fulfilling
prophecy”.

Product maximizes
partial models of
customer value.
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On Fig. 1, we list a few roles that collect customer feedback (A) and different
methods of how they perform the collection (B). Within each of the development stages
we list the types of feedback being shared across the stages with a solid green lines and
those that are not with a dashed red lines. Between development stages we identify
three critical hand-over points where customer data that could and should get shared,
dissipates. Instead of accumulating data being handed over, gaps across stages appear
(illustrated with “?”symbols in blocks on Fig. 1).

5.1.1 The Vaporization of Customer Data.
We identify three critical hand-over blocks that cause data to disappear and prevent
practicioners on project to build-on

(1) The PreDev Block: While there is extensive collection of qualitative customer
feedback such as user journeys and product satisfaction surveys (Illustrated with C
on Fig. 1), roles working in the pre-development stage do not sufficiently supply
the development part of the organization with the information they collect.
Qualitative data that would inform the development stage on the context of the
product under development, how it is going to be used, and who the different user
groups perishes in the hand-over process between product owners and managers
on one side, and software engineers and UX specialist on the other (Illustrated
with D on Fig. 1). Specifically, personas, user journeys and customer wishes are
the types of feedback that should be handed over to the development stage,
however, they are not. Consequently, the development part of the organization is
forced to repeat collection activities in order to obtain this information when in
need, or continue developing the product following only the specifications /re-
quirements that were handed to them.

Fig. 1. Customer feedback sharing practices model.
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(2) The DevOps Block: UX specialists and software engineers collect feedback on
prototypes and their acceptance, as well as where the constraints are. However,
this information is only used within the development stage. As a consequence of
not handing it over to the post-deployment stage service managers and software
engineers (Illustrated with E on Fig. 1), operators of the product do not under-
stand the reason behind a certain configuration when solving a problem, and at the
same time, suggest alternative solutions that were already known to be unac-
ceptable to the developers.

(3) The OpsDev Block: In the post-deployment stage, release and service managers
collect and exchange operational and performance data, hover, do not share it with
the development stage to software engineers and system managers. (Illustrated
with F on Fig. 1). This prevents the roles in the development stage such as system
architects from e.g. deciding on an optimal architecture for a certain type of
product and customer size.

5.1.2 Unidirectional Flow of Feedback
Illustrated with red and dashed arrows on Fig. 1, the flow of feedback from the earlier
stages of the development to the ones in the later stages is very limited. On the other
hand, the flow of feedback from the later stages to the early ones is extensive. This both
supports our finding about extensive sharing of quantitative data, which is typically
available in the later stages, as well as implies that it is easier to share data about earlier
releases of the software under development compared to sharing feedback about the
current release. Validating the value of the current release is consequently done very late.

5.1.3 Shadow Representation of Customer Value
In the absence of the accumulated data being accessible and shared across the devel-
opment stages (illustrated with missing data symbol “?” on Fig. 1), people in later
stages base their prioritizations and decisions on shadow beliefs existing in the orga-
nization. Consequently, and instead of having a unique understanding of what con-
stitutes customer value, individual development stages and roles prioritize based on
their best intuition and shared quantitative data. If sharing of customer data in the
direction towards the later stages is enabled, roles across the development stages will be
able to conduct data-informative decisions. As seen in our findings, hazards of being
purely quantitative data-driven are extensive. And with qualitative data being as
accessible as quantitative, validation of customer data could be coherent, not a
‘self-fulfilling prophecy’ as it is today.

6 Conclusion

By moving away from traditional waterfall development practices and with agile teams
becoming increasingly multi-disciplinary and including all functions from R&D to
product management and sales [21], the role of customer feedback is increasingly
gaining momentum. And although the collection of data has previously been identified
as challenging, we show in our research that the challenge is not its collection, but rather
how to share this data in order to make effective use of it.
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In this paper, we explore the data collection practices in three large software-
intensive organizations, and we identify that lack of sharing of data is the main inhi-
bitor for effective product development and improvement. Based on our case study
findings, we see that currently (1) companies benefit from a very limited part of the data
they collect due to a lack of sharing of data across development phases and organi-
zational units, (2) companies form inaccurate assumptions on what constitutes cus-
tomer value and waste resources on repeating the activities that have already been
performed, and (3) validation of customer in companies today is a “self-fulfilling
prophecy” in that it focuses on quantifiable things that provide tangible evidence.
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Abstract. A bad software development process leads to wasted effort
and inferior products. In order to improve a software process, it must
be first understood. Our unique approach in this paper uses code and
test changes to understand conformance to the Test Driven Development
(TDD) process.

We designed and implemented TDDViz, a tool that supports devel-
opers in better understanding how they conform to TDD. TDDViz sup-
ports this understanding by providing novel visualizations of developers’
TDD process. To enable TDDViz’s visualizations, we developed a novel
automatic inferencer that identifies the phases that make up the TDD
process solely based on code and test changes.

We evaluate TDDViz using two complementary methods: a controlled
experiment with 35 participants to evaluate the visualization, and a case
study with 2601 TDD Sessions to evaluate the inference algorithm. The
controlled experiment shows that, in comparison to existing visualiza-
tions, participants performed significantly better when using TDDViz
to answer questions about code evolution. In addition, the case study
shows that the inferencing algorithm in TDDViz infers TDD phases
with an accuracy (F-measure) of 87%.

Keywords: Test Driven Development · Software visualization · Devel-
opment process

1 Introduction

A bad software development process leads to wasted effort and inferior
products. Unless we understand how developers are following a process, we can-
not improve it.

In this paper we use Test Driven Development (TDD) as a case study on
how software changes can illuminate the development process. To help devel-
opers achieve a better understanding of their process, we examined seminal
research [1–3] that found questions software developers ask. From this research,
we focused on three question areas. We felt that the answers to these could pro-
vide developers with a better understanding of their process. We choose three
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questions from the literature to focus on, and they spanned three areas: identi-
fication, comprehension, and comparability.

RQ1: “Can we detect strategies, such as test-driven development?” (Identifica-
tion) [1]
RQ2: “Why was this code changed or inserted?” (Comprehension) [3]
RQ3: “How much time went into testing vs. into development?” (Comparabil-
ity) [2]

To answer these questions, we use code and test changes to understand con-
formance to a process. In this paper, we present TDDViz, our tool which pro-
vides visualizations that support developers’ understanding of how they con-
form to the TDD process. Our visual design is meant to answer RQ1-3 so that
we ensure that our visualizations support developers in answering important
questions about identification, comprehension, and comparability of code.

In order to enable these visualizations, we designed a novel algorithm to
infer TDD phases. Given a sequence of code edits and test runs, TDDViz uses
this algorithm to automatically detect changes that follow the TDD process.
Moreover, the inferencer also associates specific code changes with specific parts
of the TDD process. The inferencer is crucial for giving developers higher-level
information that they need to improve their process.

One fundamental challenge for the inferencer is that during the TDD prac-
tice, not all code is developed according to the textbook definition of TDD. Even
experienced TDD developers often selectively apply TDD during code develop-
ment, and only on some parts of their code. This introduces lots of noise for any
tool that checks conformance to processes. To ensure that our inference algo-
rithm can correctly handle noisy data, we add a fourth Research Question.
RQ4: “Can an algorithm infer TDD phases accurately?” (Accuracy)

To answer this question, in this paper we use a corpus of data from cyber-dojo 1,
a website that allows developers to practice and improve their TDD by coding solu-
tions to various programmingproblems.Each time auser run tests, the code is com-
mitted to a git repository. Each of these commits becomes a fine-grained commit.
Our corpus contains a total of 41766 fine-grained snapshots from 2601 program-
ming sessions, each of which is an attempt to solve one of 30 different programming
tasks.

To evaluate TDDViz, we performed a controlled experiment with 35 student
participants already familiar with TDD. Our independent variable was using
TDDViz or existing visualizations to answer questions about the TDD Process.

This paper makes the following contributions:
Process Conformance: We propose a novel usage of software changes to infer
conformance to a process. Instead of analyzing metrics taken at various points
in time, we analyze deltas (i.e., the changes in code and tests) to understand
conformance to TDD.
TDD Visualization Design and Analysis: We present a visualization
designed specifically for understanding conformance to TDD. Our visualizations
1 www.cyberdojo.org.

www.cyberdojo.org
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show the presence or absence of TDD and allow progressive disclosure of TDD
activities.
TDD Phase Inference Algorithm: We present the first algorithm to infer
the activities in the TDD process solely based on snapshots taken when tests
are run.
Implementation and Empirical Evaluation: We implement the visualiza-
tion and inference algorithm in TDDViz, and empirically evaluate it using two
complementary methods. First, we conduct a controlled experiment with 35 par-
ticipants, in order to answer RQ1–3. Second, we evaluate the accuracy of our
inferencer using a corpus of 2601 TDD sessions from cyber-dojo, in order to
answer RQ4. Our inferencer achieves an accuracy of 87%. Together, both of
these show that TDDViz is effective.

2 Visualization

2.1 Visualization Elements

TDD Cycle Plot. We represent a TDD cycle using a single glyph as shown
in Fig. 1[a]. This representation was inspired by hive plots [4] and encodes the
nominal cycle data with a positional and color encoding (red=test, green=code,
blue=refactor). The position of the segment redundantly encodes the TDD cycle
phase (e.g. the red phase is always top right, the green phase is always at the
bottom, and the blue phase is always top left). The time spent in a phase is
a quantitative value encoded in the area [5,6] of the cycle plot segment (i.e.,
the larger the area, the more time spent in that phase during that cycle). All
subplots are on the same fixed scale. Taken together, a single cycle plot forms
a glyph or specific ‘shape’ based on the characteristics of the phases, effectively
using a ‘shape’ encoding for different types of TDD cycles. This design supports
both characterization of entire cycles as well as comparison of a developer’s time
distribution in each phase of a cycle. We illustrate the shape patterns of various
TDD cycles in the next section.

Fig. 1. Interactive visualization of a TDD session. The user can choose any arbitrary
selection they wish. This example shows a session that conforms to TDD. Sizes in the
TDD Heartbeat plot represent time spent in each phase. The different parts of the
visualization have been labeled for clarity. [a] a TDD Cycle plot, [b] TDD Heartbeat,
[c] Snapshot Timeline, [d] TDD Code Edits (Color figure online)
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TDD Heartbeat. To support comparison of TDD cycles over time, we provide
a small multiples view [7] that we call the TDD Heartbeat view. The TDD
Heartbeat view consists of a series of TDD cycle plots, one for every cycle of
that session (See Fig. 1, [b]) We call this the TDD heartbeat because this view
gives an overall picture of the health of the TDD process as it evolves over
time. This particular view supports the abstract tasks of characterization and
comparison.

In particular, the user can compare entire cycles over time to see how they
evolve, and she can characterize how her process is improving or degrading. For
example, by looking at all the cycles that make up the TDD Heartbeat in Fig. 1,
the user sees that for every cycle in this kata, the developer spent relatively more
time writing production code than writing tests. They can also observe that the
relationship between the time spent in each phase was fairly consistent.

Snapshot Timeline. The snapshot timeline provides more information about
the TDD process, specifically showing all the snapshots in the current session.
An example snapshot timeline is shown in Fig. 1[c]. The snapshot timeline con-
sists of two parts, the snapshot classification bar (Fig. 1[c][1]) on the top, and the
snapshot event timeline on the bottom (Fig. 1[c][2]). In the snapshot event time-
line, each snapshot is represented with a rounded square. The color represents
the outcome of the tests at that snapshot event. Red signifies the tests were run,
but at least one test failed. If all the tests passed, then it is colored green. If the
code and tests do not compile, we represent this with an empty white rounded
box. The distance between each snapshot is evenly distributed, since the time in
that phase is encoded in the TDD Cycle Plot.

The snapshot classification bar shows the cycle boundaries, and inside each
cycle the ribbon of red, green and blue signifies which snapshot events fall into
which phases. For example, in Fig. 1, snapshots 17–20 are all part of the same
green phase. Snapshots 17–19 the developer is trying to get to a green, but they
are not successful in making the tests pass until snapshot 20.

This view answers questions specifically dealing with how consistent coders
followed the TDD process, what snapshots were written by coders using the
TDD process, and which ones were not.

The snapshot timeline answers questions about identification. The timeline
enables developers to identify which parts of the session conform to TDD and
which do not.

This view also allows the user to interactively select snapshots that are used
to populate the code edit area (described below). To select a series of snapshots,
the user interactively drags and resizes the gray selection box. In Fig. 1, snapshots
5 and 6 are selected.

The snapshot timeline also answers questions dealing with comprehension. By
seeing how TDDViz catagorizes a snapshot, a user can determine why selected
changes were made. For example, Fig. 1 shows a selected snapshot which represents
the changes between snapshots numbers 5 and6. Since the selected changes are part
of a green phase (as noted by the green area in the Snapshot Classification Bar),
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a user can determine that these were production changes to make a failing test pass.
This canbe confirmedbyobserving the code edits.This encoding supports the same
questions as the cycle plot and heartbeat arrangement, but, it does so at a finer
granularity, showing each individual test run.

TDD Code Edits. Figure 1[d] shows an example of a code edit, which displays
the changes to the code between two snapshots. To understand the TDD process,
a coder must be able to look at the code that was written, and see how it evolved
over time. By positioning the selection box on the timeline as described above,
a user can view how all the code evolved over any two arbitrary snapshots. The
code edit region contains an expandable and collapsable box for each file that
was changed in the selected range of snapshots. Each box contains two code
editors, one for the code at the selection’s starting snapshot, and one for the
code at the ending snapshot.

Whenever the user selects a new snapshot range, these boxes dynamically
repopulate their content with the correct diffs. There are additional examples of
our visualizations on our accompanying web page http://cope.eecs.oregonstate.
edu/visualization.html.

3 TDD Phase Inferencer

In order to build the visualizations we have presented thus far, we needed a
TDD phase inference algorithm which uses test and code changes to infer the
TDD process. Instead of relying on static analysis tools, we present a novel
approach where the algorithm analyzes the changes to the code. We designed
our algorithm to take as input a series of snapshots. The algorithm then analyzes
the code changes between each snapshot and uses that information to determine
if the code was developed using TDD. If the algorithm infers the TDD process,
then it determines which parts of the TDD process those changes belong to.

3.1 Snapshots

We designed our algorithm to receive a series of snapshots as input. We define a
snapshot as a copy of the code and tests at a given point in time. In addition to
the contents of code and tests, the snapshot contains the results of running the
tests at that point in time.

Our algorithm uses these snapshots to determine the developers’ changes
to the program. It then uses these changes to infer the TDD process. In this
paper, we use a corpus of data where a snapshot was taken every time the code
was compiled and the tests were run. It is important that the snapshots have
this level of detail, because if they do not, we do not get a clear picture of the
development process.

http://cope.eecs.oregonstate.edu/visualization.html
http://cope.eecs.oregonstate.edu/visualization.html
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Fig. 2. State machine diagram of the TDD phase inference algorithm.

3.2 Abstract Syntax Tree

Since our inference algorithm must operate on the data that the snapshots con-
tain, it is important to have a deeper understanding of code than just the textual
contents. To this end, our inference algorithm constructs the Abstract Syntax
Tree (AST) for each code and test snapshot in our data. This allows our infer-
encer to determine which edits belong to the production code and which edits
belong to the test code. It also calculates the number of methods and assert
statements at each snapshot. For the purposes of the algorithm, we consider
code with asserts to be test codes, and code with no asserts to be production
code. We consider each assert to be an individual test, even if it is in a method
with other asserts. If a new assert is detected, we consider that to be a new test.
All this information enables the algorithm to infer the phases of TDD. In our
implementation of the algorithm in TDDViz, we use the Gumtree library [8] to
create the ASTs.

3.3 Algorithm

We present the TDD phase inference algorithm using the state digram in Fig. 2.
Our algorithm encodes a finite-state machine (FSM), where the state nodes are
phases, and the transitions are guided by predicates on the current snapshot.
We define each of the states as follows:

Red: This category indicates that the coder was writing test code in an attempt
to make a failing test
Green: This category is when the coder is writing code in an attempt to make
a failing test pass
Blue: This is when the coder has gotten the tests to pass, and is refactoring the
code
White: This is when the code is written in a way that deviates from TDD
Brown: This is a special case, when the coder writes a new test and it passes
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on the first try, without altering the existing production code. It could be they
were expecting it to fail, or perhaps they just wanted to provide extra tests for
extra security.

The predicates take a snapshot and using the AST changes to the production
and test code, as well as the result of the test runs, compute a boolean function.
We compose several predicates to determine a transition to another state. For
example: in order to transition from green to blue, the following conditions must
hold true. All the current unit tests must pass, and the developer may not add
any new tests.

The transition requires passing tests, because if not, the developer either
remains in the green phase or has deviated from TDD. No new tests are allowed
because the addition of a new test, while a valid TDD practice, would signify
that the developer has skipped the optional blue phase and moved directly to
the red phase.

There are a few special cases in our algorithm. The algorithm’s transition
from Red to Blue is the case when a single snapshot comprised the entire Green
phase, and therefore the algorithm has moved on to the blue phase. Another
thing to note is that by definition, the brown phase only contains a single commit.
Therefore, after the algorithm identifies a brown phase, it immediately moves
back to the blue phase.

4 Evaluation

To evaluate the usefulness of TDDViz, we answer the following research ques-
tions:

RQ1. Can programmers using TDDViz identify whether the code was developed
in conformance with TDD? (Identification)
RQ2. Can programmers using TDDViz identify the reason why code was
changed or inserted? (Comprehension)
RQ3. Can programmers using TDDViz determine how much time went into
testing vs. development of production code? (Comparability)
RQ4. Can an algorithm infer TDD phases accurately? (Accuracy)

In order to answer these research questions, we used two complementary
empirical methods. We answer the first three questions with a controlled experi-
ment with 35 participants, and the last question with a case study of 2601 TDD
sessions. The experiment allows us to quantify the effectiveness of the visualiza-
tion as used by programmers, while the case study gives more confidence that
the proposed algorithm can handle a wide variety of TDD instances.

4.1 Controlled Experiment

Participants. Our participants were 35 students in a 3rd-year undergrad Soft-
ware Engineering class who were in week 10 of a course in which they had used
TDD for their class project.
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Treatment. Our study consisted of two treatments. For the experimental treat-
ment, we asked the participants to answer questions dealing with identification,
comprehension, and comparability (RQ1–RQ3) by examining several coding ses-
sions from cyber-dojo presented with our visualization. For the control treat-
ment, we used the same questions applied to the same real-life code examples,
but the code was visualized using the visualization2 that is available on the
cyber-dojo site. This visualization shows both the code, and the test results at
each snapshot, but it does not present any information regarding the phases of
TDD. We used this visualization for our control treatment because it is specif-
ically designed to view the data in our corpus. Also, it is the only available
visualization other than our own which shows both the code and the history of
the test runs.
Experimental Procedure. In order to isolate the effect of our visualization,
both treatments had the same introduction, except for when describing the
parts of the visualizations which are different across treatments. Both treat-
ments received the exact same questions on the same real-life data in the same
order. The only independent variable was which visualization was presented to
each treatment. We randomly assigned the students into two groups, one group
with 17 participants and the other group with 18 participants. We then flipped
a coin to determine which group received which treatment. We gave both treat-
ments back to back on the same day.
Tasks. The experiment consisted of three tasks. To evaluate identification, we
asked “Is this entire session conforming to TDD?” To evaluate comprehension we
asked “Why was this code changed?” To evaluate comparability we asked “Was
more time spent writing tests or production code?” For each task we asked
the same question on four different instances of TDD sessions. The students
were accustomed to using clickers to answer questions, and so for each task
they answered questions through the use of their clickers. Each question was a
multiple choice question.
Measures. The independent variable in this study was the visualization used to
answer the questions. The dependent measure was the answers to the questions.
For each of the three tasks we showed the subjects four different instances and
evaluated the total correct responses against the total incorrect responses. We
then looked at each question and compared the control treatment versus the
experimental treatment. We used Fisher’s Exact Test to determine significance
because we had non-parametric data.

4.2 Controlled Experiment Results

Table 1 tabulates the results for the three questions. We will now explain each
result in more detail.

2 http://cyber-dojo.org/dashboard/show/C5AE528CB0.

http://cyber-dojo.org/dashboard/show/C5AE528CB0


TDDViz: Using Software Changes to Understand Conformance 61

Table 1. Results from controlled experiment.

Identification Comprehension Comparability

Treatment Correct Not correct Correct Not correct Correct Not correct

Control (n = 18) 37 34 24 48 23 49

Experimental (n = 17) 55 13 42 26 33 35

RQ1:Identification. When we asked the participants to identify TDD, we
found that significantly more participants correctly identified TDD and non-
TDD sessions using TDDViz than when using the default cyber-dojo visual-
ization, as Table 1 shows (Fisher’s Exact Test: p<.0005). This shows that our
visualization does indeed aid in identifying TDD.

RQ2:Comprehension. When we asked participants why a specific code change
had been made, we found that significantly more participants correctly iden-
tified why the code was changed when using TDDViz than when using the
default cyber-dojo visualization (see Table 1: Comprehension, Fisher’s Exact
Test: p<.0013). They were able to identify if the given code was changed or
inserted to make a test pass, make a test fail or to refactor.

RQ3:Comparability. When we asked our participants to compare the amount
of time that went into writing tests vs. the time that went into writing code, the
experimental participants were able to outperform the control group but only by
a small margin. The difference was only just approaching significance (Fisher’s
Exact Test: p<0.0578). Additionally, as Table 1: Comparability shows, there were
slightly more incorrect answers then correct answers for the experimental group.
To answer this question, users had to mentally quantify whether the chart con-
tained more red than green overall. In the future we plan on improving the visu-
alization by providing a representation that provides a clear, numerical answer
to this question.

4.3 Case Study

We now answer our fourth research question, which measures the accuracy of
the TDD phase inference part of TDDViz, using a corpus of 2601 TDD sessions.

Corpus Origin. We use a corpus of katas that comes from cyber-dojo, a site
that allows developers to practice and improve TDD by coding solutions to
various katas.

Evaluation Corpus. To build our corpus we used all the Java/JUnit sessions as
our evaluation framework currently only supports Java. Adding other languages
would be straightforward, but is left as future work. This gives us a corpus of
2601 total Java/JUnit sessions.
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We are using this corpus to evaluate our inferencer as all the sessions were
attempted by people who had no knowledge of our work.

Corpus Preparation. We developed a Ruby on Rails application that allowed
us to work with this corpus in an efficient manner. The raw data that we used
to build the corpus consists of a repository and session data. The git repository
contains commits of the code each time the coder pressed the “Test” button.
This provides a fine-grained series of snapshots that allow us to evaluate the
process used to develop the code. The session data contains meta-data files that
track things such as when the session occurred, and what was the result of each
compile and test run.

The Gold Standard. In order to evaluate our phase inferencer, we created a
Gold Standard. The first two authors manually labeled 2489 snapshots with the
TDD phase to which they belong.

We then graded our inferencer by comparing its results against the Gold
Standard. In order to not bias the selection process, we randomly selected the
sessions for our Gold Standard. To ensure that we were labeling consistently,
we first verified that we had reached an inter-rater agreement of at least 85%
between both of the authors that labeled the Gold Standard on 52 sessions (32%
of the sessions).

Once we were convinced that we had reached a consensus among the raters,
we divided the rest of the Gold Standard sessions up and rated them individually.
We labeled a total of 2489 snapshots in our Gold Standard out of a corpus of
41766 snapshots in the corpus, which is 6% of the data. We labeled each snapshot
as previously defined in Sect. 3.3.

Inference Evaluation. After we manually labeled each snapshot, we ran our
inference algorithm against the sessions that compose the Gold Standard. We
then compare the results of the algorithm at each snapshot and compare it
against the labels that were assigned by hand. We next describe how we use this
comparison to calculate precision and recall.

Accuracy. We calculate the accuracy of our inferencer by using the traditional
F-measure, which considers both precision and recall. We compute precision and
recall by first identifying True and False Positives. If the inferencer identifies a
snapshot to have the same category that it has in the Gold Standard, we consider
this a True Positive. If the inferencer considers a snapshot to be in a different
category than the Gold Standard, we consider this case to be a False Positive.
A False Negative is where a snapshot that should have been classified as one
of the TDD phases was classified by the inferencer as white (non-TDD).

Once we calculated these for each session in the Gold Standard, we calculate
precision and recall using the standard formulas. Next we calculated accuracy
using the traditional harmonic mean of precision and recall.
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4.4 Case Study Results

Precision. The Gold Standard contains 2489 snapshots. Of those, 2028 were
correctly identified by the inferencer. This lead to a precision of 81%. The diver-
sity of our corpus leads to a wide variety of TDD implementations, and there are
quite a few edge cases. While our algorithm handles many of them, there are still
a few edge cases that our algorithm cannot recognize in its current incarnation.
These are cases that are hard even for human experts to agree upon.

Recall. Our Gold Standard contains 1517 snapshots that belong to one of the
TDD phases (i.e., non-white phases). Of those, our inferencer correctly classified
1440, leading to a recall of 95%. Of the remaining 5 % missed cases, most of
them arise because of difficulty identifying the template code the katas start
with. This is an issue that can be easily solved in our future work.

RQ4:Accuracy. We calculate the accuracy using the F-measure. This gives us
an accuracy of 87%. This shows that our inferencer is accurate and effective.

5 Related Work and Conclusions

Related Work. Multiple projects [9,10] detect the absence of TDD activi-
ties and give warnings when a developer deviates from TDD by identifying
when a developer spends too much time writing code without tests. In contrast,
TDDViz provides detailed analysis of the TDD phases, infers the presence or
absence of TDD not based on time intervals between test runs, but on code and
test changes. Thus, it is much more precise.

Several projects [11,12] infer TDD phases from low-level IDE edits. They
all build on top of HackyStat [13], a framework for data collection and analy-
sis. Hackystat collects “low-level and voluminous” data, which it sends to a
web service for lexical parsing, event stream grouping, and development process
analysis. In contrast to these approaches, by using AST analysis, TDDViz infers
the TDD process without the entire stream of low-level actions.

TDD Dashboard3 is a service offered by Industrial Logic, to visualize the
TDD process. It is based on recording test and refactoring events in a IDE, but
does not infer and visualize the phases of each cycle, thus enabling developers
to answer questions on identification, comprehension, and comparability.

Conclusions. Without understanding there can be no improvement. In this
paper we presented visualizations that enable developers to better understand the
development process. To design these visualizations, we developed an inferencer
that infers the TDD process with a novel use of code changes. We implemented
the visualizations and the inferencer in a tool, TDDViz. We evaluated TDDViz
using two complementary methods. We evaluated the visualization using 35 par-
ticipants. We found that participants that used our visualization had significantly
more correct answers when answering questions on identification, comprehension,

3 https://ecoach.industriallogic.com/dashboard?team=il.

https://ecoach.industriallogic.com/dashboard?team=il
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and comparability of code. We evaluated the TDD phase inferencer and showed
that it is accurate and effective, with 81% precision and 95% recall.
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Abstract. Startups operate with small resources in time pressure. Thus,
building minimal product versions to test and validate ideas has emerged as a
way to avoid wasteful creation of complicated products which may be proven
unsuccessful in the markets. Often, design of these early product versions needs
to be done fast and with little advance information from end-users. In this paper
we introduce the Minimum Viable User eXperience (MVUX) that aims at
providing users a good enough user experience already in the early, minimal
versions of the product. MVUX enables communication of the envisioned
product value, gathering of meaningful feedback, and it can promote positive
word of mouth. To understand what MVUX consists of, we conducted an
interview study with 17 entrepreneurs from 12 small startups. The main ele-
ments of MVUX recognized are Attractiveness, Approachability, Professional-
ism, and Selling the Idea. We present the structured framework and elements’
contributing qualities.

1 Introduction

Global markets are being infiltrated by small startups with their innovative new
products and business models. Software startups are characterized with scarce
resources, little to none operating history, and time pressure [1]. One competitive
advantage with startups compared to large organizations is their ability to move fast
and adapt to changing circumstances [2]. However, as founding teams of startups often
consist of only a few individuals, the team’s skills are naturally limited. For the same
reason, the primary business objective of startups is to survive [3]. To survive, startups
need to make the most out of their limited resources. Customer development [4] and
Lean startup method [5], that have been widely adopted and taught by accelerators and
entrepreneurship programs [6], emphasize gathering fast feedback from customers, and
testing product ideas with minimal product versions or Minimum Viable Product
(MVP) as referred by Ries [5]. While Lean Startup has no scientific evidence for
effectiveness in business creation, the method is influencing how entrepreneurs
approach product development [6, 7].

While validating business potential with minimal product versions and real cus-
tomers to minimize unnecessary risk, gathering useful feedback with early product
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versions can be challenging. One challenge is that insufficient or disturbing user
experience (UX) might reduce the user feedback and make the users concentrate
mainly on the appearance of the user interface [8]. At the worst, poor UX can lead the
user only to criticize the UX even if the product idea itself was good. [8] Benefits of
delivering good UX from the earliest product version can be positive word of mouth
advertisement [9], and users using the product for longer.

The goal of this paper is to identify and structure the UX elements that are essential
when building early product versions in small software startups. To understand the
elements of desirable UX of early product versions, we introduce the concept and
framework of Minimum Viable User eXperience that aims at providing UX that
enables users to understand and gain value already from the early product versions.
Correspondingly, startup is then able to collect more meaningful feedback from
potential customers over a longer period of time since users do not abandon the
product.

In this paper, we report results of a two-phase interview study we conducted in
Finland. In the first phase we interviewed 13 entrepreneurs from eight startups. All the
startups were building, or had recently built, first versions of their products. Based on
the analysis of these interviews, we created the initial MVUX framework. The
framework is based on the assumption that MVUX is realized in the software being
under development when (1) user can perform the core use cases to gain value,
(2) basic hygiene factors for usability and appearance are in place, and (3) the startup is
able to get enough of feedback and data to validate and further develop the product
idea. To evaluate the MVUX framework, we then interviewed four entrepreneurs of
four more startups, all having expertise in UX. Through the interviews, we answer the
following research questions: (1) what are the goals and key elements of MVUX from
the startups’ perspective and (2) how can MVUX design framework help startups at the
early phases of their product and business development.

The rest of this paper is structured as follows. Section 2 presents related work on
characteristics of software startups and their ways of working, and UX practices.
Section 3 presents context and methods of our study. In Sect. 4 we present the results
of our study including the UX elements considered important by startups, as well as the
results of the evaluation of the MVUX framework. Section 5 discusses the results and
Sect. 6 presents the conclusions for the paper.

2 Related Work

2.1 Characteristics of Software Startups

Engineering and business concerns in software startups are more extensive than in
established companies [2]. Those concerns include having scarce resources, being
young and immature, operating with novel technologies in dynamic markets. Software
startups are also influenced by divergent stakeholders such as investors, customers,
partners, and competitors. [2] Also, customer-focused approach seems to be more
crucial for small companies [2]: When the customer is happy with the software, it
literally means more work and increased business opportunities for the small company
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as the happy customer wants more and is willing to recommend the software to others
[10]. Because of unestablished customer base, such positive word of mouth and
keeping the existing customers satisfied is essential for startups.

The professionalism of the entrepreneurs themselves often acts as a primary
information source for startups due to unestablished stakeholder networks and cus-
tomer base [3]. Moreover, people factors tend to be even more crucial for startups than
for larger companies in the success or failure of the software [2]. Thus, the entrepreneur
team is in a key role in keeping the startup focused and moving ahead [2]. For startups,
short time to market is one of the most critical process goals [2]. Since a fundamental
goal of a process is to describe the way an organization develops its software in a
predictable and repeatable fashion, benefits of an established process do not meet
essential needs of software startups [2, 3]. Therefore, startups require more informal
and lightweight approaches.

New entrepreneurial practices Customer development [4] and Lean startup method
[5] have been gaining attention in recent years. These practices emphasize that startups
should concentrate on producing customer value and avoid wasteful activities, i.e.
non-value adding activities. Although academic research on how well Customer
development and the Lean startup method work is scarce, those methods have been
widely adopted by incubators, accelerators and university entrepreneurship courses [6].
The Lean startup [5] suggests that by validating hypotheses of customer’s problems
startups find a problem/solution fit that indicates there is business potential in solving a
specific problem with a particular solution. Once the problem/solution fit is established,
the startup should validate what product suites to deliver the solution. For finding
validation, startups should build minimum viable products (MVP) that are then tested
with potential customers. An MVP should be built with as little resources as possible
yet it needs to enable testing the current hypothesis. Furthermore, Ries [5] emphasizes
that the key performance indicators need to be measured when “getting out of the
building” with the MVPs. From these experiments, startup should gain validated
learning [5]. This Build-Measure-Learn (BML) cycle should be continued until a
product/market fit is found and startups should also be prepared to discard the MVPs if
they do not measure up to validating sustainable business opportunity [5].

2.2 User Experience Work

UX is defined as “a person’s perceptions and responses that result from the use or
anticipated use of a product, system or service” [11]. Also, UX is often divided into
practical-oriented and hedonic dimensions [12]. The first dimension includes aspects
related to ease of use, productivity, and usability while the latter concentrates on users’
emotions such as enjoyment and motivation. Regarding UX development in industry,
companies in general tend to focus more on the practical qualities of UX while paying
less attention to the hedonic ones [13].

UX design has roots in human-centered design (HCD) [11] that starts with thor-
ough user research and design activities which are followed by design iterations. All in
all, developing UX involves gaining understanding of the user and the context of use,
designing and developing for good UX, and evaluating the resulting outcome [11].
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While understanding users is considered important for startups [7], startups generally
do not afford to follow rigorous methods for UX development. Research on UX
development in startups is scarce. May [14] describes a case from applying lean
methodology in a startup and recommends planning the UX activities in from early on.
Klein [15] presents lightweight methods for UX work in lean startups. Finally,
Hokkanen et al. [8] report that lack of UX expertise and time constrains hinder the
startup from collecting useful feedback from users.

3 Methods, Research Context, and Participants

3.1 Course of the Study

To address our research goal of understanding which UX factors are essential when
building early product versions in startups, semi-structured interviews were chosen as
the data gathering method. The study was conducted in two phases. In the first phase
we interviewed 13 entrepreneurs from 8 small startups in order to establish the MVUX
framework. In the second phase, four entrepreneurs with UX expertise were inter-
viewed to evaluate the created MVUX framework. Altogether, 12 interview sessions
with 17 interviewees were conducted. All the interviews were conducted by one
researcher and they lasted between 50–90 min. Interviews were audio recorded and
transcribed for analysis. Participants were searched by going through Finnish startup
incubator and accelerator programs. Some startups were recruited through directly
contacting them based on their web page while others were recruited by advertising in
the premises of one incubator program.

In the first phase, eight semi-structured interviews were conducted to understand
the early design decisions and UX goals in startups. Initial results from these inter-
views, describing how startups start UX design, and what practices are beneficial at that
stage, are reported in [7]. During the interviews, we introduced the general concept of
MVUX to each interviewee. Participants were then asked to write down on a paper
their goals and central elements for UX of their early product version intended to be
deployed to users. Differences in UX goals between the earliest and complete product
version were also shortly discussed. In all the interviews, focus was on UX related
motivations and practices. However, activities such as product and business develop-
ment were covered superficially to understand their impact on UX design.

In the second phase, four semi-structured interviews were conducted to evaluate the
MVUX framework established based on the results of the first phase. The concept of
MVUX was first discussed with the interviewee after which we presented them the
initial MVUX framework. Then we asked questions about the interviewee’s perception
on the ability of the MVUX framework to cover the necessary UX elements without
including unnecessary elements. In addition, we studied the usefulness of the frame-
work by discussing with the interviewees how startups could utilize the MVUX
framework while creating early product versions.

In both phases, analysis was done from the written transcripts utilizing iterative
thematic coding. Main themes were established based on the interview questions while
sub-themes emerged from the data. Terms the interviewees used to describe the goals
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and central elements of UX of the early product version were collected to construct the
MVUX framework. Those terms were used as low-level elements on which the main
elements of the framework were created using a bottom-up approach as follows. In
total, 43 unique low-level elements were abstracted from the interview data. These
low-level elements were divided into groups based on similarity to form mid-level
elements of MVUX. Finally, mid-level elements were grouped based on similarity to
determine the main elements of MVUX. In the grouping of elements both the term as
well as the context in which the element was discussed was taken into consideration.

3.2 Participants

First Phase. Startups participating the first phase consisted of one to six person teams
each creating one single software product (Table 1). In this paper, we number the
startups from ‘ST11’ to ‘ST18’, to differentiate them from the startups that participated
our previous study [8].

Second Phase. In the second phase we interviewed four entrepreneurs of four other
small startups to evaluate the MVUX framework created in the first phase (Table 2).
H15 and H16 worked full time in startups, while H14 and H17 were employed also
outside their startups. Interviewees H14, H15 and H16 worked as UX designers. H16
was the CEO of ST21, and worked also on product development. All the interviewees
had been developing software products or services in startups.

Table 1. Summary of startups and interviewees participating the first phase. Legend:
CEO = Chief Executive Officer, UXD = User Experience Designer, B2B = Business to
Business, B2C = Business to Consumer, SaaS = Software as a Service.

Startup Interviewees Company
established

Size of
startup

Product Market

ST11 H01 (CEO) 2013 1 Online marketplace B2B,
B2C

ST12 H02 (CEO),
H03

2014 6 Online marketplace B2C

ST13 H04 (UXD) 2014 4 Online community and
marketplace

B2B,
B2C

ST14 H05, H06
(CEO)

2014 2 SaaS for pet owners B2C

ST15 H07 (CEO),
H08

2011 2 Automation software B2B

ST16 H09 (CEO) 2014 5 Mobile sports
application

B2B,
B2C

ST17 H10, H11,
H12

– 3 Mobile personal
finances application

B2C

ST18 H13 (UXD) 2015 3 Mobile social
application

B2C
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4 Findings

4.1 Elements of MVUX

Those startups participating in the first phase were creating or had recently created
limited versions of their product. UX goals of these product versions varied among
startups depending on what they sought to achieve with the product version. Table 3
presents the hierarchical categorization of low-level elements mentioned by intervie-
wees and then grouped to form mid-level elements, and how mid-level elemenst were
further grouped to form the main elements of MVUX.

The most common goal was that the product UX should be intuitive to use (with six
low-level elements). Furthermore, it was considered necessary to create a UI that was
simple (5) and easy to use (5) to enable smooth start for the user. For the B2B case of
ST15, in which the acceptance of end-users was important for convincing the pilot
customer, H07 commented: “The product had to be so easy to use that everyone would
agree to start using it. That was the first requirement.” [H07] There was more diversity
in how startups wanted the user to experience the product: humane (4), visual (5) or
having a feel of novelty (3). Depending on the origin of the product idea, the early
version of the product could also be built to fulfill the entrepreneur’s needs. H06 from
ST14 explained that their first version was developed to serve their own interests: “We
thought technical looking graphs would be cool and bring a sense of high-tech. […]
Then we realized normal people don’t want to see that. You should have like soft high-
tech. The high-tech Apple has, and not like laser beams.” [H06]

Hooking, or making the user to stay and want to come back was mentioned three
times as well. These were related to needs to gain data that proved interest in the
product, or showed how users behaved with the UI. Goals related to the product being
functioning or technically working were mentioned three times. Depending on the
product idea, communicating that the solution and application was credible (4) or
efficient (3) was considered important by some startups (ST11, ST14, ST17) while for
others it did not matter. For example, in the case of mobile personal finances appli-
cation (ST17), it was crucial the product would be perceived as something the user can
trust from early on.

Table 2. Participants of the second phase interviews.

Startup Interviewee Experience in
entrepreneurship (Years)

Education

ST19 H14 3 Bachelor of Interactive
Technology

ST20 H15 3 Bachelor of Arts and Media
ST21 H16 3 PhD, Interactive Technology
ST22 H17 2 Master of Science student,

majoring in UX
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Table 3. Elements of MVUX

Main element Mid-level element Low-level element

Attractive Visual (5) Visual (ST14)
Visual experience (ST16)
Good visual appearance (ST11)
Modern visual appearance (ST13)
Not technical looking (ST14)

Humane (5) Likable enough (ST12)
Storytelling (ST13)
Personal (ST17)
Easy to approach (ST14)
Cozy and warm (ST14)

Novel (3) Fresh (ST12)
Differentiation from regular services
(ST13)

Strong colours to differentiate (ST11)
Hooking (3) Gamification (ST18)

Hooking (ST13, ST18)
Approachable Intuitive (6) Familiar UI elements (ST13)

Familiarity (ST14)
Intuitive (ST17)
No learning curve (ST18)
Understandable (ST18)
Explicit (ST16)

Easy (5) Easy to browse products (ST13)
Easy to use (ST12, ST15, ST16, ST18)

Simple (5) Simple (ST12, ST14, ST15)
Simple design (ST11)
Minimal design (ST11)

Professional Credible (4) Premium (ST17)
Reliable (ST11)
Secure (ST17)
Credible (ST11)

Functioning (3) Functioning (ST15)
Smooth (ST17)
Device independence (ST14)

Efficient (3) Compact (ST14)
Fast (ST17)
See by glancing (ST14)

Selling the
Idea

Introducing the idea (5) First impression (ST17)
Introducing the idea (ST11)
Example pictures (ST11)

(Continued)
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Being able to introduce the product idea and show the value in it was one of the
mid-level elements abstracted from the low-level elements. Goals considering brand
creation and getting fans for the product included four low-level elements. In case of
ST11, starting to create positive word of mouth influenced how the UX was designed.
H02 told that he would like users to see the product as exciting so that they would tell
their friends about it.

4.2 MVUX Framework

The elements four main elements of MVUX are Attractiveness, Approachability,
Professionalism and Selling the Idea. Classification of mid-level elements into these
categories is demonstrated in Fig. 1. At the bottom of the Fig. 1 is Selling the Idea
which is the main aim of MVUX since it offers the startup a possibility to get feedback
from users who actually understand the product idea. The three other main elements

Table 3. (Continued)

Main element Mid-level element Low-level element

Lobbing (ST15)

Solution (ST12)
Building brand & fan base
(4)

Traction (ST12)
Exciting (ST12)
Social (ST17)
Word of mouth (ST12)

Fig. 1. MVUX framework for supporting early product development in startups.
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(Attractiveness, Approachability, and Professionalism) create the foundation for the
user to be interested in the product and to start using it. These three elements can also
be seen affecting the user in different phases of getting to know the product. The first
impression of the product is influenced by making the early product version attractive.
With approachable elements, the usage is made easy and comfortable. Giving a pro-
fessional image of the product, and the startup, is the result of a well-functioning,
efficient product.

4.3 Validation of the MVUX Framework

Impressions on the MVUX Framework. Interviewees considered that the elements
of the framework cover well the needs for UX in an early product version. H16 thought
that having a framework to guide developing UX for new products in startups would be
very useful. The importance of different elements was discussed with the interviewees.
According to H14, the element Selling the Idea communicated that the attributes
enabling to sell the product need to be taken into consideration also in UX design. In
contrast, H15 felt that selling the product can be done by marketing it and thus it does
not require having good UX or even the product itself in the beginning– even though
building the planned product might then be too difficult for the startup team (H15).
Optimization of internet marketing can help in introducing the idea and creating a
(fan) community (H15).

Being able to communicate the value proposition of the company was mentioned by
H14 as a critical part of the early phases of their startup, and this was mainly done with
text on web pages. H16 mentioned that various means are required to convince dif-
ferent stakeholder groups since buyers and users can be in very different positions.
However, in addition to being able to evoke buyers’ interest, the importance of users
accepting the new product was brought up by H14, H15 and H16. Attractiveness and
Approachability were considered as important parts of an early product version.
However, H15 commented that having too polished visual design can create false
expectations for the completeness of the product. For Professionalism, H15 and H16
both thought that it can be achieved - and is strongly affected by – other functions of
the company such as marketing or personal contacts to companies in B2B markets, or
in the case of B2C market by who recommends the product to the user.

Usefulness of the MVUX Framework. The possibility to use MVUX framework
when building the early product versions was discussed with the interviewees. H15,
H16 and H17 said that startups could benefit from using a framework to remind
themselves of where to focus in UX. However, the importance of each element depends
on the product that is used. Also, the meaning and perception of each element is
subjective. Furthermore, measuring users’ perception of the product is necessary for
understanding whether the intended UX was achieved in the product. While all
interviewees regarded talking with users as the most valuable asset in creating good
UX, H16 also stated that they could imagine using the framework to evaluate if the UX
is good enough. Evaluation could be done by the startup team or with users by
lightweight methods. To support the use of framework, H14, H16 and H17 thought that
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practical advice and examples would be needed to design graphical elements that
support the wanted UX. However, graphical style was seen as something that can be
easily created with existing tools for UI development as well as by utilizing image
banks (H14, H15). H16 wished that the MVUX framework should indicate the iterative
nature of creating products in startups. Also H14 and H15 mentioned iterative process –
starting form early releases - to be essential for successful product development in
startups.

5 Research Validity

Since our study was qualitative, we assess our research quality in terms of credibility,
transferability, dependability, and conclusions confirmability [16].

Credibility. We identified no major threats to credibility. Since the participants
themselves wrote down the elements they considered essential for the UX of early
versions, the study is less prone to interpretation error. However, we did not discuss the
MVUX framework with participants of the first phase to evaluate interpretation issues.

Regarding the transferability of the results to other contexts, our study was con-
ducted with 12 small Finnish software startups. We consider that our descriptive
findings are transferable to similar startups. However, as startups – to a certain degree –
reflect the entrepreneurs themselves; personal characteristics may reduce the transfer-
ability of the results. In addition, when transferring the MVUX framework to other
contexts, product type and the user must be considered. Transferability of the MVUX
framework should be further analyzed with other startups.

Threats to dependability include that the studied startups did not form a random
sample, instead convenience sampling was utilized. However, we utilized open sam-
pling method in which new participants are recruited after interviewing the previous
one to increase variation in the sample. Despite concentrating on Finnish startups, our
study increases richness of related research that has been conducted, for instance, in
Ireland [3] and in Ecuador [10].

Finally, threats to confirmability include that a single researcher planned, con-
ducted and analyzed the study. The researcher, however, reflected with other
researchers in every phase of the study. Finally, the MVUX framework was audited in
a group of three researchers.

6 Discussion

Our contribution is in proposing a framework of UX elements that are essential to the
early product versions startups create. Considering that the related research on startups
in general and especially on their UX work is very limited, our study offers new insight
both for the academia and for startups. In startups, the elements of MVUX could be
used to guide the UX design of early product versions. Especially in the early phases,
startups benefit from lightweight methods – such as promoted by [14] – and could also
use MVUX framework to support the design decisions. However, further research
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should be done to understand and validate how MVUX can be used to support startups’
UX strategy. Our initial validation shows that using MVUX framework with light-
weight tools for implementing graphics design, and for measuring the perceived
experience, would be beneficial in creating early product versions.

The goals and key qualities for UX of the early product versions had recurring
themes from which we abstracted the elements of MVUX. Startups had different goals
for what they wanted to achieve with their early product versions [7], and, accordingly,
goals for UX varied. As reported in [7], startups also had different amounts of acquired
understanding of their target users as well as previous validation of the product idea.
This provided a wide scale of goals and qualities that reflected the different situations
the startups were in. The four main elements of MVUX that we found are Attrac-
tiveness, Approachability, Professionalism, and Selling the Idea.

Based on our evaluation of MVUX framework with startup representatives that had
expertise in UX, the MVUX framework covers the most important elements of UX in
the early stages of startup’s product development. However, the level of importance of
different elements varies in products. Additionally, comparing the elements to our
assumptions in the beginning of the study we can see how they are connected. We
assumed that to communicate the product idea and UX well enough, the user should be
able to perform the core use cases that answer to user’s needs. Furthermore, we
estimated the UX in these use cases should be at a satisfying level that does not disturb
the user. These are in line with the elements Approachability and Professionalism that
aim to provide trouble-free UX that shows the user that the product is trustworthy. Our
third assumption for MVUX was that it needs to enable startup to gain feedback and
data for validation and further development. This would be achieved through elements
of Selling the Idea and Attractiveness. The element Attractiveness has a role in getting
users interested in the product as well as hooking them to keep using the product.
Selling the Idea part needs to be in place to raise interest in users, to communicate the
product idea clearly, and to show how the product creates value to user so they will
keep using the product. Implementation of elements of Attractiveness and Selling the
Idea enables continuous data collection from longer usage as well as users being able to
give feedback on the product idea while having no confusion on what the product is
about. However, our initial assumptions did not emphasize the attractiveness and good
visual design of the product, while the results of this study show that they are con-
sidered important in startups.

These results serve to create understanding of how UX should be taken into con-
sideration when startups create their early product versions that are used by real user.
Our study consisted of 12 Finnish-based companies so companies’ motivations and
goals are influenced by the Finnish business and startup culture. Furthermore, the
end-users’ preferred design elements may be influenced by the culture. Further research
is needed to validate how well the discovered elements suit to the needs of startups and
end-users in general.
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7 Conclusions

In this paper we introduced the results of our two-phase interview study of 17 entre-
preneurs from 12 startups. We presented the framework of Minimum Viable User
eXperience (MVUX) that represents ways in which UX can be focused on already in
early product versions. To gain value from building early product versions, MVUX
enables the startup to collect meaningful feedback and data for validating and further
developing the product idea. We abstracted the elements of MVUX through a
bottom-up analysis of startups’ goals and key elements for UX of early product ver-
sions. From these elements, a framework for supporting UX design in early product
development was established. In the second phase of the study, the constructed
framework was evaluated with experts of both entrepreneurship and UX. As a con-
clusion, we present the MVUX framework where the main elements of MVUX were
defined as Attractiveness, Approachability, Professionalism and Selling the Idea.
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Abstract. Multi-project agile software development is a relatively new
area of research. While original Scrum caters to co-located teams work-
ing on a single project, multi-project Scrum teams are a day-to-day
reality, especially in small organizations. Multitasking across projects
is frequently associated with loss of effectiveness, but this assumption
is not sufficiently supported by empirical evidence. In order to better
understand the phenomenon, we review existing literature across scien-
tific domains and execute an action research project. Our findings show
that the Team Portfolio Scrum (TPS) practice designed to support mul-
titasking across projects is perceived to be useful, but with an associated
increase in overhead.

Keywords: Agile software development · Scrum · IT project gover-
nance · Project portfolio management · Task-switching · Multitasking

1 Introduction

Should agile teams work on multiple projects simultaneously? While Scrum pro-
vides an example of how to execute individual software projects outside of plan-
driven bureaucracies, the search for new organizational forms continues [1].

Scrum has been widely associated to cater well for a sweet-spot of co-located
project teams working on a single project, with a pre-defined project scope and
budget [2,3]. In particular, it stresses the need for teams to work on a single
product per sprint [4]. Nevertheless, working on multiple projects during each
sprint is a common reality [5]. For example, small companies with a small con-
tract value and a large customer base are likely to accept multiple projects at
the same time. Also, projects can be simply too small to fully occupy a team
for the duration of a sprint. However, despite common sense across practitioners
and anecdotal evidence implying a decrease in efficiency, there is little empirical
evidence on teams working on multiple projects in parallel and the impact of
multi-tasking.
c© The Author(s) 2016
H. Sharp and T. Hall (Eds.): XP 2016, LNBIP 251, pp. 79–91, 2016.
DOI: 10.1007/978-3-319-33515-5 7
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In this article we (1) review empirical evidence on multitasking and task
switching across different scientific domains, (2) propose the practice of Team
Portfolio Scrum (TPS) and the role of the Team Portfolio Owner to help lowering
costs of task switching, and (3) execute an action research project to understand
the challenges of its introduction in practice.

2 Background and Related Work

While our understanding of Scrum in individual projects is quite elaborate, there
is comparably little research on agile methods in multi-project and multi-team
organizations [1,6]. In particular, the majority of literature on agile software
development assumes an environment where a software developer or team works
on only one project at a time. While most reports advise this [7], there is little
empirical evidence on agile teams working on multiple projects. To illustrate our
case, Table 1 shows an overview of the agile methods discriminated by either
a single team or multiple teams that are working on either a single project or
multiple projects. In this paper we address the case of Team Portfolio Scrum
(TPS), the case where a single team works on multiple projects simultaneously.

In order to better understand the challenges of multitasking across different
projects we will now review existing evidence across the fields of (1) software
development, (2) psychology, and (3) management science.

Table 1. Overview of agile methods across different organizational contexts

A single project/product Multiple projects/products

Single team working on Scrum Team Portfolio Scrum

Multiple teams working on Program Management &
Scrum

Portfolio Management &
Scrum

2.1 Software Development: Interruptions and Multiple Projects

Existing software development literature generally considers task switching to
be a wasteful practice that should be prevented whenever possible [8–10].

Working on multiple software projects: A common argument against multi-
project development is that projects produce a revenue stream for the company
at the time of their completion. Finishing them sequentially maximises revenue,
because most often the revenue diminishes over time [11]. Another argument is
that switching between tasks (e.g., across projects) is considered as waste [9]. Con-
crete numbers on the waste are hard to find; practitioners claim a small production
increase from going from one to two projects (70 % to 80 % effectiveness) and a
steady decline in effective hours when adding more projects: 60 % with three, 45 %
with four and 35 % with five simultaneous projects [8]. A study amongst 64 high
tech firms suggests two simultaneous projects is optimal [12].
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Task and resource allocation practices: A challenge frequently mentioned
by practitioners is that a team working on multiple projects is burdened with
making decisions on which project to prioritise. Lehto and Rautiainen [13]
describe governance challenges identified in a middle-sized software company.
The role of product owner was described as too much for 5 co-located teams
and was divided into three roles with split responsibilities: Solution managers
(commercial), product owner (technical), resource owner (resource). Nocks [14]
describes the practice to create very small sprints that match the amount of work
per project, but this is countered by the large overhead of meetings per Scrum
sprint. Other sources [15] discuss the need to let the different project managers
negotiate the time allocation, and the need for one person to manage the final
priorities of the projects the team works on and call this a Product Owner. If a
team works on multiple projects, the team should work from one backlog during
the sprint, containing work items from multiple projects [16–19].

Interruptions in software development: Van Solingen et al. [20] found that
every time a software developer is interrupted by others (e.g., individuals from
other or own project team), it costs on average fifteen minutes to get back to
focus on the task he/she was performing. Parnin and DeLine [21] found that
besides the initial delay, the quality of code produced following an interruption
is lower, which corresponds to the residual impact found by psychology studies.

2.2 Psychology: Interruptions and Task Switching

Experimental results on switching between simple tasks: Research has
found that task switching is not simply a cost in time going from one task set to
the other [22]. Instead, the impact of a task switch consists of three components
[23]: (1) the passive removal of the previous task context, (2) preparation for
the new task, and (3) a residual impact. The removal of a task’s context and
preparation for a new task constitute the primary costs measured between the
execution of different tasks. The residual impact is measured as an increased
response time and sometimes increased error rate.

Experimental results show consistently that switching is more difficult if a
complex task is involved. Results are ambiguous for the comparison of switching
from a simple to a complex task and vice versa. Some experiments show that
switching from a simple task to a complex one has increased primary costs [24].
Others show that switch costs are mostly determined by the task that is switched
from [22]. This suggests that the residual impact is mostly determined by the
previous task and that the results for the primary costs are ambiguous. Further,
it matters what kind of stimuli and responses both tasks consist of. In the case
where there is no overlap at all in stimuli and responses, task switching costs
have found to be zero [25]. The more the stimuli and responses overlap, the
greater the impact of the task switch. Furthermore, it has been found that when
performing two task switches shortly after each other, switching back to the first
task has higher switch costs than switching to a third, unrelated task [26].
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Complex tasks in knowledge work: Compared to the daily tasks of knowl-
edge workers, the tasks in the controlled experiments performed by psychology
researchers are of a very simple nature, even the more complex ones. This is
of course to make them controllable and repeatable. With these simple tasks,
switch costs are measured in order of milliseconds. The kind of real life switches
that knowledge workers perform are several orders of magnitude more complex,
how does the psychology research map to this?

Some researchers suggest the results for contrived tasks can be generalized
to more complex tasks [26]. We found that in all studies using a combination
of simple and complexer tasks, the latter had higher associated switch costs;
this was found already as early as 1927 [27]. One can assume that the switch
cost increases based on some function over the complexity of the task, however
we could not find such a function. Some practitioner sources claim effects in
the order of minutes which is an indication of such a function and the relation
between task complexity and switch cost.

Task-switching between similar tasks is known to increase stress [28]. Pos-
sible causes might be increasing the number of deadlines because of working
on more tasks and decreasing the time available to meet the deadlines because
of decreased productivity. On the other hand, [29] found that people very com-
monly self-interrupt, which might be a form of self-protection, decreasing fatigue
and increasing performance [30]. In general, there exist various opinions on the
effects of stress on performance [31].

Interruptions, work contexts and office spaces: Interruptions are
omnipresent in the work of knowledge workers. Mark et al. [32] report that
a knowledge worker spends on average only 12 min uninterrupted in a work
context. Another study found knowledge workers spend very little time in one
context and are interrupted before completion 57 % of the time after which they
tasks are resumed on average after 25 min [33]. Interruptions are often harmful,
to a large degree because it takes time to get back into a task or project [34].
Tasks, when interrupted, take longer and have increased error rates [35]. How-
ever, interruptions do not necessarily imply a context switch. Interruptions that
lead to a switch between working spheres (e.g., two unrelated projects) are in
general far more disruptive than interruptions from within the same sphere [32].
Further, Mark et al. [32] show that while co-located individuals (e.g., in open
offices) face more interruptions in general, distributed individuals feel more free
to engage in interruptions on topics that are actually unrelated to their work [32].

3 Research Objectives

While existing literature recommends minimizing the amount of concurrent
projects, this might not be feasible for small companies depending on a large
number of clients. Especially small companies are likely to pursue many projects
simultaneously to keep their customer base satisfied.
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Based on existing empirical evidence we may conclude that: (1) working on
multiple external projects increases interruptions and work pressure as team
members have to deal with requests from multiple Product Owners, (2) such
interruptions by Product Owners are expected to be far more disruptive com-
pared to the more frequent interruptions by team members working in the same
project context, (3) the context switching penalty of task switching decreases
performance and lowers code quality, and (4) penalty largely depends on simi-
larity and complexity of tasks.

Considering these facts we can assume that distraction, uncertainty and con-
text switching are likely to increase especially if priorities across different projects
are not clear. Literature suggests that teams working on multiple projects should
work from one backlog during the sprint [16–19]. However, such task prioritiza-
tion practices have been reported to be difficult to establish [13–15].

As such we pose the following research question: What barriers can be met
and what benefits can arise from introducing a task prioritization practice to
support a team working on multiple projects in parallel?

4 Research Method and Conduct

In order to appropriately understand the dynamics of small organizations pur-
suing multiple projects in context, a complex social phenomenon, we decided
to conduct an exploratory action research in the context of a real organization.
Action research (AR) is designed to create knowledge by organizational change
through a collaboration between researchers and practitioners [36]. It does so by
diagnosing the current state, bringing about guided changes and reflecting on
the results to create theory.

To ensure a credible research approach we applied the five principles of
Canonical Action Research [37], as follows: 1. Researcher-client agreement: The
research has been executed as part of a 2 year collaboration with the univer-
sity. This ensured the collaboration of the company and provided the possibility
to bring about change as part of daily routines as well as very frequent obser-
vations. 2. Cyclical process model: We adopted the five-stage process model of
Diagnosing, Action Planning, Action Taking, Evaluating and Specifying Learn-
ing. One full cycle was completed. 3. Theory principle: The theoretical ambition
is to understand task prioritization and coordination practices in agile teams. 4.
Change through action: We supported the case company throughout the entire
project. The second author was a full-time employee at the company facilitat-
ing workshops and discussions. 5. Learning through reflection: Throughout the
project meetings and workshops have been initiated to stimulate discussions
among developers and management by the second author.

Case selection: The study was performed at a Dutch software company build-
ing bespoke custom software for customers. The company consisted of about
20 employees, half of which were software developers. The company had two
teams working for two or more Product Owners nearly all the time. A known
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challenge at the beginning of the research. The company had a flat structure,
informal work environment and an open office space. Next to building custom
websites for customers there are two in-house products. The team works on one
of those products but a majority of the time is spent customizing the product
implementation per customer. Greenfield development is rare. Maintenance is
often urgent, with deadlines of one or two days being common. Work load was
always high because of too few developers. The company has been endorsing
Scrum from the beginning, however, struggled with its’ implementation due to
many parallel projects and customer requests.

Data collection and data sources: In order to build up an adequate under-
standing of the organization in context and throughout the action research
project we used the following data sources:
Observations: While embedded within the company, the second author was able
to observe the relevant practices at the company, including: (1) daily stand-ups,
(2) portfolio meetings, (3) ‘master stand-ups’, (4) planning sessions, and (5)
development activities. We conducted structured observations on 41 occasions.
Semi-structured interviews: Next to informal discussions we conducted a total of
19 semi-structured interviews. Three types of interviews were executed: (1) Diag-
nosing and scoping, (2) mid-term, and (3) post-action interviews. The interviews
were conducted with the management and development teams.
Questionnaires: We used bi-weekly questionnaires to create satisfaction graphs
for involved practitioners over time (cf. [38]). The short questionnaires consisted
of several questions using Likert-scales and open fields for additional remarks.
Eight rounds of questionnaires have been collected with staff members.

Data analysis: In contrary to traditional passive qualitative research, the
action itself provides a primary origin of interpretation [36]. To support the
reflection among researchers and involved actors all observation notes, inter-
views and questionnaires were fully transcribed and used in discussions.

5 Action Research

5.1 Diagnosing

Diagnosing started in May 2013 and lasted until December. To understand the con-
text, interviews were held with employees across all roles, resulting in a descrip-
tion of current roles and mapping of involved domains of practice. Generally the
reported problems constituted a lack of structured process connecting the devel-
opment to portfolio level decisions. On average the company has been working on
two ‘very small’ projects and 30 to 40 ‘individual’ to ‘tiny’ sized projects a year.
When the company grew it became very difficult to keep an overview and coor-
dinate these projects effectively. Further, the small teams were linked to multiple
POs exposing them to discussions due to conflicting customer priorities.



An Action Research on Multitasking in Multi-project Scrum Teams 85

During interviews and discussions with developers and management we iden-
tified a number of issues: (1) Development staff is highly distracted, to a large
degree caused by discussions with multiple POs. (2) Little connection of portfo-
lio to strategy. Little coordination across the portfolio leading to suboptimal and
unprofitable choices. Portfolio decisions are made by developers. (3) Poor knowl-
edge management, resulting in overhead and posing a danger to project continua-
tion. (4) Daily maintenance shifts help get maintenance tasks done while keeping
most of the resources focused, however, overhead for working on unknown projects
is high. (5) Hard to keep an overview and deliver work promised to clients.

5.2 Action Planning

Following the diagnosis, management acknowledged that improvements were nec-
essary. In discussions with all actors it became clear that a team having to deal
with multiple POs does not work well because developers end up making deci-
sions about portfolio priorities for a large part of their time. It was concluded
that removing the portfolio decisions from the development staff and limiting
interruptions of staff by management will likely reduce the distraction of team
members and improve portfolio decisions. In early June 2014 an initial plan
was developed based around the following proposals: (1) Introduce agile portfo-
lio management, (2) introduce stable teams, (3) work with true Scrum sprints,
limit task switching, and (4) improve company-wide knowledge management.

Based on that and hints found in practitioner’s literature (cf. [39]), we
designed the Team Portfolio Scrum (TPS) practice and the Team Portfolio
Owner (TPO) role to support the implementation of portfolio management. TPS
is based on a one week Scrum cycle including the usual Scrum practices (e.g.,
Sprint and review, daily stand-ups, retrospectives) in which the PO is replaced
by the TPO. The practice follows characteristics of agile portfolio management
[1] by (1) adding transparency of resources and work items through a Portfo-
lio board, (2) close collaboration based on routines and artifacts enabling fre-
quent feedback-loops across teams and management, (3) commitment to strate-
gically managed portfolios, and (4) team orientation. In Table 2 we summarize
the description and responsibilities of the new role.

5.3 Action Taking

Before introducing the TPO role, a portfolio team, a portfolio board and a
team portfolio backlog were introduced. The TPO role was appointed from one
of the three POs previously working with the team. On June 25 a workshop
was held with the development team and management staff. Initial resistance
arose among the developers as the goal was initially defined around increasing
engineer productivity. In response the goal was rephrased to remove mid-sprint
management interruptions and portfolio level responsibilities from the engineers.

Action taking began on June 30, 2015 with a reiteration of goals during a
lunch presentation. The implementation of the practice was reflected throughout
the project in Retrospective sessions staring on July 4. On August 15, 2014,
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Table 2. The team portfolio owner role

Team Portfolio Owner:

Person responsible for the success a team’s project portfolio. Analogously to a
Product Owner, the Team Portfolio Owner (TPO) sets the priorities across
projects during a Sprint. TPO shields team members from internal politics and
different customers pushing project priorities

Responsibilities:

• Coordinates inter-project priorities with the team, portfolio team and customers

• Takes task switching penalties into account in discussions with the team and the
Scrum Master

• Channels multiple projects into a single team backlog

• Guards inter-project priorities (1) when scope changes are needed (work taking
longer/shorter or urgent other work, and (2) during the sprint planning meeting
as the team negotiates work items

• Single channel of communication towards the team, lessening distractions
(outwards communication is at the team’s discretion)

• Attends the portfolio meetings to align priorities with company strategy

• Attends the daily stand-ups to keep up to date with the progress of the team

the team leader left the team for reasons unrelated to the project which had a
big impact on the morale of the team as became visible in our satisfaction graphs.
The action research continued with the practice being perceived as useful. The
following time line outlines the execution of the project:

– May 6, 2013: Diagnosing: Scoping interviews
– December 2, 2013: Action Planning: Discussion of improvement initiatives
– April 15, 2014: Initial presentation of action plan to all employees
– June 9, 2014: Introduction of portfolio management (portfolio board)
– June 24, 2014: Preparation meeting with management and appointing TPO
– June 25, 2014: Workshop with development team and management
– June 30, 2014: Action Taking: Introduction of TPS practice
– July 4, 2014: Retrospective after first sprint
– October 6, 2014: End of Action Taking, beginning of evaluation
– January 1, 2015: Company wide implementation of TPS

5.4 Evaluating

The Team Portfolio Owner (TPO) role was adopted company-wide by our case
company three months after the action research was completed. We consider
this as an indicator for the success of the project. We now return to the research
question in order to evaluate the action research.
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Barriers to a team portfolio task prioritization practice: Additional
overhead: In the case company, the hours of a manager, including the TPO,
can not be billed to clients: “As to whether it [the TPO role] is overhead, yes,
per definition, because the work isn’t billable to the client. This is related to
the way clients are billed at this company: actual booked development hours.
Other methods exist that are much more suitable for Scrum [40]. However these
methods assume one project per sprint. Billing might be a general problem for
multi-project software development as is it hard to predict the proportions of
the sprint for each customer in the face of scope changes.

High workload: The TPO reported his high workload at several occasions,
especially towards the end of the action: “..in the beginning I had much more
time to do proper backlog management.”; “it is extremely busy to fulfill this role.”

Benefits to a team portfolio task prioritization practice: Better adher-
ence to company strategy: Due to the oversight the TPO can make better deci-
sions in coordination across the entire portfolio. Yet, choosing the right projects
can be difficult for a small company: “For existing customers we basically have
to do everything, we can’t choose to not do a project. It is useful to decide on
new customers though.”

Removing portfolio level decision making and conflicting decisions from mul-
tiple POs: This benefit of the introduced role functioned very well from the
beginning, as confirmed by observations and multiple actors. Before introducing
the practice, developers had to make decisions and were blamed for those. When
asked about what to do when a task threatens achieving the sprint goals, a
developer commented: “I go directly to the TPO. The TPO manages what tasks
get dropped. This works very well.”

Limiting interrupting requests from multiple POs: Before the change POs
would often come to a developer’s desk asking questions, planning work and
lobbying for projects. As a developer comments: “It is easier for developers to
defend themselves.? and ?[the situation] improved. We have more breathing room
because of the experiment. We can be more focused on software development.”

Specifying Learning. Not more than one large context switch per day: In our
case organization the developers reported a benefit from the introduced TPS
practice. However, also the number of parallel projects increased. Recommen-
dations we found in literature deviate between two [12] parallel projects as an
optimum, and not more than one large context switch per day - thus five projects
per week. However, this largely depends on the homogeneity of the assignments.
Here it is for the TPO and the team to discuss what a reasonable number of
projects is according to: (1) familiarity with the project (architecture, code stan-
dards), (2) homogeneity (domain, application type), and (3) urgency.

TPO needs sufficient mandate: For fast resolving of issues, the TPO needs
to have a complete mandate for choosing between the customers in the current
sprint. A team member said at the beginning: “The role itself has too much
responsibility, at least too much for what the current TPO is mandated for.
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This adds a step between the management process: the team signals a problem
to the TPO, the TPO needs to consult with the PO to make the decision. This
means extra overhead for certain tasks. The TPO should define the priorities and
shield the developers from the outside.” The POs appreciated this delegation of
responsibilities at later stages of the project: “I liked it that the TPO could make
the choices.”

Collaboration of TPO and POs: The introduction of the TPO role had a
strong impact on the interaction of POs and teams. The POs had previously
direct access to the teams, and had to go through the TPO as a Master Product
Owner now. It took time to go through the TPO for planning or urgent mainte-
nance: “For me as a PO, the effect was that the planning was less fine grained,
which was something I had to get used to since I’m a control freak. [About closing
the scope] The smaller projects and maintenance are really hard to plan.”

TPO and the Portfolio Team: Knowing the inter-project priorities is very
important for this role. The project portfolio board is the primary tool for the
transfer of this information from the Portfolio Team to the TPO. Attending
the Portfolio Management Meeting gives the TPO additional information and
the possibility to discuss the priorities. The TPO said: “The weekly portfolio
management meeting is very important for this role.”

Limitations. There are two main limitations to this research: First, we present
the results of a single action research study. Credibility of AR lies in knowledge
generated and tested in practice [36]. Generalizations and external credibility
from such AR studies depend on rich storytelling as well as application of AR
guidelines such as CAR [37]. Second, with one developer leaving the team com-
position changed. This resource problem impacted the team, both in getting
more work and lowering morale. However, many action research projects take
an unpredicted course while still providing considerable scientific value [37].

6 Conclusions

In this paper we report on our experiences in introducing a task prioritization
and coordination practice in Scrum teams executing multiple projects simultane-
ously. For teams operating in small companies such as the one presented here it
is difficult to follow traditional Scrum as they are directly exposed to commercial
pressure and customer needs. As such we address an under-researched scenario
outside the ‘agile sweet-spot’ [40] by linking Scrum to a portfolio management
practice [1].

Despite the challenges encountered during this 17 months project, such as
a team member leaving the team, the practice was perceived as useful by all
participants and adopted company-wide after the project. The TPS practice
helped our case organization to align tasks to strategy and limits interrupting
requests to developers by appointing a dedicated Team Portfolio Owner.

To practitioners this paper provides the template of a concrete task prioriti-
zation practice, the barriers and benefits of its implementation. To academia, we
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contribute to understanding of new and more agile organizational forms. We add
a literature analysis describing the existing body of knowledge on interruptions
and task-switching across the domains of software development, psychology and
management science. As such we lay the groundwork for further investigations
to quantify the effects of task prioritization and coordination practices in Scrum.

Multitasking seems unavoidable. The presented practice helped to run more
projects simultaneously, however, the involved actors should be aware that it
comes at a high cost. Companies need to make good strategic choices regarding
resources and their allocation to stay viable and sustainable.
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Abstract. Various agile methods have several quality assurance mechanisms
embedded in the process itself, without any explicit QA role. In principle, the
team takes care of quality assurance during sprints and as part of daily stand-ups,
sprint reviews and retrospectives. We have defined SafeScrum, a variant of Scrum
with some additional XP techniques that can be used to develop safety-critical
software and have the software certified according to the IEC 61508 standard.
This imposes a load of additional requirements on the process. In a recent indus‐
trial case, we have experienced that the quality assurance mechanisms in Scrum
becomes insufficient. We have therefore analyzed the standard, consulted an
independent assessor and worked with the Scrum team to identify necessary
additional tasks for a team-internal QA role to be added to the SafeScrum process.

Keywords: Safety critical software · Scrum · Safescrum · IEC61508 · Quality
assurance

1 Introduction

Agile software development methods and in particular variants of Scrum, often in
combination with XP techniques, has had a large uptake in the software industry over
the past decade. One of the many aspects of Scrum and similar approaches is that quality
assurance is embedded in the process itself, and not explicitly documented. A Scrum
team is supposed to be self-sustained, not having to rely on an external quality manage‐
ment or assurance function like a QA manager or QA department. The latter has been
a typical role in line organizations doing plan-based development [19, 20]. First of all,
a Scrum project enforces visibility and has frequent evaluation of status, progress and
problems, which is used to re-plan and improve the project based on the most recent and
updated knowledge. Scrum also has dedicated activities for managing quality issues
with both the product under development and the process itself; each short work-period,
or sprint, concludes with a sprint review and potentially also a retrospective. The former
evaluate the results so far and the latter evaluates the process itself to identify
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improvement needs and opportunities. Scrum also strongly emphasizes frequent inter‐
action with the customer or the problem owner, and XP stresses continuous and frequent
testing. This is necessary to ensure that the functionality as well as the quality of the
system meets requirements and expectations. In short– Scrum can be seen as a combined
and self-sustained planning, development, and quality assurance process, although
lacking traceability.

Scrum was initially designed for small development projects with small self-
managed teams, solving small-scale problems. Research from the past decade provides
examples that this works well and that Scrum projects are more effective and flexible
than plan-driven projects [4]. However, the trend in the software industry today is that
Scrum is being used in increasingly more complex settings. We see cases where globally
distributed Scrum teams collaborate in developing large software systems [6]. We also
see that Scrum is being used for development of safety-critical systems, which have to
comply with strict quality and safety standards [5, 14, 18].

This trend of increasing complexity means that the core principles of self-sustained,
multi-disciplinary, and self-managed teams are challenged. In this paper, we look into
how this development affects the embedded quality assurance function in Scrum. We
base our analysis and discussion on an ongoing industry case where a Scrum team
develops a high-integrity fire and gas detection system where the goal is to achieve a
SIL3 (SIL: Safety Integrity Level) rating according to the IEC61508 standard [7]. The
Scrum process used by the team is adjusted and continuously refined to match the
requirements of the IEC61508 standard; we name this variant SafeScrum [18] (see
Sect. 4 for more details).

In the following, we present some background on the inherent challenges when
developing and certifying safety-critical systems, on how SafeScrum can be adapted to
support this process and the role of quality management and assurance. We then look
into our case to show how this is being done in practical terms before we use our insights
from the case to discuss how Scrum can be enforced to manage quality in high
complexity settings.

2 Quality Assurance in Agile Software Development

Mnkandla and Duolatzky gives a thorough discussion of the use of the term quality [11].
Most of the definitions identified by the two authors have a production focus and are not
relevant for development. The concept of quality– software or otherwise – is defined by
ISO 9000 as “the totality of characteristics of an entity that bear on its ability to satisfy
stated and implied needs”. According to this definition, the main concept of quality is
to make the customer happy. Deliver a quality product thus means to deliver a product
that is according to the customer’s specified and implied requirements. Sticking with
older definitions – e.g., quality is conformance to specifications – ignore the customer
and is not a smart move in a competitive industry.

Inherent in the plan-driven approach to software development is the idea that all
requirements are known at the start of the project. With faster innovation, more rapid
requirement changes, and more volatility allowed in the prioritized tasks, this idea is
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void. Plan-driven development creates a significant risk that the users’ requirements
remain unclear or that important opportunities for innovation are missed. The problem
is that up-front requirements become increasingly irrelevant as the pace of innovation
quickens and customers’ expectancy to fit-for-use rises. Consequently, the discrepancy
between software practice, end-users and traditional requirements specification widens.
Requirements that are out of sync with real needs has been claimed as a common cause
of terminated IT projects [13].

Agile development attempts to allow for frequent updates of the requirements as the
customer’s needs and problem understanding develop over time, thus increasing the
probability of delivering improved product quality.

3 Safety Critical Software Development

A system is defined as safety-critical if a failure may result in death or severe injury to
people, loss or severe damage to property, or harm to the environment. Examples of
such systems are fire alarm systems (failing to sound an alarm may cause casualties) or
railway signaling systems (signal error may lead to collisions etc.). Safety critical
systems are found in almost all parts of our daily lives, from transportation, to energy
systems, in medical devices etc. Traditionally, such systems have been hardware reliant,
but as hardware has become more powerful, flexible and programmable, the trend is that
larger parts of the total system are implemented in software, meaning that the software
complexity is growing. For example, the top-notch fighter plane of the forties, the Spit‐
fire, had zero lines of code. Today, the F-35 fighter has about 8 million lines of code
where most of them comprise what could be defined a safety critical system [10].

Safety critical systems may be classified with a SIL value, defining the level of
performance of the safety function of the system, or in other words, how likely the system
is to operate as intended. The classification of levels varies between different standards,
but for IEC61508, which is relevant to our case, SIL is divided from 1 to 4 where SIL
4 is the highest safety integrity level.

In order to use a safety critical system, the customer needs a certificate. A “software
certification demonstrates the reliability and safety of software systems in such a way
that it can be checked by an independent authority with minimal trust in the techniques
and tools used in the certification process itself” [3]. The certificate is an independent
document that ensures that the system operates as specified and according to the safety
standard. This introduces the role of the assessor, an independent third party with the
responsibility of assessing and eventually certifying that the development process
leading to the system is compliant with the requirements in the standard. It is important
to understand that a standard like IEC 61508 mainly has requirements for the process.
As stated in the introduction: “This International Standard sets out a generic approach
for all safety lifecycle activities for systems comprised of electrical and/or electronic
and/or programmable electronic (E/E/PE) elements that are used to perform safety func‐
tions.” E.g., the section on architecture contains material on how to select architecture
but no material on what the architecture should look like.
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In practical terms, the standard is a list of good software engineering practices [15].
These must be followed or argued irrelevant. The designated SIL determines which
requirements that are recommended or highly recommended. The assessor bases the
assessment on proof of compliance, which are various types of information showing
how requirements have been met. Providing such documentation imposes a large extra
effort on the development project and in some cases it may actually constitute up to 50%
of the total development cost [14].

Looking back at the past decades, we see that the development process of safety
critical systems is optimized for hardware development, where design decisions have
to be made early and locked prior to implementation to avoid late change in design,
which may impose very high costs. Normally some variant of the V-model is used to
guide design, implementation, testing and validation.

As shown in Fig. 1, integration and validation testing is done on the right side of the
V–meaning that a large part of the code-related documentation is made after coding.
While a natural approach for most hardware development, this may impose problems
for an agile software development project. Here, new or changed requirements will often
lead to changes in the low-level design, which may then lead to changes in the code. In
these cases, it is important to have well-documented code plus traceability from require‐
ments, via architecture and design down to code.

Fig. 1. The V-model

During software development is it important to control size and complexity.
Complexity is obvious – high complexity hinders understanding and can thus lead to
errors. However, experience shows that sheer size also will create problems for devel‐
opers since a large code volume makes it difficult to keep the overview, which again
leads to coding errors.
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4 SafeScrum – Agile Development of Safety Critical Software

SafeScrum is a variant of the well-known and extensively used Scrum development
model [16] where some additional elements are added to be able to fulfill the process
requirements from the IEC61508 standard [18]. Based on a thorough investigation of
the requirements in the standards part 3 which defines the software part of the total
system [14], we propose a set of extensions to make Scrum applicable to development
of safety critical software. Firstly, there are two backlogs, one for functional require‐
ments and one for safety requirements. Functional requirements may change frequently
whilst safety requirements normally are stable and even reusable between projects and
products. Relationships between these are maintained to keep track of which safety
requirements that are affected by which functional requirements. Secondly, SafeScrum
needs to be a traceable process. All decisions and changes throughout development must
be documented, stored and made available to the assessor. The same goes for code
reviews where all remarks and how they were resolved needs to be kept track of. Thirdly,
each sprint encompasses a validation of the safety of the present system. As part of the
sprint review of each sprint, the product backlog may be updated. In cases where a
change is considered to affect the safety of the system, a change impact analysis (CIA)
[17] is done – and documented. Here the two backlogs come in handy as a mean to
identify how a change related to a functional requirement potentially influences a safety
requirement. Besides these extensions, common features of agile practices are important,
like test-driven development (important to establish high test coverage), regular work
iterations, daily stand-ups, and continuous integration.

A series of sprints replace the ‘coding’ part and the ‘evaluation’ part of the V-model.
This means that documentation is produced continuously and as a part of development
and not as a finalizing phase as described by the V-model. SafeScrum simply replaces
the bottom and right side of the V-model. This is fundamentally important for software
development and enables a project to become more flexible with respect to changes and
still be able to provide the needed documentation and traceability to the assessor.

Adding these new elements to Scrum is necessary to meet the requirements of the
IEC61508 standard. However, this also compromises the concept of a lightweight
process as a lot of extra work, checkpoints and especially documentation are added. The
most important countermeasure is clever and efficient use of tools to automate as much
of the extras as possible. We have identified four classes of tools. Firstly, we need a tool
to support process and workflow management, like defining, assigning and following
up tasks, their responsibilities and order, etc. Put simply, this is a tool to automate the
Scrum board. Secondly, we need tools to establish and maintain traceability of require‐
ments, tests and code. Even a small project will generate large amounts of information,
which requires tool support. Thirdly, we need dedicated tools for managing information
like design, code and architectural documentation. Fourthly, we need tools to support
code quality assurance, which is particularly important with respect to IEC61508. This
includes test coverage analysis, static code analysis and test automation. There are plenty
of tools to choose from and many of them are flexible and can be combined and linked
to create a tool chain to support the SafeScrum process. The IEC61508 standard has
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requirements to tools and should be checked (IEC61508-3, Sect. 7.4.4, and table A3).
The walkthrough of our case will provide concrete examples of such a tool chain (Fig. 3).

Fig. 2. The SafeScrum model

5 A SafeScrum Case

The authors have been working with Autronica Fire & Security for about two years in
order to detail and trial the SafeScrum process in a real SIL3 industrial case. This
collaboration is part of a large R&D project, partly funded by the Research Council of
Norway. The collaboration is organized as an action research project [2] and the case
being described here shows some of the findings, so far. All data are collected, managed
and reported according to a joint R&D contract.

Autronica Fire & Security [1], with 380 employees, is an internationally leading
provider of fire and gas detection systems. A large part of the business is offshore instal‐
lations at oilrigs and ships where demands for safety performance are high. Our case is
a project developing new software for a fire detection system, SIL 3.

The authors have followed the case project from the start and collected data in the
form of 1) observations of sprint review and planning meetings (11), 2) analysis of
documentation like project plans and requirements documents, and 3) interviews and
discussions with the Scrum team and related roles. This also includes the assessor (a
TÜV organization), which has been asked to comment on our development process
(SafeScrum). This dialogue has been important to ensure that the development process
and the documentation it produces meet the expectations and is aligned with the
IEC61508 standard. The product being developed by the case project itself is however
not yet certified – the completion is still some years ahead. In addition to this participative
role in the shaping of SafeScrum, the researchers also made an analysis of the standard
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to identify any issues with respect to using an agile method [18]. Such issues were
discussed with the Scrum team to ensure compliance. The SafeScrum process has
emerged through practice. It started out by using only a few fundamental principles, like
short iterations and daily standups. Based on growing experience and dialogue between
researchers, team members, the product owner and the external assessor, the SafeScrum
process and related tools are continuously being refined and extended.

The project started development in January 2014 with a Scrum team of five experi‐
enced and co-located developers, one of them also acting as Scrum Master. Previous
experience and education in Scrum were low – only one of the developers had some
experience with Scrum from his previous workplace. Other than that the team read a
basic introduction [8], and in addition the researchers had a few seminars at the case
company, addressing agile principles, research and examples.

This was the first attempt at applying Scrum in the development department and
started out with a simplistic process. Sprint duration was set to four weeks. The team
shared workspace with separate offices and a common area in between and used a
whiteboard with stickers to track work items and their flow from planned, in progress
to done. The product owner role was managed by a company internal with extensive
knowledge of the market, the requirements, and the technology. The team focused on
producing working code and unit tests from early on and a put emphasis on improving
the Scrum process continuously. Each sprint ended with a sprint retrospective where the
process was evaluated by the team, adjustments were made and new tools were trialed
and added/removed as needed.

After a few sprints, Jira was introduced to manage the workflow and thus replaced
the manual scrum board. RMsis, a plug-in for Jira, was used to establish traceability of
the requirements management process. Confluence was used to support team collabo‐
ration and to document the sprints, e.g. by storing memos from sprint reviews. Stash
and Git was used to manage software version control and code reviews and Bamboo
was used for continuous builds, tests and release management. Doxygen was used for
maintaining design and code documentation. In addition, a set of tools was used for
additional quality assurance; Gtest and Gmoc were used to manage unit tests, Squish
Coco was used for code coverage analysis and QAC/QACPP for static code analysis.

In total, these tools constitute a tool-chain where some of the tools are linked and
operate as a greater whole. In particular, Jira serves as a hub in the tool chain. There are
many alternative tools and ways of composing them, but in our case, this setup enables
the Scrum team to be both agile and to automate many of the additional requirements
imposed by the IEC61508 standard. Figure 3 shows how the tools are inter-related.
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Fig. 3. The tool-chain supporting the SafeScrum process

6 The Need for Extra Attention to Quality Management

The shaping and introduction of SafeScrum at the case company has been done step by
step and by building on growing experience. The described process extensions and the
tool chain made the team able to produce and maintain the information required to
achieve a SIL3 certificate. However, after a few months, and sprints, of operation we
saw that this also puts a burden on the team, and in particular on the Scrum master who
spent an increasingly large amount of time making sure that development was compliant
with IEC61508. Some corrective actions were made but there was a concern that some
glitches happened. It was also not clear what the most important considerations to make
were. In short, the project needed some clarification on quality assurance, and asked the
researchers for assistance.

This led us to consult the assessor to clarify his expectations for QA on three topics:

1. Question: Traceability of safety related requirements: Is it sufficient to have a trace
between documents or should it be possible to trace issues down to sections, pages,
or lines in the text?
Answer: The assessor requires a link between requirements and tests, e.g. by refer‐
ring to unique requirements ID in test cases.
Response: This level of trace is handled by a dedicated requirements management
tool, RMsis, linking requirements to tests that validates them, as well as linking
requirements and tests to design and code. However, we have identified a need to
manually verify that this is done correctly and to make necessary corrections. The
QA role shall continuously verify that traceability is kept up to date and verify that
all steps of the process are done.
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2. Question: The standard directs ‘limited use of interrupts, pointers and recursion’ –
are there exact limits or does it mean that we should avoid this as much as possible?
Answer: You should make a table with use of interrupts, pointers etc. and a simple
explanation for why this must be used.
Response: Someone needs to check for “bad code” in every sprint and decide whether
it should be corrected (refactored) or whether the table of reasoned exceptions should
be updated. This can be assisted by checking for pointers during static code analysis.

3. Question: Control of size and complexity: should we aim for specific limits for
module complexity?
Answer: You need to define something that is useful to you, and argue why – the
standard does not specify this.
Response: We have defined a set of metrics and their values that are important for
this specific project. Checking code is done by tools (QAC and QACPP) but there
is a need to verify that this is done in every sprint and that any deviations are resolved,
typically by refactoring or improving code in the following sprint.

In addition to these issues raised from the dialogue with the assessor, we also saw that
quality of documentation and test coverage had become unsatisfactory. All in all, it
became obvious that the self-regulating quality mechanisms in Scrum were overloaded
and that there was a need to strengthen the QA function. A dedicated QA function is a
necessary part of SafeScrum, but it is important to remember that the entire team still
has a large responsibility for QA as well. The team plays an important role e.g. in retro‐
spectives to continuously improve the development process and in resolving issues that
are identified by the QA-role.

7 Shaping an Embedded QA Role in SafeScrum

Using the insights described above, the researchers, the Scrum team and the product
owner had a series of meetings to define a specific QA role in SafeScrum to alleviate
the problems. The traditional approach in this and similar organizations would be to
place the QA role as a specialized function in the line organization, outside the project.
We decided, however, to add the QA role to the Scrum team to be close to the activities
and to the information needed to execute quality assurance. This adds to the principle
of cross functional teams [12] in Scrum. We are also considering making this a rotating
role to make it a shared responsibility and to share the workload. We need a QA log to
trace findings, decisions, corrective actions, and the follow up/results of these. In our
case, Confluence is a good tool to establish this log. We have identified four tasks:

QA Task 1: Check Code Metric Values for New or Changed Code: Neither the
IEC61508 standard nor the assessor provide directions on specific metrics and limits to
monitor at the component level. We have consulted the research literature [9] and used
Minitab to analyze data from code from previous projects at the case company to define
the following metrics and limits: (1) number of static paths – STPTH: 250, (2) McCabe’s
cyclomatic number – STCYC: 15, (3) number of parameters – STPAR: 5, (4) function
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call count – STSUB: 13, (5) maximum nesting of control structures – STMIF: 5, (6)
number of executable lines – STXLN: 70, and (7) Myer’s value – (STMCC): 10.

QAC is used to analyze new and changed code to produce values for the metrics.
This is done at the end of each sprint. The metrics are displayed, together with their
defined maximum values in a radar plot. It is thus easy to if there are metrics that are
exceeding their defined limits. If the values are inside their limits, QA will accept the
code. If one or more values are outside their limits, the code is presented by QA in the
sprint review meeting where the team decides to either accept the violation or plan
refactoring. If the violation is accepted, a brief explanation must be added to the log and
potentially also in the code (required by the standard). If the violation is unacceptable,
the team needs to define a new task in Jira to refactor the code.

QA Task 2: Check Documentation Coverage: Check new/changed code to ensure
proper inline documentation and documents in Doxygen. This has to be done manually.
In case of missing or poor documentation, the QA-log should be updated and the findings
should be discussed in the sprint review meeting to decide how to resolve it (giving a
task to someone in the team). This check could be done at the end of each sprint.

QA Task 3: Check Test Coverage: Check for code coverage using Squish Coco. The
QA log should be updated with references to uncovered code. This could be checked by
the end of each sprint. Uncovered code should be discussed at the sprint review meeting
and the team should define corrective actions, like defining tasks to produce tests.
According to the standard, the coverage should be at least 99%.

QA Task 4: Check Requirements-Task-Code Traceability: For new requirements,
tasks, and code check that 1) requirements (RMsis) is linked to issues (e.g. in Jira), and
2) that code (e.g. Stash) is linked to issues (e.g. Jira). The QA role should control
consistency at the end of the sprint and the team should resolve any identified issues
immediately. The IEC61508 standard provides a set of explicit requirements for trace‐
ability; see table A.4 – Software design and development – detailed design, and table
A.5 – Software design and development – software module testing and integration. We
consulted the assessor about a definition of ‘module’ and its size (LOC). He referred to
part 7, chapter C.2.9: “a software module should have a single well-defined task or
function to fulfill.” The assessor recommended 1000 LOC as an upper limit. In cases
where the limit is exceeded it should be explained and documented.

The tasks have been defined to be as simple and inexpensive as possible, partly by using
the tool chain that already is in place. The goal is to not add more work to the process
ceremony than strictly needed, but to use the QA role to simplify the sprint reviews so
that they are not bogged down with unimportant details. So far, this is done by letting
the QA close issues that have low risk and complexity on his own in advance of the
sprint retrospective, where the whole team participates. This reduces the time spent on
unimportant decisions and helps the team focus on difficult tasks where a joint evaluation
and decision is needed.
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There should be a list of which criteria’s the team members shall have done before
the issue can be set as resolved and the QA needs to check that they have been fulfilled
(not do them himself). The project should also create a list of which criteria’s where the
QA can close an issue without any further investigation. Only QA or the team can move
an issue from resolved status to closed status. Closed issues cannot be changed.

8 Conclusions

After around two years of shaping and using SafeScrum we see that the inherent quality
assurance mechanisms in Scrum are not sufficient to meet the demands imposed by the
IEC61508 standard. We have consulted the assessor to ensure a proper match with the
standard and shaped a new role to Scrum.

Developing safety critical solutions using SafeScrum, calls for a lot of extra attention,
ceremony and documentation, which initially may be seen as a threat to the ability to be
agile [13]. However, we see that the iterative nature of Scrum with frequent breaks
between the sprints in addition to the tool chain we have put into use makes it possible
to manage quality assurance internally in the team without adding too much extra work.

As part of further work we will look into opportunities to streamline and perfect this
new role as it is vital to maintain an efficient SafeScrum process and to meet the require‐
ments of the IEC61508 standard and the assessors expectations. One viable step would
be to add tool support to assist the QA role in order to collect and analyze quality infor‐
mation with less effort and with more precision. The authors have been involved in the
U-QASAR FP7 EU project, which has developed a tool that serves as a central quality
dashboard consolidating quality information in a unified overview. We will look into
integrating this with the tool chain as a new tool for the team and the QA role.
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Abstract. Software developers are both users of development tools but also
designers of new software systems. This dual role makes developers special
users of work-related software. To increase the understanding of developers as
users and to evaluate the ability of common measurement scales to address
developer experience, we conducted a survey measuring developers’ flow state,
intrinsic motivation and user experience. Scales used were the Short Disposi-
tional Flow Scale, items from the Intrinsic Motivation Inventory, the Short
AttrakDiff-2, and our own DEXI scale. 57 developers from 25 countries
responded and results indicate that intrinsic motivation and autotelic experience
are significant predictors of developers’ UX whereas hedonic, pragmatic, and
general quality are not. In addition, developers’ needs are characterized by
efficiency, informativeness, intuitiveness, and flexibility of the tool.

Keywords: Software development � User experience � Developer experience �
Development tools � Integrated development environments � Human factors

1 Introduction

Software engineering (SE) is a professional human activity that demands numerous
skills and qualities from developers. Technical skills are needed to create the code that
builds the software, while social skills are needed to be able to collaborate with other
developers and to communicate with stakeholders. SE is an endeavor which builds
complex systems that realize user and business requirements in technologically
sophisticated manners. Considering the challenges of SE, the user experience (UX) of
developers is an area that has been very little studied. Developers are users of multi-
faceted development tools such as integrated development environments (IDEs). Yet
little is known about how these tools support developers in their demanding activities
and the nature of their UX with such tools.

IDEs are commonly used tools in SE, and are applications used for composing,
compiling and debugging program code [1]. IDEs also manage dependencies among
different packages and modules, control builds, and provide linking to other tools such
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as those for requirements management or test environments. Consequently, IDEs play a
major role in making developers productive and feel comfortable during their daily
activities. Yet despite their important role, little is known about how these tools support
developers and the nature of UX with such tools. While it may be overreaching to
conclude that happy developers are better at their work [2], both happiness and
motivation have been connected with raised productivity [3]. Mood influences devel-
opers’ performance on programming tasks [4], and happiness has been found to have
productivity benefits [5].

Although qualities of both developers and development work have been studied,
developers have rarely been investigated as users of development tools. As developers are
users of IDEs, all that is true of any user according to UX definitions (e.g. [6]), should
apply also to developers. However, the dual role of developer as both users of systems and
developers of systemsmakes them special: besides being IDE users, developers should be
able to understand the human user to be able to fulfill their needs with the software under
development. A concept of developer experience (DX) has been suggested to address the
particularities to SE [7]. The concept of DX is influenced by the concept of UX [7].
Moreover, DX consists of aspects related to cognition, affect, and intention and an
understanding of the concept should help practitioners in improving development
environments with respect to developers’ needs, perceptions and feelings [7].

In this paper we address DX in terms of the experienced state of flow, intrinsic
motivation (IM) and UX. Our goal is to determine the core concepts and predictors of
DX related to IDE usage in order enable improvement of IDEs to improve developers’
IM towards their work and their ability to experience flow (deep, focused, rewarding
concentration) during their work. Our assumption is that these factors both make
developers’ work more enjoyable and increase their productivity. To this end, we
conducted a survey of developers’ experiences of software development using a par-
ticular IDE, Qt Creator. We used the Short Dispositional Flow Scale (SDFS-2) [8],
parts of Intrinsic Motivation Inventory (IMI) [9], and a UX scale consisting of the Short
AttrakDiff-2 [10] and our own DEXI scale. We ran multiple linear regression analyses
to investigate whether these scales can significantly predict developers’ ratings of
overall UX (OUX) and the IDE’s ability to fulfill their needs (need fulfillment score,
NFS). Moreover, we address the impact of perceived choice of Qt Creator since it often
is the employer who decides which tools are used. Finally, we present best qualities and
areas for improvement in the IDE as assessed by the respondents. Our contributions
include increased understanding of developers as users, and core UX concepts related
to DX and developers’ needs related to IDEs.

The rest of the paper is structured as follows: the next section presents the back-
ground and related work followed by the research methodology. Then the results
section presents the linear regression analyses on the scales’ ability to predict OUX and
NFS, the impact of perceived choice on DX, and the core qualities of IDEs. We discuss
our results and threats to validity. Finally, we present concluding remarks.
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2 Background

Motivation and Flow. One of the current influential theories of motivation is
self-determination theory developed by Deci and Ryan [11]. They distinguish between
intrinsic (IM) and extrinsic motivations (EM). IM refers to engaging in a task because
of it is inherently pleasurable and satisfying, whereas EM refers to engaging in a task
because of its outcomes, the task is used as a means to lead to the outcome [11]. In
contrast, flow refers to a state of concentration so focused that it amounts to absolute
absorption in an activity [12]. Applicable to both work and leisure [13], flow builds on
IM and internal reward over the achievement rather than on external goal or recog-
nition. Its effect can be characterized as being totally focused on a particular task at
hand, so that the person becomes fully immersed in a feeling of energized focus, full
involvement, and enjoyment in the process of the activity. While immersed, three
conditions have to be met to achieve a flow state [14]: (1) One must be involved in an
activity with a clear set of goals and progress; (2) The task at hand must have clear and
immediate feedback; (3) One must have a good balance between the perceived chal-
lenges of the task at hand and their own perceived skills, so that there can be confidence
in one’s ability to complete the task at hand.

User Experience. Commonly, UX is understood as subjective, context-dependent,
and dynamic [15]. It is affected by user’s expectations, needs and motivation, as well as
system characteristics such as purpose and functionality, and the context of use
including physical, organizational and psychological aspects [6]. The
hedonic-pragmatic model of UX divides user experience into a hedonic or
non-utilitarian dimension and a pragmatic or instrumental dimension [16]. Hassenzahl
[16] further divides the hedonic into two sub-dimensions of identification and stimu-
lation while the pragmatic/instrumental dimension relates to usability and usefulness.

Software Engineering. The core of software development is writing program code
that constructs the running software; this demands the ability to concentrate and work
alone for many hours [17]. Moreover, programming work requires a logical mind and
the ability to pay attention to details [17]. Developers need to be analytical, capable of
making decisions, independent, creative, tenacious, and be able to tolerate stress [18].
Although programmers tend to be introverted, sensing, and thinking [17], social skills
are crucial in their work: developers’ interpersonal and communication skills have been
considered even more important than their technical skills for project success [19]. Due
to the complex nature of software development, specialized tools are used. One of the
most general tools that are used to create programs is an IDE, which offers numerous
features. A sophisticated IDE, extended with plugins, may manage dependencies
among different packages and modules, control complex builds, and provide linking to
other tools such as requirements management or test environment. Thus, the IDE acts
as an interface between the developer and the computing infrastructure that is needed
for creating, configuring, and managing complex applications as well as their source
code and build environment.
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IDEs have two main productive goals: increasing developer speed and reducing the
number of errors made by developers [1]. As IDEs are a main tool in software
development, they also play a major role in making developers productive and com-
fortable in their work. Moreover, IDEs are a key aspect in developer experience (DX),
a concept that encompasses developer’s perceptions of their work and phenomena
related to it such as cognitive, motivational, affective, and social aspects. For example,
memory overload is a limiting factor for programmers, especially for beginners who
have not yet developed strategies to relieve it [20]. Modern development environments
provide many aids to programmers, but the same challenges are still present. Cognitive
factors also concern larger structures in software development, such as methods and
processes, but research on this aspect is scarce.

Developer Experience and Motivation. The concept of DX aims to provide an
intuitive abstraction of the huge variety and quantity of human factors that influence
developers and the outcomes of SE [7]. While UX considers the context of use of a
system, DX considers the context of software development, including aspects beyond
software tools, such as development processes, modeling methods, and other means of
structuring SE tasks. Some of these aspects are embedded in tools such as IDEs while
others are part of organizational practices. The software development activity and
environment differ in significant ways from other information-intensive activities and
environments. For example, software development requires a nested understanding:
developers use software to build further software that is to be used by users to
accomplish their particular tasks. Also, developers frequently configure and extend
their tools, in effect continuously developing both the development environment and
the end product at the same time.

Developer motivation is as another important factor in SE. The majority of studies
on motivation in SE report that developers are distinct from other occupational groups
with respect to motivation [3]. “The work itself” is the most commonly cited motivator,
but there is a lack of detail regarding what aspects of the work is motivating, how
motivational processes occur, and the outcomes of motivating developers [3, 21].
Investigations also show the importance of considering affective aspects of SE. The
presence and variation of developers’ emotions over time has been documented [22].
Programming is influenced by mood [4], and happiness has been found to have pro-
ductivity benefits [2]. This underlines the importance of considering affective aspects
both for purposes of well-being and outcomes.

3 Method

Our research goal is to increase understanding of DX. We aim to clarify how flow, IM,
and UX are intertwined in software development. This will enable improvement of
development tools to better support developers’ ability to experience flow in their work
and to enhance developers’ IM towards their work. Our hypothesis is that these factors
make developers’ work more enjoyable and increases their productivity.
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In this paper we address the following research questions:

1. Can we predict the developers’ overall UX with the IDE and its ability to fulfill their
needs from their sense of flow in their work and their IM?

2. Can we predict the developers’ overall UX with the IDE and its ability to fulfill their
needs from their assessment of the practical, hedonic, and general quality of the
IDE?

3. What kind of impact does perceived choice have on developers’ assessments?
4. How do developers describe the best qualities of the IDE and those that need

improvement in relation to UX vocabulary?

We conducted a survey measuring developers’ self-reported experiences of soft-
ware development activities when using Qt Creator, a cross-platform IDE including a
code editor, graphical user interface editor, compiler, visual debugger, and version
control. Our survey consisted of the following three scales: (1) the Short Dispositional
Flow State Scale (SDFS-2) [8] used in its entirety, (2) parts of the Intrinsic Motivation
Inventory (IMI) [9] including questions related to interest/enjoyment, perceived com-
petence, effort/importance, and perceived choice, and (3) a UX scale consisting of the
short version of the AttrakDiff-2 (SAD-2) [10] used in its entirety and our own
Developer Experience Scale (DEXI). The scales, except DEXI, were selected because
they are widely used and validated. They are also short enough to be combined in a
single survey. DEXI was created to address characteristics of software development.

Respondents also rated the overall UX (OUX) of the IDE and its ability to fulfill
their needs (NFS) as follows: (1) OUX: “How would you rate the overall user expe-
rience of Qt Creator?” (from 1 = bad to 7 = good). (2) NFS: “How well does Qt Creator
respond to your needs?” (ranging from 1 = not at all to 7 = completely). We also asked
respondents to describe the qualities of the IDE on two open-ended questions: (1) “In
your opinion, what are the best qualities of Qt Creator?” and (2) “How could Qt Creator
better support your development work?”. Finally, we collected demographic infor-
mation, including the country they were based in, age, experience of software devel-
opment (in years), experience of using Qt Creator, developer role, size of the
organization they are working for, their operating system and target platforms, and used
license type of Qt Creator.

Dispositional Flow State Scale (SDFS-2). We measured the frequency with which
developers experience different dimensions of flow during software development
activities with Qt Creator using the Short Dispositional Flow State Scale (SDFS-2) [8],
with Likert items (from 1 = never to 7 = always). The SDFS-2 measures nine
dimensions of flow, each with one item (Table 1). In addition to the SDFS-2 items, an
additional item measured the experience of frustration: “I feel frustrated”.

Intrinsic Motivation Inventory (IMI). Since the original IMI is long and repetitive,
we used a shortened version as recommended [23] (Table 2) with selected items from
the following IMI subscales: interest/enjoyment (the actual self-report measure of IM),
perceived competence, effort/importance, and perceived choice. Framing of the ques-
tion and assessment scale was according to the IMI. Thus, the question was as follows:
“For each of the following statements‚ please indicate how true it is for you‚ using the
following scale” (from 1 = not at all true to 7 = very true).
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UX Scales. We used the short version of AttrakDiff-2 (SAD-2) [10]. It contains four
items (word-pairs) for both practical (PQ) and hedonic quality (HQ) of UX, and one
each for measuring goodness and beauty (general UX quality, GQ). In addition, we
formed our own DEXI scale for measuring additional aspects of UX. We selected
DEXI items from the following sources: AttrakDiff [16], the dataset of a meta-study of
often used UX items [24], and concepts that have been used to describe DX [7]. We
used the structure and wording of AttrakDiff in DEXI. We aimed at construct a scale
that would be relevant to software development. We selected 5 items (PQ1– PQ5)
measuring pragmatic UX quality (difficult/easy to learn; inflexible/flexible;
limited/extensive; uninformative/informative; inefficient/efficient) and 6 items (HQ1–
HQ6) measuring hedonic (non-utilitarian) quality (discouraging/motivating;
suppresses/promotes creativity; decreases/increases respect; unenjoyable/enjoyable;
separates me from others/brings me closer to others; uninvolving/engaging). One item
(GQ-1) measured general quality (not recommendable/recommendable).

Procedure. A web survey was organized with the Qt Company, the provider of Qt
Creator. The survey had a front page presenting informed consent statements adopted

Table 1. SDFS-2 scale. Dimensions of state of flow and related survey items [8]

Flow dimensions SDFS-2 item

Challenge-skill balance I feel I am competent enough to meet the high demands of the
situation

Action awareness I do things spontaneously and automatically without having to
think

Clear goals I have a strong sense of what I want to do
Unambiguous feedback I have a good idea while I am performing about how well I am

doing
Concentration on task I am completely focused on the task at hand
Sense of control I have a feeling of total control
Loss of
self-consciousness

I am not worried about what others may be thinking of me

Transformation of time The way time passes seems to be different from normal
Autotelic experience The experience is extremely rewarding

Table 2. Selected subscales and survey items of IMI [9]

Subscale Survey item

Interest/enjoyment I enjoy software development work very much
I think software development is a boring activity
I enjoy using Qt Creator very much

Perceived competence I am satisfied with my performance at software development
I am pretty skilled in software development
I am pretty skilled in using Qt Creator

Effort/Importance It is important to me to do well in software development
Perceived choice I use Qt Creator because I have no choice
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from World Health Organization’s template for qualitative studies [25]. We instructed
only those who had been using the IDE to respond, and to respond only once. A global
online developer community and Twitter were used to target users of the IDE.
Although the survey was distributed globally, the main interest of the IDE provider was
in Middle European market. The survey was available for the respondents for four
weeks. Participants’ median completion time was 9 min (M = 17, SD = 31).

Participants. Participants were developers using Qt Creator in their work. In total, 57
developers responded from 25 different countries. Respondents’ countries were:
France: 8; Germany: 7; Italy: 5; Norway: 4; Austria, Australia, Finland, Switzerland,
and United States: 3; Russia and Sweden: 2; Algeria, Andorra, Bulgaria, Brazil,
Belarus, Czech Republic, Denmark, Indonesia, India, Iran, Poland, Slovenia, Ukraine,
and United Kingdom: 1. The average age of respondents was 35 years (SD: 10).
Respondents had on average 8 years (SD: 5) of working experience in software
development. 86.0 % of respondents had been using Qt Creator for over a year, 12.3 %
for over a month but less than a year, and 1.8 % had used it several times. 42.1 % of
the respondents considered themselves as front-end developers, 21.1 % as back-end
developers, 19.3 % as architects, and 17.5 % considered themselves as other types
including either a combination of these roles, or hobbyist, teacher, or researcher.
Considering the size of organization where they worked, 22.8 % were individual
developers, 19.3 % worked for micro businesses (employing ten people or less),
19.3 % worked for small companies (over ten but less than hundred employees),
24.6 % worked for middle-sized companies (100–1000 employees), and 14.0 %
worked for large enterprises employing more than 1000 people. Approximately half the
respondents (49.1 %) used Linux as their primary development platform, while 28.1 %
used MS Windows and 21.1 % OS X. Most of the respondents (91.2 %) developed
desktop software, 40.3 % developed mobile software, and 25.6 % developed embed-
ded software (multiple choices were possible on this question). Free software licenses
were used by 75.4 % of respondents, while the rest (24.6 %) used commercial licenses.
Demographic variables were not significant predictors of any of the studied variables.

4 Results

Predicting Overall UX and Needs Assessment from Sense of Flow and Intrinsic
Motivation. Four multiple linear regressions investigated whether the items of the
measures of flow (SDSF-2) and intrinsic motivation (IMI) significantly predicted the
respondents’ ratings of overall UX (OUX) with the IDE and its ability to meet their
needs (NFS).

OUX could be predicted significantly from the SDSF-2 scale (see Table 3). How-
ever, only one of the SDSF-2 items was a significant individual predictor, the autotelic
experience item, (“the experience is extremely rewarding”). OUX could also be pre-
dicted from the IMI scale with two of the items being significant individual predictors,
both interest/enjoyment items: “I enjoy software development work very much” and “I
enjoy using Qt Creator very much”.
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Need fulfillment (NFS) could also be predicted from the SDSF-2. Two individual
items were significant individual predictors: the autotelic experience item (“the expe-
rience is extremely rewarding”) and the sense of control item (“I have a feeling of total
control. NFS could also be predicted from the IMI scale. Two items were significant
predictors: “I think software development work is a boring activity” and “I enjoy using
Qt Creator very much”.

Predicting Overall UX and Needs Assessment from Practical, Hedonic, and
General UX Qualities. When comparing the assessments of quality types, general
quality had the highest mean assessment score while the hedonic had the lowest. The
difference is statistically significant: The null hypothesis that “the median difference
between measurements of PQ, GQ, and HQ, pairwise, is zero” was rejected as follows:
between measurements of practical and general quality Z = −3.333, p < .01. between
measurements of hedonic and practical quality Z = −4.171, p < .001; between hedonic
and general quality Z = −5.590, p < .001. Thus, the GQ assessment was significantly
higher than assessment of PQ and HQ.

The overall UX rating, OUX, could be predicted significantly from PQ, GQ, and HQ
together (see Table 3). However, only HQ was on the borderline of being a significant
predictor.

NFS could be predicted significantly from PQ, GQ, and HQ together (see Table 3).
However, none of the quality types were significant predictors.

Perceived Choice. The use of work-related tools can be mandatory since often the
employer is the one who selects the tools to be used [24]. We measured perceived
choice of use with the IMI scale question “I use Qt Creator because I have no choice”.
It had significant negative correlation with both OUX and NFS (r = −.380, and
r = −.370, respectively, p < .01 for both). Thus, developers who perceived high level of
choice in use of the IDE assessed OUX and NFS higher than developers who perceived

Table 3. Survey scales/items that significantly predicted OUX and NFS scores. Legend: “UX
scales” refers to SAD-2 and DEXI together.

Overall UX (OUX) Needs Assessment (NFS)

SDFS-2 (F = 3.44, df = 10, p < 0.005) SDFS-2 (F = 4.48, df = 10, 46, p < 0.001)
The experience is extremely rewarding (t =
2.85, p < 0.01)

The experience is extremely rewarding (t =
2.27, p < 0.05)

I have a feeling of total control (t = 2.80, p <
0.01)

IMI (F = 6.72, df = 8, 48, p < 0.001) IMI (F = 9.04, df = 7, 49, p < 0.001)
I enjoy software development work very
much (t = 2.29, p < 0.05)

I think software development work is a boring
activity (t = 2.26, p < 0.05)

I enjoy using Qt Creator very much (t =
5.01, p < 0.001)

I enjoy using Qt Creator very much (t = 5.62, p
< 0.001)

UX scales (F = 9.80, df = 3, p < 0.001) UX scales (F = 6.24, df = 3, p < .01)
General quality (GQ) (t = .129, n.s.) General quality (GQ) (t = .48, n.s.)
Hedonic quality (HQ) (t = 2.00, p = 0.05) Hedonic quality (HQ) (t = .16, n.s.)
Practical quality (PQ) (t = .556, n.s.) Practical quality (PQ) (t = 1.49, n.s.)
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their use of the IDE as mandatory. In addition, developers with low perceived choice
enjoyed using the IDE less; there was a moderate negative correlation between per-
ceived choice and the IMI item “I enjoy using Qt Creator very much” (r = −.534, p <
.001). Enjoyment on the IMI scale measures motivation and thus we can conclude that
developers with lower perceived choice were less motivated towards using the IDE
compared to those with high perceived choice. Developers with low perceived choice
also felt frustrated more often (r = .519, p < .001). Finally, there was a significant
negative correlation between the perceived choice and challenge-skill balance in using
the IDE (r = −.296, p <.05).
Since developers with low perceived choice enjoyed using the IDE less than others, we
also address here correlations between the motivation towards using the IDE (“I enjoy
using Qt Creator very much”) and other measures. There was a significant correlation
between motivation towards using the IDE and both NFS and OUX ratings (r = .682,
and r = .639, respectively, p < 0.001 for both). On the SDFS-2 items, developers who
enjoyed using the IDE also experienced a significantly higher sense of control (r = .548,
p < .001) and considered the experience significantly more rewarding (r = .539, p <
.001). They also felt frustration significantly less (r = −.498, p < .001). In addition,
developers who enjoyed using the IDE considered themselves significantly more
skilled in using the tool (r = .400, p < .01).

Best Qualities of the IDE and Opportunities for Improvement. Respondents
considered efficiency, flexibility, informativeness and intuitiveness the best qualities of
Qt Creator and flexibility, informativeness, and reliability required improvement the
most (see Fig. 1) [26]. Thus, although the IDE was considered both flexible and
informative, these were also areas that required improvement the most. It might indi-
cate that these concepts are focal for an IDE. In contrast, developers considered effi-
ciency as one of the best qualities most often (38 % of respondents mentioned it), and it
rarely was considered as subject for improvement. However, reliability was rarely
mentioned as good quality, whereas 36 % of the respondents considered Qt Creator
should be more reliable, mostly in terms of stability and faultlessness.

The category of efficiency includes mainly items related to the IDE being fast and
efficient to use. Flexibility is the ability of an IDE to respond to developers’ needs such
as being customizable, scalable, extensive, compatible, or complete. Informativeness
was most often related to the presentation of code and text editors, for instance, to
intelligent code completion and text highlighting. It was also related to the quality and
presentation of information in different built-in tools such as the debugger. Reliability
addresses the robustness, stability, faultlessness, and recoverability of the IDE. Intu-
itiveness is related to the IDE being simple, intuitive, understandable, intelligent, and
sensible. Clarity includes such items as clean, unbloated, uncluttered, light, and
well-structured. Value was described with the following words: good, great, awesome,
best, and free. Aesthetic design was related to the screen layout and the outlook and
visual design of the IDE. Empowerment means the ability of the IDE to support
developers’work and respect the variety of tasks they have. Finally, approachability was
mentioned as creating friendly atmosphere and making the developer to feel at home.
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Of the UX qualities identified efficiency, effectiveness and learnability are pro-
ductivity factors. Ease of use and intuitiveness relate to interaction quality whereas
informativeness and reliability relate to information and system quality, respectively.
Empowerment, approachability, and aesthetic design are hedonic qualities related to
stimulation, appeal and aesthetic quality, respectively [16].

5 Discussion

Based on the responses of 57 developers from 25 countries, who responded to the
survey, research questions are answered as follows:

1. Can we predict the developers’ overall UX with the IDE and its ability to fulfill their
needs from their sense of flow in their work and their intrinsic motivation?
We found that autotelic experience and intrinsic motivation (IM) towards both
software development and the IDE were significant predictors of developers’
overall UX. Need fulfillment could be predicted from the aforementioned autotelic
experience item and sense of control and from intrinsic motivation.

2. Can we predict the developers’ overall UX with the IDE and its ability to fulfill their
needs from their assessment of the practical, hedonic, and general quality of the IDE?
We found that practical, hedonic, and general quality together were significant
predictors of overall UX. None of the qualities alone significantly predicted overall
UX. However, hedonic quality was on the borderline of being a significant predictor
(p = .05). Practical, hedonic, and general quality together were also significant
predictors of need fulfillment. However, none of the qualities alone was a signifi-
cant predictor of need fulfillment.

Fig. 1. Best qualities of Qt Creator and those that need improvement as reported by respondents.
Percentage of respondents (N = 45) per category.
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3. What kind of impact does perceived choice have on developers’ assessments?
We found that perceived choice had a significant negative correlation with both
overall UX and need fulfillment. It also had a significant negative correlation with
intrinsic motivation towards using the IDE and a significant positive correlation
with the frequency of feeling frustrated. Finally, perceived choice had significant
negative correlation with challenge-skill balance considering using the IDE.

4. How do developers describe the best qualities of the IDE and those that need
improvement in relation to UX vocabulary?
We found that developers considered efficiency, flexibility, informativeness and
intuitiveness the best qualities of the IDE whereas flexibility, informativeness, and
reliability required improvement the most. Developers described qualities of the
IDE with regard to the following practical qualities: productivity and interaction and
information quality. System quality represented general quality in developers’
descriptions and hedonic qualities were related to stimulation, appeal, and aesthetic
quality.

Reflections on Concept of Developer Experience. Fagerholm et al.’s [7] framework
of DX addresses the concept in terms of factors related to the perception of develop-
ment infrastructure, feelings towards work, and the value of the developer’s contri-
bution. They relate cognition to the perception of infrastructure, affect with feelings
towards the work, and intention (conation) with the value of contribution. In our study,
the IDE itself represents the development infrastructure and cognition, affect and
intention were addressed with regard to it. Our results indicate that developers also
address the infrastructure via intention and affect. Their IM was towards both the use of
the IDE and the development work. Some developers described the best qualities of the
IDE with affection. In addition, the overall UX assessment of developers seemed to be
affected more by the hedonic than pragmatic quality of the IDE since the mean value of
the hedonic aspect of UX (HQ) was on the borderline of being a significant predictor of
overall UX (p = 0.05) whereas the overall UX could not be predicted from the practical
or general quality. Thus, our results suggest that Fagerholm et al. over emphasized the
cognitive approach of developers towards the development infrastructure. Moreover,
the developers’ intrinsic motivation also seems to focus on using the IDE while
Fagerholm et al. associate it with the developer’s contribution. However, the IDE is
used to create a contribution and thus our study cannot separate motivation towards
development work itself and motivation towards the software under development.

Threats to Validity. We studied only one IDE and thus some of our results might be
specific to that. We also had a relatively limited number of respondents (57). In the
future, other IDEs and development work in general should be studied. We did not
control multiple answering of the questionnaire but asked developers to respond only
once. However, we consider the likelihood of multiple answering small. Since the
invitation to participate was sent to an online developer community and Twitter, only
developers who use those channels could participate, thus limiting the population of
developers we sampled from. However, we found no significant difference between
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developers who were recruited via the online community and those contacted via
Twitter. In addition, demographic variables were not significant predictors of any of the
studied variables.

6 Conclusions

We have presented results of software developers’ sense of flow, their intrinsic moti-
vation (IM) and developer experience (DX) in the context of software engineering. We
conducted a survey study on developers using Qt Creator as their development envi-
ronment. We aimed to clarify how flow, IM, and UX are intertwined in software
development. Our final goal is the improvement of development tools to better support
developers’ ability to experience flow – deep, focused, rewarding concentration in their
work – and to enhance developers’ IM towards their work. Our hypothesis was that
these factors make developers’ work more enjoyable and increase their productivity.
Our results suggest that IM and sense of flow are significant predictors of DX. IM
towards both development work itself and using the IDE significantly predicted DX.
Moreover, we found perceived choice of use a significant predictor of both developers’
assessment of UX and need fulfillment. Perceived choice also affects developers’ IM
towards using the IDE and their sense of frustration during development tasks. Thus,
developers’ motivation is affected both by tool selection and qualities of development
tools. Further studies are needed to address their impact on developers’ productivity.

Our work examined DX mainly in relation to the key development tool, the IDE.
Considering the central role of the IDE in developers’ daily activities, it can be
expected that results considering developers’ experiences while using the IDE play a
prominent role also for DX in general. In relation to the concept of DX, our paper
contributes to increased understanding of its key factors and its relation to UX, IM, and
the flow state experience.

Open Access. This chapter is distributed under the terms of the Creative Commons
Attribution-NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-
nc/4.0/), which permits any noncommercial use, duplication, adaptation, distribution and
reproduction in any medium or format, as long as you give appropriate credit to the original
author(s) and the source, a link is provided to the Creative Commons license and any changes
made are indicated.

The images or other third party material in this chapter are included in the work’s Creative
Commons license, unless indicated otherwise in the credit line; if such material is not included in
the work’s Creative Commons license and the respective action is not permitted by statutory
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Abstract. Minimum viable product (MVP) is the main focus of both business
and product development activities in software startups. We empirically
explored five early stage software startups to understand how MVP are used in
early stages. Data was collected from interviews, observation and documents.
We looked at the MVP usage from two angles, software prototyping and
boundary spanning theory. We found that roles of MVPs in startups were not
fully aware by entrepreneurs. Besides supporting validated learning, MVPs are
used to facilitate product design, to bridge communication gaps and to facilitate
cost-effective product development activities. Entrepreneurs should consider a
systematic approach to fully explore the value of MVP, as a multiple facet
product (MFP). The work also implies several research directions about pro-
totyping practices and patterns in software startups.

Keywords: Prototype � MVP � MFP � Software startups � Software
development � Empirical study � Exploratory case study

1 Introduction

Software industry has witnessed a growing trend of software products developed by
software startups, often newly created companies with little operating history aiming at
high-growth software products. Different from established companies, startups typi-
cally deal with identifying and implementing a product that delivers actual customer
value [1]. Recent methodological approaches for startup product development, i.e.
Lean startup [3] or new product development processes [2] emphasize the ability to
learn about actual problems from early customers and the speed of learning. According
to Lean Startup [3], every startup should start with building a Minimum viable product
(MVP), and use it to validate their hypotheses about customer needs.

MVPs, defined as products with just enough features to gather validated learning
about the products, is a major focus in early stages. It plays an important role not only
for a startup team, but also the startup’s external stakeholders, such as potential users,
investors and mentors. Nowadays, MVP is a key artifact to be shown in a meeting with
an investor. There are several different types of MVPs, varied by development efforts,
their purposes and stages they often occur [3]. For instance, a landing page, as one
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MVP, can be quickly created to communicate the product proposals to public. A single
feature prototype, as another MVP, might take several months for construction and
integrate into final product. Besides, different MVPs might be used to serve the same
purpose, for instance, to communicate with investors.

It is little known about how MVPs are used after their creation, from both com-
munity of practitioners and researchers. Given the importance of MVPs for early stage
startups, we are interested in understanding how the MVP is used in software startups:

“RQ: How are MVPs used in early stage software startups?”

We argued that from an engineering perspective a MVP shares a lot of charac-
teristics with a software prototype. Prototyping has a long history in Software Engi-
neering (SE) research, as an essential part of water fall life cycle [5]. However, in SE
research, there is little discussion about prototypes in the context of software startups
[6, 7]. In this paper, we discussed about the usage of MVP in the relation to prototype’s
characteristics. We also argued that MVPs has been used to communicate with external
stakeholders, such as investors and early customers. Information System (IS) has a
theory to explain about how an artifact was used to communicate among different
communities with different expertise [8]. Therefore, we utilized the boundary spanning
theory to initiate and to capture the MVP usage.

The paper is organized as follows; firstly we presented backgrounds about MVPs,
software prototype and boundary spanning theory (Sect. 2). Then, we described our
research approach and case description (Sect. 3). After that, the qualitative findings are
presented (Sect. 4). Finally, we discussed the reflections of study, threats to validity
(Sect. 5), conclusion and future work (Sect. 6).

2 Background

2.1 Classification of MVPs and Prototypes

Eric Ries initiates the classification of MVP types [3], which are discussed among the
community of practitioners, including:

• Explainer video: a short animation that explains what your product does and why
users should buy it. The video is often simple, lasts for 30 s to few minutes.

• Landing page: a web page where visitors “land” after clicking a link from an e-mail
or another type of a campaign. A landing page is used to quickly communicate the
startup proposals, to diffuse objections, and to call the visitors to action.

• Wizard of Oz: an user interface that looks like a real working product, but the actual
business process is manually carried on. The purpose of this MVP is to demonstrate
the complete job done by the product.

• Concierge MVP: a manual service that consists of exactly the same steps users
would go through with the product.

• Piecemeal MVP: similar to Wizards of Oz MVP, however, execution of the tasks is
done by using existing tools.

• Mockup MVP: such as, paper prototype and wireframe, was representative of
product user interface without any functionality.
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• Public project proposal: Kickstarter and other crowdsourcing sites allow for users to
pre-purchase the product and provide a great way to raise money for initial orders.

• Single feature MVP: a prototype that implements the most important function of the
product.

• Rip off MVP: a successful product to get feedback, then pivot in a different
direction.

The term “prototype” is also often used in startup context as an interchangeable
term with MVP. There are different types of software prototypes often used in early
phases of software development, such as throwaway, or rapid prototype, which con-
sumes very little efforts with minimum requirement analysis to build a prototype [9].
Another type of prototype is evolutionary prototype, which bases on building actual
minimal functionality in the beginning [9]. Last but not least, incremental prototype
refers to building multiple functional prototypes of the various sub systems and then
integrating all the available prototypes to form a complete system [9]. In this paper, we
use the above categories to differentiate and discuss about different type of MVPs
during earl-stage software startups.

2.2 Theory of Boundary Spanning

To explain the roles of MVPs and prototypes, we borrow the theory of boundary
spanning across boundaries in software startups. From the view of knowledge man-
agement, most innovation happens at the boundaries between specialized pools of
knowledge [8, 10, 11]. Three types of knowledge boundary is commonly mentioned in
IS literature:

• A syntactic knowledge boundary occurs when there is a lack of a shared syntax and
creates the concern that information may not be processed properly across a given
boundary [8]. For instance, entrepreneurs use business terms that make developers
do not understand.

• A semantic knowledge boundary occurs when a common syntax is present, different
interpretations of the common syntax make communication and collaboration dif-
ficult [8]. For instance, a designer might think about artistic mindset while a
developer think of software architecture when talking about design thinking.

• Pragmatic knowledge boundary occurs when a common interest has to be achieved
when participants negotiate with each other on the scope [8], consequences and
conflict solutions of knowledge delivery, i.e. developers and entrepreneur do not
share common interests, i.e. a clash of interests occurs.

Boundary artifact is used to cross these different types of knowledge boundaries
[10]. The theory states that an artifact only helps bridging knowledge boundaries if it
qualifies as a boundary object, which is described as an artifact that “sits in the middle”
of diverse knowledge groups, establishing a “shared and sharable” context for dis-
tributed problem solving. These artifacts need to be “both plastic enough to adapt to
local needs and constraints of the several parties employing them, yet robust enough to
maintain a common identity across sites” [11].
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3 Research Approach

3.1 Study Design and Case Selection

We conducted this study by using a multiple-case study design [12]. As shown in
Fig. 1, we adopted a mixed approach of deductive and inductive research. The initial
observations about MVP usage were extracted from Case B and abstracted by using
classification from software prototyping and theory of boundary spanning. The initial
themes were used to guide the analysis of interview transcripts later. The final thematic
scheme of significant MVP usage was extended from all five case studies.

These cases describe startups from the seed-stage to the early growth-stage i.e. from
ideas to prototypes and operating products. For concealment the startups are not named
in this paper, but are instead referred to as Company A, B, C, D and E, as described in
Table 1. The cases are selected by using our industrial network, using three selection
criteria: (1) companies have at least three people and first paying customer, (2) com-
panies have at least six months operations, (3) and companies have performed some
types of software development. The industry domain varies from retail, marketing to
construction. Cases come from Italy, Norway and Finland with company size vary
from three to 18 full-time employees. Most cases have been operated mainly by
self-funding. Business models include both Business-to-Business (B2B) and
Business-to-Customer (B2C). All of the investigated startups were founded by experts
in software development.

3.2 Data Collection and Analysis

Methodological triangulation in data collection is implemented by using documents,
interviews and observation. Business documents, such as business model canvases and
full description of business plan was exposed to the research team as a preliminary step
prepared for interviews. Interview is our primary source of information. In most of the
cases, we conducted multiple interviews with their CEOs, CTOs and co-founders.
The interviewees were asked questions about (1) realization of business idea (2) pivot
practices (3) product design and development. Observation is useful to understand how

Fig. 1. Research approach
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MVPs and prototypes were implemented and used in the working environment. In
Case B, the author participated in five weekly meetings. In Case A, the CEO has
provided a narrative description of the startup process and observations from that.

We used thematic analysis to analyze the data, a technique for identifying, ana-
lyzing, and reporting standards (or themes) found in qualitative data [13]. We started by
reading all interview transcripts and relevant documents, and coded them according to
open coding [14]. Each segment of text that expresses MVPs and the usage of these
MVPs or prototypes were labeled with an appropriate code. The MVPs were later
classified into the MVP types, prototype types and boundary spanning types, if rele-
vance. The emerged MVP usages were compared across interviews and finally merged
into a final thematic map.

4 Result

4.1 Types of MVPs

Table 2 summarizes different types of MVP used in our cases. According to the data,
software startups adopted several types of MVPs in early stages. Landing page were
used by all cases, often during the product development or close to the product launch.
Different types of mockups were used extensively during early stages. For example,
Case B used a wireframe tool called JustInMind, as the major tasks in the beginning of
their project. In Case C, paper prototypes were used during most of all customer
meeting. Except Case C, all of our cases started early with developing the first most
important feature of their product. Other types of MVPs, such as Concierge MVP,
Wizard of Oz and Picemeal MVP were also used in some cases. In the next sections,
we described three main roles of these MVPs, which are design artifact, boundary
spanning object and reusable artifact.

Table 1. Startup case demographic

Id Product Year Loc. Dev. approach #
Ppl.

Latest Stage

A Online photo marketplace 2012 Italy Lean startup,
Tailor Agile

6 Implementation

B Marketplace for food hub 2015 Norway Adhoc 3 Conceptualization
C Collaboration platform for

construction
2011 Norway Distributed Scrum 4 Commercialization

D Sale visualization 2011 Norway Tailor Agile 18 Commercialization
E Under water camera

product
2011 Finland Adhoc 3 Implementation
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4.2 MVP as a Design Artifact

Table 3 describes the themes that were grounded from interviews, As a design artifact,
a MVP facilitates the visualization of ideas, the reflection on architectural design and
the innovation process.

Visualizing Design Idea: As a rapid prototype, MVP is a mean to travel from idea to
real product. In Case B, paper-based UI prototypes were used during brainstorming
sections when the team virtually meets. The CEO mentioned, “Each of us has our own
design version of [Product name], when [CTO name] describes his idea about sharing
meals among students…We start sketching the workflow and the app UI right away…”.

Table 2. Prototyping approaches in our cases

Cases
A B C D E

Types of prototype
Landing page X X X X X
Mockup MVP X X X X X
Single feature
MVP

X X X X

Concierge MVP X
Explainer video X
Wizard of Oz X
Piecemeal MVP X

Table 3. Data grounded themes on prototype usage

Companies
A B C D E

MVP as a design artifact
Visualizing design idea X X X X X
Reflection on architectural design X X X
Facilitation of creativity X X
Clarifying mismatches on user expectation X X X
MVP as a boundary spanning artifact
Bridge between Business mind vs. Technical
mind

X X X

Bridge between Entrepreneur team vs. End user X X
Bridge between Entrepreneur team vs. Investors X X X
MVP as a reusable artifact
Documentation X X X
Growth hacking mechanism X X
Bootstrapping tool X X X X X
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The practice is also found in Case C and D, for example, “During the design meeting, the
team worked together in the a collaborative mockup prototyping tool. The team mem-
bers continued giving inputs to refine the prototype.”, mentioned by the CEO of
Company C.

Initial ideas and prototypes can vary, hence, cross-check during prototyping phase
is often necessary. For non-technical founders, visualizing their thoughts is important
to provide inputs for technical design: “I have many great ideas, but I have no idea if
they can be implemented. Building a prototype at least allows me and also others in my
team to ask the right questions… Visions and theory are notoriously hard to implement.
A prototype has to be real enough to be convincing, without looking like science
fiction.” (CEO of Company C).

Reflection on Architectural Design: MVP prototyping process is where product design
is reflected and revised. In Case B, mockup MVPs were created by the CEO to capture
the idealization phase. Meanwhile, the architecture of a product was initiated by the
CTO. The mockup MVP and architectural design was started at the same time and
gradually became two separate tasks that reflect business requirements and technical
insights. After talking to early customers, the MVP was updated according to new
requirements. Consequently, the MVP became a batch of new inputs for the final product
architecture: “From looking at the MVP you can see that the options for taken-away or
eat-with-host is not there in our workflow. I will update it in the next meeting …” (CTO
of Company B). It is also similarly mentioned in Case E, while the CTO reflected on how
they had changed the code structure based on early feedback from early stage working
prototypes: “Refactoring is not too big an issue compared to benefits of early releases…”
(CTO of Company E).

Facilitation of Creativity: MVP, as a rapid prototype, is more important than ideal-
ization phase, as it gives the balance between realistic and futuristic design. In Case B,
the process of finalizing a product idea has a typical path of a new product development
process [2]. Several ideas were discussed from the beginning, such as mood tracking,
event scheduling, e-receipt and food sharing. After many internal discussions, the focus
is to create a platform that facilitates gathering with friends by sharing food. Diverged
from theory, idea screening and concept testing was not really distinguished and occurs
iteratively in Case B. As ideas could come from all team members, to illustrate a given
concept, the CTO created a small prototype to convince other team member. From
experience of a serial entrepreneur, making a concrete visualization of an idea will
make his/herself and other team member easier to evaluate the innovative character-
istics of the product: “When initiating in my mind, the idea sounds great. When putting
it into paper, it looks similar to existing products that I know.” (CEO of Company D).

Realize Prototype-User Expectation Mismatch: MVP is also appeared as a part of
Lean startup approach to adjust the problem-solution fit. Some MVP, i.e. single feature
MVP is the latest point in time where disagreement, misalignment and different per-
spectives are harmonized for the sake of the project success. For example, in Com-
pany E, the CEO mentioned: “Real-life use cases give always nasty surprises
compared to the lab environment. In my case, river-side installations in our case are
fairly challenging. The deployed version gives much lesson to learn”.
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4.3 MVP as a Boundary-Spanning Object

The interview data revealed that MVPs facilitate bridging knowledge gap between the
entrepreneur team and external stakeholders, i.e. customers, mentor, vendor and
investor.

Bridge between Business mind vs. Technical mind: MVP is used to communicate
about technical detail and business idea, which often is the case of early stage startups. In
Company B, a syntactic boundary occurred during an early stage of team formation by a
lack of the consistent use of technical terms. A mockup MVP was used to facilitate
common language: “She is very sharp about business and finance stuffs, but it takes a
long discussion to explain her about the importance of having flexible product design…”
(CTO of Company B). The gap also occurs in case the product is technically complicated,
as described in Company E. Technical details was too much to verbally explain in our
interview, which can lead to a threat of synaptic knowledge gaps. The CTO decided to use
a paper architectural diagram to hide some of the technical details, but still convey the
product ideas and good level of technology. In Company A, we found a quote presenting
a semantic knowledge boundary between the CEO and a developer: “I asked the guy
(developer) to create a registration page and he has done a complicated page with all the
detail… I only need a very simple login function…” The CEO mentioned that if a paper
description was given, the mis-interpretation might not be there.

Bridge between Entrepreneur team vs. End users: As mentioned in [3], MVP is used
to validate if the entrepreneur’s ideas are the same with end user’s expectation. In
Company B, the idea was to develop a platform for sharing food and food-based social
gathering. Presenting the ideas to people without showing a MVP was quite difficult:
“We have done interviews with some friends … by explaining key concepts like cuisine,
Airbnb of food, … which is not effective” (CEO of Company B). Rapid prototypes, such
as landing page and explainer video were proposed to communicate to a large amount
of audiences: “As a suggestion for the next entrepreneurs, one things we should do
from the beginning is to create a landing page. It is always difficult to follow up after
interviews if you do not have a link for them” (CTO of Company B).

In Company C, the product serves for construction tenants, the CEO had stayed in
customer organization for a period to understand gaps in the current work culture and
process. At the beginning, without a MVP, the CEO had a hard time to convince
customers about the benefits of her product. Syntactic knowledge gap was the barrier
when the CEO needed to learn about their language. The one-feature MVP was used to
show practical use of her solution: “We work with a customer organization, learn how
they have worked with the current solutions and describe our proposal via the pro-
totype. It is hard for them to realize the benefit without concrete examples…” (CEO of
Company C).

Bridge between Entrepreneur team vs. Investors: knowledge gaps were observed not
only within internal members, but also between entrepreneur teams and external
stakeholders, such as vendor and investors. MVPs were used in Case E to support
communication and negotiation beyond the team boundary: “A three-dimensional
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prototype is always better than just a documented specification when negotiating
contracts for manufacturing, support, and marketing. As a startup, you need all the
leverage you can get” (CTO company E). In Company C, MVPs were used to reduce
misunderstanding between entrepreneur team and outsourcing vendor. The CEO of
Company C mentioned that mockup MVP is the major mean to communicate with the
development team in India: “I can’t seat here and write about hundred page features
and that not sure everyone understands.”

Observations from investor pitches in Company B suggest that MVP is always
recommended in any pitches and be a part of evaluation criteria. This is also mentioned
by CEO of Company D: “It is important to show investors that you are committed, and
past the idea stage. Without a prototype, most professional investors won’t take you
seriously.” While most of investors have certain knowledge about technology and the
domain, the threat can be eliminated is the pragmatic knowledge gap. The presentation
can be more interesting with demonstration, and attracting interest of investors.

4.4 MVP as a Reusable Artifact

Aligned with bootstrapping approaches of many software startups, MVPs need to be
useful in many purposes. Even for a throw-away prototype, it can be used later in the
startup processes for other purposes.

Documentation: MVP is a way to document project progress and technical docu-
ments. In Company B, a wireframe is implemented using JustInMind, with concepts of
layers, reusable objects and screen scenarios. The tool also provides a function to
generating html versions with textual descriptions. In Company C, single feature MVP
is made in a self-explained and changeable manner. It is also included architectural
decisions and instruction for further extension. Besides, each prototype is an important
milestone marker to quickly keep track on pivoting: “it doesn’t matter how certain you
are about your solution; it probably will take several changes soon. It’s much easier to
pivot the pre-production prototype than to dispose of unsellable inventory… We can
later understand why we have changed from that prototype.”

Growth Hacking Exploration: Prototyping is the phase where growth hacking can be
experienced. Growth hacking techniques help to increase the amount of users, often
require the knowledge about both marketing and software development. In Com-
pany B, one of the early discussions was on what type of MVPs should be used in the
current stage. After consulting with mentors, the team decided to use a mockup MVP
that is hosted in a public server for having better reach: “We decided to use a mockup
MVP, it is hosted in Google web server. The link was attached to our online ques-
tionnaire so we can reach more people than going to each individual interview”. In
Company D, video was used in early stage to explain the concepts to large amount of
customers without going into detail of sale and marketing terms. When the first
one-feature MVP is available, it is freely offered to some organizations as beta testing.

Bootstrapping Mechanism: MVP is an economical approach of having a product,
which is demonstrable to investors and early customers. In Company E, both software
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and hardware technology is needed in the product. They adopted multiple iterations to
gradually improve quality and performance of the product. It is mentioned that pro-
totype reduces cost of final product development: “One purpose of the long prototyping
process is that we can better learn about the technology. Once technical uncertainties
are clear, we can start again much faster with a clean product.” (CTO of Company C).

For startup generally, time means wasting opportunities, and would be come
competitor’s advantage. In Company D, the CEO suggested that “Don’t spend your
whole development budget, before finding that you need another iteration.” Com-
pany D composed of all technical members from the beginning: “You could say that we
have followed the Lean startup, the first MVP we have at December 2012 when we was
in [Incubator place] … We focus on the development of the MVP from Day one” (CEO
of Company C). With heavily focus on product development, they implemented the
strategies that making different prototypes of the same domain area. These MVPs later
can be (partly) reused by integrating into another product. CEO of Company A
mentioned:“ In reality, the process of designing, building, and validating a prototype
does dramatically reduce the risk, and allows everyone to hone in on the real costs of
going into production”.

5 Discussion

As a central part of build-measure-learn, Eric Ries emphasized the main role of MVP as
an artifact for customer validation [3]. Based on five case studies, we found that MVPs
could be useful for a startup as a design artifact, a boundary spanning artifact and a
reusable artifact. The process from business ideas to a launching product consists not
only loops but also parallel branches. When market validation and product design tasks
are carried on at the same time, certain types of MVPs would play a role of mutual
adjustment between input from customers and product design. In many cases, we
observed the benefits of having MVPs on final product development, such as increase
feedback quality and reachability.

Adoption of MVP might be influenced by many contextual factors. We discussed
about one most relevant factor, which is product development methodology. In our
cases, Agile development is the most viable processes for software startups (in Case A,
B, C, and D). In this context, fast releases with an iterative and incremental approach
shorten the time from idea conception to production. The continuous integration might
be the impetus for popular adopting evolutionary prototypes and single-feature MVP in
our cases (Company A, B, D, E). However, the prototyping process might be hindered
by other business and technical factors, leading to the inappropriateness of Agile
principles sometimes during the startup process. In Company A and D, the evolu-
tionary prototypes were implemented quite early and quickly during the process. While
in Company E, the prototype is evolved gradually over months, due to the technical
complexity of the product.

Reflecting on boundary spanning theory [10, 11, 13], we observed all three types of
knowledge boundary within a startup team and also between the team and external
stakeholders. MVP has been shown as an effective tool to break all these gaps. Syn-
tactic knowledge boundary was found between the CEO and a customer when
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explaining the product. It seems that syntactic boundary is not the main issues in our
startup cases. The reason may due to the nature of products (for wide range of users in
Company A and B), the familiarity of the CEO with the industry (Company C) and the
familiarity with some customers in the field (Company C, D and E). Semantic
boundary was found in a conversation between CEO and a developer, which can be
observed more within an entrepreneurial team. We have not found much evidence
about the boundary with mentors or investors, but it might happen as well. Pragmatic
boundary seems to be the most important issues among the team members and between
the team and investors. This can because of the divergence of entrepreneurial team in
term of startup goals and motivation over time (Company A), or pitch and presentation
skill to attract interest from investors and customers (Company B). We observe at least
in these cases that MVPs play the role of bridging these gaps.

Our research revealed different ways that MVPs can be used to support startup
business activities. However, they are not equally perceived among all startups. For
instance, only in Case B most of the MVP usages were identified. Moreover, tactics
with using MVP are arbitrary and there is no systematic approach to fully utilize the
benefit of MVP. For practitioners, we suggested that the development of MVP should
consider the ability to communicate among different stakeholders, to facilitate the
design and to save business and product development costs. In short, MVP should be
developed as a Multiple Facet Product (MFP).

There are several threats to validities worth to discuss [15]. One internal threat of
validity is the bias in data collection, as data might not represent the comprehensive
story. An important issue is related to the fact that the limited number of interviews
might not represent the complete scenarios in our context of study. In order to mitigate
this threat we selected CTO and CEO as interviewees, who have the best understanding
about their startups. We also use other types of data sources to increase our under-
standing about the cases. With Company A and Company B, we also acted as the
startup team members, which enables a lot of insights beyond interviews. Another
internal threat of validity is about how reliable the reported cases are. This is ensured as
two of the authors have not only theoretical background about software startups but
also hand-on experience.

A construct threat of validity is a possible inadequate description of constructs.
During the coding of interview transcripts, we adopted explanatory descriptive labels
for theoretical categories, to capture the underlying phenomenon without losing rele-
vant details. An external threat of validity is the representativeness of our selected
cases. As discussed earlier, the sample is collected from European technical-founded
bootstrap startups. A startup from USA or America, and a startup with different
financial models might introduce other MVP usage patterns. For more thorough
understanding and generalization of the results, a large pool of startups with variety
profiles should be included. All of the cases are small startups under development
seeking for seed funding. Besides, the startup decisions on MVP might be influenced
by individual personalities.
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6 Conclusions

The study of five startups reveals some insights for prototyping approaches in software
startups. We found that MVP is also be used as a MFP, where it supports the design
process, bridges communication gaps and facilitate the cost-saving activities. When
market validation and product design tasks are carried on at the same time, certain
types of MVPs would play a role of mutual adjustment between input from customers
and product design. MVPs were used to bridge knowledge gaps between entrepreneurs
and developers, customers, investors. Particularly, we illustrate how three types of
knowledge boundaries have been resolved using MVPs.

So far, we have explored the stated research questions through a multiple case
study. Our next step in the research is to include different types of software startups.
Possible sequences of MVPs to be developed were initially observed in Company B
and Company C. Future study will explore in-depth about MVP development processes
in other cases. Another research topic is to understand how software prototype practices
fit into Agile development context. Last but not least, OSS adoption has been essential
for product development in startup. The question would be in which way startup
companies can really benefit from adopting OSS.
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nc/4.0/), which permits any noncommercial use, duplication, adaptation, distribution and
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Åbo Akademi University, Vesilinnantie 3, 20500 Turku, Finland

kristian.nybom@abo.fi

Abstract. Many software engineering organizations around the world
are adopting DevOps. One of the goals of DevOps is to foster better col-
laboration between development and operations personnel, in order to
improve organizational efficiency. Since DevOps is lacking a common def-
inition, there are several approaches to adopt it, and organizations largely
need to determine how to apply DevOps for themselves. In this paper,
we present results from a case study in which a software organization
adopts DevOps. The focus of this research is to study the impact of mix-
ing the responsibilities between development and operations engineers.
We interviewed 14 employees in the organization during the study, and
results indicate several benefits of the chosen approach, such as improved
collaboration and trust, and smoother work flow. This comes at the cost
of a number of complications, such as new sources for friction among the
employees, risk for holistically sub-optimal service configurations, and
more.

Keywords: DevOps · Software process improvement · Adoption
benefits and challenges

1 Introduction

DevOps has in recent years gained interest in the software and service develop-
ment industry, and its adoption rate is expected to grow over the coming years
[1]. DevOps addresses the challenge of what is often described as a gap between
development and operations personnel. The gap is reduced through a combi-
nation of processes, cultural enhancements, and supporting technologies. More
specifically, DevOps encompasses automation for reducing manual effort and
improving stability, continuous feedback using metrics for improving software
development processes, and a culture of collaboration and information sharing
between teams [2]. However, the term “DevOps” is still an ambiguous concept
and is lacking a standard definition [3–5]. While the purpose of DevOps is clear,
organizations adopting DevOps must interpret and define what DevOps means
to them.

The fact that DevOps is lacking a standard definition implies that there is
no simple approach to follow when adopting DevOps in an organization. Adopt-
ing DevOps may thus not be a straightforward task since it may require that an
c© The Author(s) 2016
H. Sharp and T. Hall (Eds.): XP 2016, LNBIP 251, pp. 131–143, 2016.
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organization introduces process, personnel and technological changes and innova-
tions. Since DevOps focuses on principles for software and service development,
rather than specifying exactly how to implement DevOps, it means the path to a
successful DevOps adoption is unique to each organization [6]. Therefore, we feel
that it can be beneficial to learn from the successes and challenges experienced
during previous DevOps adoptions when planning new DevOps initiatives.

In this article, we present how a particular organization adopted DevOps
and what the impact was of this adoption from the perspective of engineers. In
particular, we study the impact of mixing responsibilities between development
and operations personnel, and how this affects the culture, tools and work prac-
tices. The study was carried out by interviewing both development (“Devs”) and
operations (“Ops”) personnel before the start of the DevOps adoption and six
months into the adoption.

2 Background: Approaches to DevOps Adoption

DevOps is commonly viewed as a professional movement that emphasizes com-
munication, collaboration and integration between software developers and IT
operations, see e.g. [7]. According to Willis [8], DevOps is comprised of four key
aspects: culture, automation, measurement and sharing. In our previous work [9],
we described DevOps as a number of engineering process capabilities supported
by certain cultural and technological enablers. According to this definition, the
capabilities define processes that an organization should be able to carry out,
while the enablers support efficient work execution of these processes.

Common to most definitions of DevOps is that one of the main goals behind
it is to tackle the problem of having development and operations teams in func-
tional silos (see e.g. [10]) – a problem which is often present in non-DevOps soft-
ware development organizations. The teams are in functional silos when there
is little support for communication and collaboration between them in order
to make releases. Breaking down the silos improves the development cycle, by
bringing Devs and Ops closer to each other, allowing the organization to produce
more production-ready code and deliver better services more frequently. Break-
ing down existing silos is, however, a non-trivial task, and it is tightly coupled
with improvements in work processes, culture, and technology.

Focusing on concrete actions that address the problem of bringing Devs and
Ops closer to each other, three possible but distinct approaches are to

1. Mix responsibilities: assign both development and operations responsibilities
to all engineers, or

2. Mix personnel: increase communication and collaboration between Dev and
Ops, but keep existing roles differentiated, or

3. Bridge team: create a separate DevOps team that functions as a bridge
between Devs and Ops

Which approach to use may be difficult to decide on. An argument for fol-
lowing Approach 1 (mix responsibilities) lies in the concept of Infrastructure
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as Code. What this concept refers to is that the infrastructure for deploying
software is fully automated, and is controlled by code. As mentioned in [11]:

“If infrastructure is code, then almost by definition, infrastructure becomes
to some degree a function of development, or at least so hard to separate
from development that the distinction becomes almost irrelevant.”

Assuming that infrastructure is code, this statement suggests that Approach 1
(mix responsibilities) is a natural approach, because Ops will be involved in Dev
tasks by developing the infrastructure together with the Devs.

As for Approach 2 (mix personnel), it is stated in [12] that creating cross-
functional teams is a good approach when adopting DevOps. These teams should
consist of Devs, testers, Ops personnel and others, and then each of them would
contribute code to a shared repository. In this way, the Dev and Ops responsibili-
ties are maintained, but communication and collaboration is promoted. It is also
mentioned in [12] that although promoting communication and collaboration is
key, training for Devs and Ops on the responsibilities of other departments can
be very beneficial for communication.

In a blog post [10], Jez Humble strongly states that Approach 3 (bridge
team) should not be followed when adopting DevOps, since a separate DevOps
team will not break any silos, but instead create new ones. Nevertheless, [13]
reports that DevOps departments are a growing trend, and that according to
their survey, more than 90 percent of those working in DevOps departments are
in companies with medium to high IT performance.

3 Research Questions and Study Design

We consider that there is a need for empirical studies describing how DevOps is
being adopted in different organizations and for the benefits and drawbacks of
adopting DevOps. In this article, we decided to focus on the DevOps approach
based on mixing responsibilities, and left studies of other approaches for future
work. The main research question is as follows

RQ What may happen when mixing responsibilities between developers and
operations teams in an existing organization?
RQ.a How does this approach affect the culture?
RQ.b How does this approach affect the tooling?
RQ.c How does this approach affect the ways of working?

This research was done as a longitudinal case study: we observed an organi-
zation as the phenomenon happened. For collecting data for the study, we used
semi-structured interviews of company employees. For selecting the organization
for the case study, we had the following two criteria:

1. Before the start of the DevOps adoption, there has to be clearly separated
roles between Devs and Ops in the organization

2. The organization chooses Approach 1 as part of their DevOps adoption
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The selected organization was an international IT company with a long his-
tory and over 1000 employees, which develops both software and services for cus-
tomers. The case organization contains several organizational units, each having
their own R&D teams. These units are combined by a separate operations unit.

This study was carried out in one of the organizational units, which develops
and operates in the cloud services area. That unit was also the only unit in the
organization that was actively adopting DevOps. Motivations for the adoption
were to make software deployments faster and more frequent, to share knowledge
between development and operations, and to keep deployment costs low.

A total of 14 experienced employees were selected by the company so they
would represent different work areas, e.g. development, quality assurance, opera-
tions, and management. Their familiarity with DevOps prior to the study varied
from understanding the basics of the concept to having previous professional
experience of successfully adopting DevOps.

We conducted two rounds of interviews. The first interviews were conducted
in the end of May 2014. Before the interviews, the participants were informed
about the study, that the interviews will be recorded and that the answers will
be handled anonymously. The interviews lasted roughly 45 min on average. An
interview guide containing a broad field of questions was used for the semi-
structured interviews. The purpose of the first round of interviews was to get
an overview of the organization, of their processes, of the daily work, and of
employees’ expectations and concerns regarding their DevOps adoption. The
recordings of the interviews were transcribed, coded and analyzed, and some
results from that round have been reported in [9].

The second round of interviews were conducted in October 2014, and followed
the same procedure as the first round. The questions for the second round were
designed based on the results from the first round, and many of them were angled
to expose changes since the first round. Other topics covered were related to the
software development processes, relationship between development and opera-
tions, teamwork, employees’ feelings (such as pressure, impact and importance
regarding his/her work), how the DevOps adoption had proceeded along with
expectations and concerns, views on the management, and the DevOps aspects
of automation and familiarity with others’ work.

The recordings from the second round were transcribed. Thereafter they
were coded separately by two of the researchers to make sure that no relevant
information would be missed, and to reduce the risk of researcher subjectivity
influencing the codes. The researchers used slightly different approaches to code
the material. The first coding approach was as follows. First, the transcripts were
read though and summarized to obtain a quick overview of the subjects discussed
in the interviews. Then, the transcripts were read through in detail with the
researcher identifying, assigning, comparing and adjusting codes according to
the content. Finally, the transcripts and the corresponding coding were read
through once more from the start to check and make some final adjustments to
the codes.

A second coding approach was to use pre-defined codes according to the
research questions in this article. While reading through the transcripts and
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assigning content to the codes, different subjects discussed during the interviews
were simultaneously identified. A second round of coding was then done within
each of the pre-defined codes, using the identified subjects as pre-defined sub-
codes. This resulted in detailed codes for each research question. The researchers
then individually identified what was perceived as beneficial or challenging from
both coding approaches. The individual lists were then compared, discussed and
merged into our final list of outcomes. The results presented in this article are
based on the second round of interviews.

4 Results

Before presenting the outcomes of the interviews, it is worth mentioning that
the organizational structure, or more specifically, the fact that operations were
attending the products for all the different organizational units, had an impact on
several of the things mentioned below. Most notably, this resulted in operations
having limited possibilities in taking on development responsibilities. Another
fact to notice is that only one of the organizational units were actively adopting
DevOps, while the other units were not, resulting in a difficult situation for
operations: depending on which unit they were attending, they needed to work
according to a specific pattern.

In the following we use the terms “Dev” and “Ops” to describe engineers with
previous experience and responsibilities within software and service development
and operations respectively.

4.1 Impact on Culture

A New Source for Friction. In order to enable Devs to deal with operations
tasks, it was necessary to give administration rights to Devs to different environ-
ments. Based on the comments from the employees, it was evident that gaining
access served as a cause for friction and mistrust. It was also mentioned that the
process for obtaining access was long and tedious.

The long process also had negative implications on the work efficiency,
because employees often realized too late that they needed the access, caus-
ing extra delays. The decision process for who was granted the access was also
described as unfair. Some employees mention that access seem to have been
granted based on shown interest rather on experience and knowledge. Devs also
complained about Ops getting access faster than Devs. This made them angry
and irritated.

An Eye-Opening Experience. Mixing the responsibilities of Devs and Ops
was considered educating for the Devs. In the organization, the Devs had been
developing various tools for their operations personnel to use for a long time,
but only now with the DevOps adoption initiative did they get to see how their
own tools were working.
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Seeing the operations side also surprised the Devs in the sense that they now
realized how far from production ready their software usually was, although it
had passed all the tests in their own environment.

Through teaching others and learning from others, Devs and Ops were begin-
ning to trust each other more. The increased level of trust was accompanied with
stress relief, specifically for operations personnel as they could trust Devs to
do part of the operations tasks. As a consequence, knowledge about operations
tasks and problems were increased among the Devs. This lead to Devs starting to
improve test environments to better correspond with production environments,
while also contributing to increased collaboration between Devs and Ops.

Learning how to do operations tasks was not straightforward for everyone.
Some employees mention it being extremely challenging, and that they did not
see the point in having Devs do tasks which other more proficient employees
do better. The complications in learning how to do operations tasks resulted
in a certain reluctance in learning new things among the Devs. These Devs
mentioned that they would prefer having the distinction between Devs and Ops
more clear, implying that the mixing of responsibilities were not to their liking.
Additionally, learning how to do upgrades was considered time consuming, but
on the positive side, it had also revealed flaws in the upgrade processes. Devs
mentioned the greater need for knowledge and expertise, since they now were
responsible for everything and consequently needed to know every technology
used. This was visible as mixed feelings among the Devs.

Shared Responsibilities. The view on how responsibilities were shared var-
ied. Devs largely felt that responsibilities were shared, and if something went
wrong, it was everybody’s fault, while some Ops felt that Devs were somewhat
unaccountable, specifically when it came to fixing problems late in the evenings.
Their opinion was that Devs wanted to decide on everything, how the product is
designed, how it is deployed, etc., without involving operations personnel. Then
at the end of regular office hours, Devs would not care anymore and would want
Ops to take care of it.

Employees agreed that within development, the responsibility of deploying
software was shared among the Devs. They mentioned that whenever someone
had problems with deploying software, they simply needed to shout it out, and
everyone was alert and helping that person if needed.

Improved Collaboration. Mixing the responsibilities brought Devs and Ops
closer to each other. Employees mentioned that Devs and Ops now collaborate on
different tasks, since they now realize the importance of collaboration. Everyone
agreed that collaboration between Devs and Ops is good on an individual level,
and to some extent also on team level, but some employees called on the support
from managers to further improve collaboration by providing more reasons for
collaboration. It was mentioned that through the improved collaboration, it was
easier to get things moving forward, since Devs could discuss directly their issues
with Ops personnel, which is much faster than having to contact managers to
get the issues solved.
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On the other hand, Ops felt uneasy about Devs coming into their domain,
and mentioned that adjusting to this takes time. Additionally, the closer col-
laboration and specifically keeping Devs and Ops synchronized was described
being time consuming. It was argued that, although individual, the work space
affects the level of collaboration to some degree, since long walking distances
might imply a threshold for going to talk to some other person.

Through the collaboration, both Devs and Ops had become more trusting and
understanding towards the other. Ops had seen that Devs can do the operations
tasks without jeopardizing service stability and Devs had realized what Ops have
to struggle with in order to deploy their software.

4.2 Impact on Internal Development Tools

Awareness of Tool Quality. As mentioned earlier, Devs had been developing
tools for their operations personnel, and now that Devs were dealing with oper-
ations tasks, they were using their own tools. Devs mentioned that they were
now experiencing the flaws and problems that the tools had, something which
Ops had been aware of all the time. But now that Devs were using their own
tools, and since they were not accustomed to having poor solutions, they were
putting extra effort into creating very good tools for deployment. Development
of these improved tools was performed in collaboration with Ops.

Deployment Risks. Previously operations was the place where the entire ser-
vice stack came together, where all problems materialized, and where decisions
were made which affected the entire service stack. Since Devs had been given
the power to deploy their own product, there was some concern that they could
make decisions that would be optimal for their specific product, while unknow-
ingly disregarding the impact of their decisions on the remaining service stack.
The main risk identified was that problems caused by these kinds of decisions
are realized too late.

Identified Tooling Obstacles. It was mentioned that the many environments
and many ways of upgrading different services creates an obstacle for full automa-
tion. Ops mentioned that automatic reactions to various glitches that may occur
cannot be defined. Ops always have to investigate those problems manually.
These problems were partially realized by Devs too. They perceived deploy-
ment as being time consuming and requiring significant effort, and while they
technically could create scripts that would deploy everything, the real problem
was to create scripts that recover from glitches. Another concern mentioned was
that without automation, configuring all the different environments correctly
is error-prone, specifically when there is a change in configuration. The Devs
felt that it is easy to forget to align the configurations across all the different
environments.
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4.3 Impact on Ways of Working

Added Responsibilities. According to the chosen DevOps adoption approach,
Devs were now responsible for performing upgrades on certain production envi-
ronments. These environments were pre-staging environments, in the sense that
they were mostly for internal users. A so called build master role was introduced
among the Devs, which would rotate within the team on a weekly basis. In addi-
tion to doing the upgrades, the build master was also required to debug and
investigate the production environment.

Devs mentioned that getting used to the build master role, and focusing on it
was demanding – it is easy for Devs to start working on something else as soon
as they have completed their task as build master, even though they noticed
something that should be fixed.

Benefits of Having Administration Rights. The perceived benefits of
Devs having access to different environments were manifold. Getting e.g. statis-
tics from the production environments was described being considerably easier
through the granted access, making work much smoother. Devs mentioned that
it also allows better debugging, because Devs do not need to ask Ops for help
anymore. It is faster, and more thorough, because Ops do not always have time
to delve into the problems. On the other hand, this is time away from feature
development. Ops also said that they had many times received help from Devs
in problematic situations, making their work easier.

Common Ways of Working. Employees mentioned that the mixing of respon-
sibilities puts higher requirements on common work practices and technical solu-
tions between Devs and Ops. Without this, a risk identified was that Devs create
tools specific for only their own unit’s needs rather than having common solutions
for all the organization.Theymentioned that the upper management needs to push
for common solutions in order to avoid this situation. They also mentioned that
without strong management, the increased freedom among the Devs may result in
a chaotic working environment, where everyone is doing as he or she pleases.

A concern was that even though access had been granted to Devs and employ-
ees had new responsibilities, work was done quite far in the same way as earlier.
Other concerns among the Ops were that with added responsibilities and granted
access for the Devs, Ops responsibilities had changed towards support, and that
Devs were making decisions without consulting Ops.

Devs occasionally dealing with operations tasks was mentioned to have neg-
ative implications on the employees’ work flow, as they caused complicated con-
text switches. They said that it is easy to switch between tasks when they are
within the same area, but switching between development and operations tasks
is complicated. These context switches were perceived as frustrating.

Concerns with Mixed Responsibilities. Several concerns in the chosen app-
roach of adopting DevOps were also discussed. It was mentioned that people like
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to do what they are used to doing. Thus, introducing operations tasks to Devs
was perceived as complicated, and Devs would try to avoid them. Devs were
used to making their own engineering decisions, but this was described as prob-
lematic, since they now created their own solutions also for operations tasks,
instead of learning from others and reusing common solutions.

The combined effort of Devs and Ops was described having its own complica-
tions, because more people making changes to configuration and software leads
to an increase in the probability of error, simply because the tools and processes
for performing such changes have not emerged. To cope with this situation,
employees felt that there is a great need for guidance, and will for involvement
from everyone, so that they can agree on a common approach.

Devs doing operation tasks was experienced both positively and negatively.
Some people loved having control over the entire delivery chain, while others
wondered why not more experienced people could take care of the deployment.
Several employees felt, however, that the chosen approach of mixing responsi-
bilities was the wrong approach for doing DevOps. A perceived problem was
that technical systems were tied to specific APIs and then Devs and different
development teams were given too much freedom in choosing their own way of
doing things. With many such development teams, a risk mentioned was that
the organization ends up with many ways of working, causing lack of synergy.

5 Discussion

The results from the interviews indicate several beneficial aspects when mixing
responsibilities between Devs and Ops. Devs have seen what work is required in
order to deploy their software, which is educating for them. In addition to allow-
ing them to develop more production ready code, it also reveals problems and
flaws in some of the tools they have developed for the Ops. As a consequence,
Devs are now putting more effort into developing better tools, which is done in
collaboration with Ops. This clearly shows a benefit of learning about responsi-
bilities of other teams. When Devs learn what happens with their code after it is
developed and tested, they can exploit this knowledge for producing better code
in the future. Unfortunately, corresponding benefits for the operations personnel
were not revealed, because they were unable to take on development responsi-
bilities. This was mainly due to the organizational structure, which required the
operations teams to deal with software from all the organizational units.

Both the collaboration and trust between Devs and Ops is improved through
the mixed responsibilities. Instead of contacting managers to solve problems,
employees can discuss directly with personnel from the other team which is much
faster. Ops have realized that Devs can deal with the operations tasks they are
assigned with, without jeopardizing the stability of the service. Devs, on the other
hand, have seen what Ops have to go through in order to deploy their software.
This weakens the silo structure between the Devs and Ops, and the teams are
effectively collaborating more. The weakened silos also inspire employees for
even more collaboration, and some employees said that they would want the
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managers to give them even more reasons for collaboration. Thus, mixing the
responsibilities seems to weaken the silos, as Devs and Ops are encouraged, and
even required, to communicate and collaborate more.

Giving administration rights to Devs was seen as beneficial in many ways.
Devs get statistics from production environments making work smoother, they
can fix errors more easily than previously, and fixing errors is more thorough and
efficient. The drawback is that all of this is time away from feature development.

The chosen adoption approach was not without complications. Surprisingly,
getting administration rights was described as a source for friction, since employ-
ees felt that administration rights were not granted on a fair basis. Dealing with
operations tasks was far from an easy task for several Devs, and because of this,
the opinion of having separate responsibilities was strengthened among them.
The organizational structure prevented Ops to fully take part in the DevOps
adoption, since they already had their hands tied with operations tasks for
other organizational units. We believe that this fact also partially prevented
the teams from developing common ways of working, since Ops also had to work
with other units that were not adopting DevOps. The concerns associated with
taking on operations tasks among the Devs are a natural reaction. It is under-
standable that they wonder why they have to deal with operations tasks when
there already is more proficient personnel to deal with those tasks. In general, a
certain reluctance towards the adoption of DevOps was observed.

Devs having the power to deploy their own software was repeatedly men-
tioned as dangerous because this could potentially damage the entire service
stack in the organization. The reason is that Devs were not aware of software
developed in other organizational units, and consequently were configuring their
software without those in mind. This presents a risk with the adoption app-
roach, because if other organizational units had had similar power, it could have
produced a chaotic end result, where all units would create their own solutions.
With a lack of collaboration, communication and shared work practices and goals
between Devs and Ops, this risk is further strengthened. To improve the situ-
ation, management could actively try to improve inter-team relations in order
to facilitate communication to ensure that information spreads across teams.
Automation could also assist in solving this problem to some degree.

Creating fully automated deployment tools was mentioned being a neces-
sity for a well-functioning DevOps implementation. With the many different
environments and many ways of upgrading, employees were of the opinion that
automatic reactions to various glitches that may occur cannot be defined. Con-
sequently, a large effort was continuously put into configuring and upgrading
software, and employees called for a holistically well-functioning deployment
tool chain. The effort required to put into this also had other implications, since
it required Devs to make complicated context switches between development
and operations tasks. Better automation could have assisted with the context
switches, improving the work flow of the employees.

When both Devs and Ops independently make changes to configuration and
software, there is a greater probability of error, as long as the tools and processes
for performing such changes are not improved. This clearly shows the need for
developing common ways of working and improving the automation.
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It is clear from the respondents that what DevOps means to the organiza-
tion should be clearly communicated to the employees in order to support a
successful adoption. Currently, Devs felt that DevOps mostly meant that they
get additional operations tasks to deal with once in a while, and when they are
completed, they go back to developing. Clearly, this view is counterproductive
for improving collaboration between the teams, and to avoid this, guidance and
instructions are a necessity.

Had a third round of interviews been performed later into the adoption
process, it is likely that the collaboration between the teams had been further
improved, and that DevOps had stabilized more. When the second round of
interviews was performed, however, employees were still adapting to the new
responsibilities. Since people change slowly, it is not surprising to see certain
instability, uncertainty, and reluctance among the employees.

6 Conclusions

This paper describes phenomena that arose when mixing responsibilities between
developers and operations personnel in an organization when adopting DevOps.
The results are from a case study, in which a software organization adopting
DevOps was studied. The case organization consisted of several organizational
units and a separate operations unit. In the organization only one organiza-
tional unit was adopting DevOps, which impacted the results in the sense that
operations were not fully able to participate in the adoption.

The results indicate several benefits of the mixed responsibilities. Collab-
oration and trust were improved between Devs and Ops, and seeing what the
other team has to deal with was very educating, helping employees in their work.
Through increased collaboration, the work flow was described as smoother and
faster as compared to earlier. Since Devs were dealing with operations tasks,
they realized problems and flaws in the tools that they had earlier developed for
operations, and Devs were now working on improving the tooling.

Several complications with the chosen adoption approach were also revealed.
As Devs had the power to configure and deploy their own software, a major
concern was that they would create solutions that were optimal for their soft-
ware, while unknowingly disregarding the impact this had on the remaining
service stack. The lack of common ways of working between Devs and Ops
reinforced this concern. Dealing with new responsibilities among the Devs was
considered challenging by many, and even strengthened their opinion of having
separate responsibilities. Because of the challenging operations tasks, Devs real-
ized the importance of having automated infrastructure, but accomplishing this
was described as being extremely complicated in the case organization.

Finally, the study reveals the need for a strong management when adopting
DevOps, since Devs and Ops need to develop common goals, practices of deploy-
ing, and approaches to technical solutions. The management also needs to clearly
communicate to the employees what DevOps means to the organization, so that
the personnel will realize the reason for the adoption, and the requirements and
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benefits of it. Automation of the infrastructure is of key importance, specifically
when Devs are given the responsibility of configuring and deploying their own
software.

The results indicate that when operations work with several organizational
units, it is challenging to adopt DevOps in only some of those units. Thus, the
overall organizational structure may impact the DevOps adoption process.
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Abstract. In this paper, we present an analysis of more than 500 K com-
ments from open-source repositories of software systems developed using
agile methodologies. Our aim is to empirically determine how developers
interact with each other under certain psychological conditions gener-
ated by politeness, sentiment and emotion expressed within developers’
comments. Developers involved in an open-source projects do not usu-
ally know each other; they mainly communicate through mailing lists,
chat, and tools such as issue tracking systems. The way in which they
communicate affects the development process and the productivity of
the people involved in the project. We evaluated politeness, sentiment
and emotions of comments posted by agile developers and studied the
communication flow to understand how they interacted in the presence
of impolite and negative comments (and vice versa). Our analysis shows
that “firefighters” prevail. When in presence of impolite or negative com-
ments, the probability of the next comment being impolite or negative is
13 % and 25 %, respectively; ANGER however, has a probability of 40 %
of being followed by a further ANGER comment. The result could help
managers take control the development phases of a system, since social
aspects can seriously affect a developer’s productivity. In a distributed
agile environment this may have a particular resonance.

Keywords: Agile · Data mining · Human aspect

1 Introduction

The study of emotions and psychological status of developers and people involved
in the software-building system is gaining the attention of both practitioners and
researchers [12]. Feldt et al. [8] focused on personality as one important psycho-
metric factor and presented initial results from an empirical study investigat-
ing the correlation between personality and attitudes to software engineering
processes and tools.

Software is a complex artefact which requires sharing of knowledge, team
building and exchange of opinion between people. While it has been possible to
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standardise classical industrial processes (e.g., car production), it is still difficult
to standardise software production. Immateriality plays a major role in the com-
plexity of software and despite attempts to standardise the software production
process, software engineering is still a challenging and open field. There are too
many constraints to take into account. Developers build an artefact that will be
executed on a machine; software metrics, design patterns, micro patterns and
good practices help to increase the quality of a software [4,6], but developers are
humans and prone to human sensitivities. Coordinating and structuring devel-
oper teams is a vital activity for software companies [17] and dynamics within a
team have a direct influence on group success; on the other hand, social aspects
are intangible elements which, if monitored, can help the team in reaching its
goals. Researchers are increasingly focusing their effort on understanding how
the human aspects of a technical discipline can affect the final results [3,7,11].

Open-source development usually involves developers that voluntarily partic-
ipate in a project by contributing with code. The management of such develop-
ers could even be more complex than the management of a team within a com-
pany, since developers are not in the same place at the same time and coordination
becomes more difficult. The absence of face-to-face communication mandates the
use of mailing lists, electronic boards, or specific tools such as Issue Tracking Sys-
tems. Being rude when writing a comment or replying to a contributor can affect
the cohesion of the group and the successfulness of a project; equally a respectful
environment is an incentive for new contributors joining the project [13,20,24].

In this paper, we empirically analyze more than 500 K comments from Ortu
et al. [17] to understand how agile developers behave when dealing with
polite/impolite or positive/negative (sentiment) issue comments. We empiri-
cally built three Markov chain models with states for politeness (polite, neutral,
impolite), sentiment (positive, neutral, negative), and emotions (joy, anger, love,
sadness). We aim to answer the following questions:

– Do developers change behaviour in the context of impolite/negative com-
ments?

– What is the probability of shifting from comments holding positive emotions
to comments holding negative emotion?

The remainder of this paper is structured as follows: In the next section,
we provide a summary of related work. Section 3 describes the dataset used for
this study and our approach/rationale to evaluate affectiveness of comments
posted by developers. In Sect. 4, we present the results and elaborate on the
research questions we address. Section 5 discusses the threats to validity. Finally,
we summarize the study findings in Sect. 6.

2 Related Work

Several recent studies have demonstrated the importance and relationship of pro-
ductivity and quality to human aspects associated with the software development
process. Ortu et al. studied the effect of politeness [16] and emotions [15] on the
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time required to fix any given issue. The authors demonstrated that emotions did
have an effect on the issue fixing time. Research has focused on understanding how
the human aspects of a technical discipline can affect final results [3,7,11], and
the effect of politeness [14,23,25]. The Manifesto for Agile Development indicates
that people and communications are more essential than procedures and tools [2].
Several recent studies have demonstrated the importance and relationship of pro-
ductivity and quality to human aspects associated with the software development
process. Ortu et al. studied the effect of politeness [16] and emotions [15] on the
time required to fix any given issue. The authors demonstrated that emotions did
have an effect on the issue fixing time. Steinmacher et al. [22] analyzed social bar-
riers that obstructed first contributions of newcomers (new developers joining an
open-source project). The study indicated how impolite answers were considered
as a barrier by newcomers. These barriers were identified through a systematic
literature review, responses collected from open source project contributors and
students contributing to open source projects. Rigby et al. [20] analyzed, using a
psychometrically-based linguistic analysis tool, the five big personality traits of
software developers in the Apache httpd server mailing list. The authors found
that the two developers that were responsible for the major Apache releases had
similar personalities and their personalities were different from other developers.
Bazzelli et al. [1] analyzed questions and answers on stackoverflow.com to deter-
mine the developer personality traits, using theLinguistic Inquiry andWordCount
[19]. The authors found that the top reputed authors were more extroverted and
expressed less negative emotions than authors of down voted posts. Gomez et al.
[9] performed an experiment to evaluate whether the level of extraversion in a
team influenced the final quality of the software products obtained and the sat-
isfaction perceived while this work was being carried out. Results indicated that
when forming work teams, project managers should carry out a personality test
in order to balance the amount of extraverted team members with those who are
not extraverted. This would permit the team members to feel satisfied with the
work carried out by the team without reducing the quality of the software prod-
ucts developed.

Compared to the existing literature, the goal of this paper is to build Markov
chain models which describe how developers interact in a distributed Agile envi-
ronment evaluating politeness, sentiment and emotions. Such models provide a
mathematical view of the behavioural aspects among developers.

3 Experimental Setup

3.1 Dataset

We built our dataset from fifteen open-source, publicly available projects from
a dataset proposed by Ortu et al. [18]. We selected the fifteen projects with the
highest number of comments (from December 2002 to December 2013), from
those projects which had a significant amount of activities in their agile kanban-
boards. The projects were developed following agile practices (mainly continuous
delivery and use of kanban-boards). Table 1 shows summary project statistics.
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Table 1. Selected project statistics

Project # of comments # of developers

HBase 91016 951

Hadoop Common 61958 1243

Derby 52668 675

Lucene Core 50152 1107

Hadoop HDFS 42208 757

Cassandra 41966 1177

Solr 41695 1590

Hive 39002 850

Hadoop Map/Reduce 34793 875

Harmony 28619 316

OFBiz 25694 578

Infrastructure 25439 1362

Camel 24109 908

ZooKeeper 16672 495

Wicket 17449 1243

3.2 Affective Metrics

Henceforward, we consider the term “affective metric” as a definition indicating all
those measures linked to human aspects and obtained from text written by devel-
opers (i.e., comments posted on issue tracking systems). This study is based on the
affective metrics (sentiment, politeness and emotions) used by Ortu et al. [15].

Sentiment. We measured sentiment using the SentiStrength1 tool, which is
able to estimate the degree of positive and negative sentiment in short texts,
even for informal language. SentiStrength, by default, detects two sentiment
polarizations:

– Negative: -1 (slightly negative) to -5 (extremely negative)
– Positive: 1 (slightly positive) to 5 (extremely positive)

The tool uses a lexicon approach based on a list of words to detect senti-
ment; SentiStrength was originally developed for the English language and was
optimized for short social web texts. We used the tool to measure the sentiment
of developers in issue comments.

Politeness. To evaluate the level of politeness of comments related to a given
issue, we used the tool developed by Danescu et al. [5]; the tool uses a machine

1 http://sentistrength.wlv.ac.uk.

http://sentistrength.wlv.ac.uk
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learning approach and calculates the politeness of sentences providing, as a
result, one of two possible labels: polite or impolite. The tool also provides a
level of confidence related to the probability of a politeness class being assigned.
We considered comments whose level of confidence was less than 0.5 as neutral
(the text did not convey either politeness or impoliteness). For each comment
we assigned a value according to the following rules:

– Value of +1 for comments marked as polite;
– Value of 0 for comments marked as neutral (confidence level<0.5);
– Value of -1 for comments marked as impolite.

For each issue in our dataset, we built a temporal series of comments, and
using the two tools we assigned a value of politeness and sentiment for each
comment in the series. Next, for each issue, we calculated, starting from the first
comment posted, the probability of having a polite/impolite/neutral following
comment (for politeness), and a positive/neutral/negative comment (for senti-
ment). We thus calculated the probability of shifting from “polite” to “neutral”
and vice versa; from “polite” to “impolite” and vice versa; finally, from “neutral”
to “impolite” and vice versa.

Emotion. The presence of emotion in software engineering artifacts have been
analysed by Murgia et al. [13]. Ortu et al. [15] provided a machine learning based
approach for emotion detection in developers’ comments. We used the emotion
detection tool provided by Ortu et al. [15] to detect the presence of SADNESS,
ANGER, JOY, LOVE and NEUTRAL.

3.3 Affective Markov Chains

Markov Chains (MC) have been used to model behavioural aspects in social
sciences [10,21]. A Markov chain consists of K states and is a discrete-time
stochastic process, a process that occurs in a series of time-steps in each of
which a random choice is made.

We built a MC for each affective metric: sentiment, politeness and emotion.
Figure 1 shows the steps in building the politeness MC as an example for an issue
report in which three developers posted five comments. As a first step, we used
the politeness tool [5] to label each comment as POLITE, IMPOLITE or NEU-
TRAL. Next we collected the politeness labels of the issue report, considering
the set of labels as a politeness sequences of N-1 pair-wise politeness-transitions
([P,N,I,I,P] in the example), where N is the number of comments in the issue
report.

In this example, the issue report has 4 transitions: polite-neutral, neutral-
impolite, impolite-impolite and impolite-polite. Finally, we counted the frequency
of each politeness-transition obtaining the corresponding MC. In our example, if
we consider the POLITE state, we have two transition, P-P and P-N; hence, the
transition from POLITE to IMPOLITE state will have a probability of 0 and the
transitions to POLITE and IMPOLITE state probability 0.5.
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Fig. 1. Politeness’ Markov’s chain schema

The MC for sentiment is built in a similar way to the politeness MC. The
MC which models emotion transitions is slightly different; however, a comment
can be polite, impolite or neutral when considering politeness, but it might
contain more than one emotion. We used the emotion classifier proposed by Ortu
et al. [15] to analyze each comment and to attribute to it: Anger, Sadness, Joy
and/or Love. For example, if a comment is labeled as containing ANGER and
SADNESS and the next labeled as containing no emotion (NEUTRAL), then
we consider two transitions ANGER-NEUTRAL and SADNESS -NEUTRAL.

4 Results and Discussion

4.1 Do Developers Change Behaviour in the Context
of Impolite/Negative Comments?

Motivation. Existing research has already explored links between productivity
(as measured by issue fixing time) and discrete emotions, sentiment and polite-
ness [13,15]. The dynamic of an issue resolution involves complex interactions
between different stakeholders such as users, developer and managers. A model
able to describe such interactions could inform in the decision making process.
The underlying assumption is that a model of social interaction can be used
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to understand the impact of a certain comment on the whole issue resolution
discussion.

Approach. As presented in Sect. 3.3, we built three MCs for politeness, senti-
ment and emotions to understand how developers reacted to impolite/negative
comments when they discuss an issue resolution.

Findings. Developers tended to answer to impolite/negative comments with a
positive/negative comment with higher probability than impolite/negative com-
ments.

Figure 2 shows the Politeness’ MC describing the probability of changing from
a state to another. The “neutral” state is quite stable. If a comment is classified
as “neutral”, communication flow among the developers involved tends to stay
neutral, with a 73 % probability. There is an 8 % probability of a state-shift from
“neutral” to “impolite” and a 19 % probability of a state-shift from “neutral”
to “polite”. Starting from a “polite” state, the probability of shifting to the
“impolite” state is quite low, 6 %. There is a high probability of moving to the
“neutral” state (61 %). The probability of staying in the same state is 32 %.
Starting from an “impolite” state, the probability of moving to a “polite” state
is 17 %. This is higher than the probability of moving from a “polite” state to
“impolite” and is an indication that a positive attitude could be more contagious
than a negative attitude. It is interesting to see that the probability of staying
in an “impolite” state is only 13 % (far lower than the probabilities of staying
in both “neutral” and “polite states), and that there is a 70 % of probability of
a shift from “impolite” to “neutral”.

Figure 3 shows the Sentiment MC which describes the probability of changing
from one state to another.

The “neutral” state in this case is also quite stable. If a comment is classified
as “neutral”, communication flow among developers tends to stay neutral, with
a 60 % probability. There is a 16 % probability of a state-shift from “neutral” to
“negative” and a 24 % probability of a state-shift from “neutral” to “positive”.

Fig. 2. Politeness MC
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Fig. 3. Sentiment MC

Starting from a “positive” state, the probability of a shift to the “negative”
state is 14 %. The probability of a move to the “neutral” state is 55 %. The
probability of staying in the same state is 31 %. From a “negative” state, the
probability of moving to a “positive” state is 21 %. In this case, the value is
higher than the probability of moving from a “positive” state to a “negative”
one. The probability of staying in a “negative” state is 25 % (also lower than the
probabilities of staying in both “neutral” and “positive” states), and that there
is a 54 % probability to shift from “negative” to “neutral”.

4.2 What is the Probability of Shifting from Comments Holding
Positive Emotions to Comments Holding Negative Emotion?

Motivation. The first research question showed how agile developers tended to
respond more positively than negatively when considering politeness and senti-
ment. It is interesting to analyze if the same behaviours occur for emotions.

Approach. We built the MCs for emotions as presented in Sect. 3.3 to ana-
lyze the probabilities of shifting from an emotion to another when developers
communicate.

Findings. Negative emotions such as SADNESS and ANGER tend to be fol-
lowed by negative emotions more than positive emotion are followed by pos-
itive emotions. Table 2 shows the emotion transitions matrix. As for previous
MCs, the numbers represent the probability of a comment containing emotion X
being followed by a comment containing emotion Y (e.g., a comment expressing
SADNESS has a probability of 0.26 of being followed by another SADNESS
comment).

As confirmed by other studies [13], most of the comments expressing emo-
tion are likely to be followed by NEUTRAL comments, with the exception of
ANGER. Figure 4 is a graphical representation of the portion of Table 2 for
the ANGER emotion showing it has probability of 0.4 of being followed by an
ANGER comment against probability of 0.36 to be followed by a NEUTRAL
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Table 2. Transiction matrix for emotion MC

SADNESS ANGER JOY LOVE NEUTRAL

SADNESS 26.11 % 4.49 % 7.88 % 6.45 % 55.08 %

ANGER 13.79 % 40.11 % 5.61 % 4.10 % 36.39 %

JOY 17.46 % 4.43 % 11.89 % 12.22 % 54.00 %

LOVE 15.84 % 3.84 % 8.29 % 15.59 % 56.44 %

NEUTRAL 16.42 % 4.29 % 7.64 % 7.80 % 63.85 %

ANGERJOY SADNESS

NEUTRAL

LOVE

0.04

0.40

0.06

0.36

0.14

0.04

0.04 0.05

0.04

Fig. 4. Anger Markov chain. For simplicity only edges from/to ANGER are diplayed

comment. This represents an interesting finding which seems consistent with
the common experience: negative emotions are more contagious than positive
emotions.

5 Threats to Validity

Several threats to validity need to be considered. Threats to external validity
are related to generalisation of our conclusions. With regard to the system stud-
ied in this work, we considered only open-source systems and this could affect
the generality of the study; our results are not meant to be representative of
all environments or programming languages. Commercial software is typically
developed using different platforms and technologies, with strict deadlines and
cost limitations and by developers with different experience. Politeness, senti-
ment and emotions measures are approximations given the challenges of natural
language and subtle phenomena like sarcasm. To deal with these threats, we used
SentiStrength form measuring sentiment, Danescu et al.’s politeness tool [5] and
Ortu et al. [15] for measuring politeness. This is a threat to construct validity.
Threats to internal validity concern confounding factors that could influence the
obtained results. Since the comments used in this study were collected over an
extended period from developers unaware of being subject to analysis, we are
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confident that the emotions we mined are genuine. This study is focused on
text written by agile developers for developers. To correctly depict the affective-
ness embedded in such comments, it is necessary to understand the developers’
dictionary and slang. This assumption is supported by Murgia et al. [13] for mea-
suring emotions. We are confident that the tools used for measuring sentiment
and politeness however are equally reliable in the software engineering domain
as in other domains.

6 Conclusions and Future Work

This paper presented an analysis of more than 500 K comments from open-source
issue tracking system repositories. We empirically determined how agile develop-
ers interacted with each other under certain psychological conditions generated
by politeness, sentiment and emotions of a comment posted on a issue tracking
system. Results showed that when in the presence of impolite or negative com-
ments, there is higher probability for the next comment to be neutral or polite
(neutral or positive in case of sentiment) than impolite or negative. This fact
demonstrates that developers, in the dataset considered for this study, tended
to resolve conflicts instead of increasing negativity within the communication
flow. This is not true when we consider emotions; negative emotions are more
likely to be followed by negative emotions than positive. Markov models pro-
vide a mathematical description of developer behavioural aspects and the result
could help managers take control the development phases of a system (expe-
cially in a distributed environment), since social aspects can seriously affect a
developer’s productivity. As future works we plan to investigate possible links
existing between software metrics and emotions, to better understand the impact
of affectiveness on software quality.
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Abstract. In the last decade, Kanban has been promoted as a means for bringing
visibility to work while improving the software development flow, team commu-
nication and collaboration. However, little empirical evidence exists regarding
Kanban use in the software industry. This paper aims to investigate the factors that
users perceive to be important for Kanban use. We conducted a survey in 2015
amongKanban practitioners in the LeanKanban LinkedIn community. The survey
results consist of 146 responses from 27 different organisations, with all respon-
dents being experienced in using Kanban. The results show that practitioners
perceived Kanban as easy to learn and useful in individual and team work. They
also consider organisational support and social influence to be important deter-
minants for Kanban use. Respondents noted various perceived benefits for using
Kanban, such as bringing visibility to work, helping to reduce work in progress,
improving development flow, increasing team communication and facilitating
coordination. Despite the benefits, participants also identified challenges to using
Kanban, such as organisational support and culture, difficulties in Kanban imple-
mentation, lack of training and misunderstanding of key concepts. The paper
summarises the results and includes a discussion of implications for effective
deployment of Kanban before describing future research needs.

Keywords: Kanban � Lean � Agile � Use � Adoption

1 Introduction

In the last two decades, Agile and Lean approaches have gained wide acceptance in the
software industry. In this realm, Kanban emerged in 2004 with a strong
practitioner-driven support movement [3, 4], and today, Kanban is increasingly
adopted to complement Scrum and other Agile methods. Kanban tends to focus on fast
production, rapid and continual user feedback and interaction [1].

Used for controlling the logistical chain from a production point of view, Kanban
was developed and applied in the Japanese manufacturing industry in the 1950s [1].
Kanban’s success in the manufacturing industry has convinced software engineers to
adopt this approach, with practitioner-driven support furthering this trend. In 2004,
David Anderson introduced Kanban to a small IT team at Microsoft, aiming to help the
team members visualise their work and put limits on their work in progress (WIP).
Kanban has five underlying principles [7], the so-called Kanban properties [10]:
visualise the workflow, limit work in progress, measure and manage flow, make pro-
cess policies explicit and use models to recognise improvement and opportunities.
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The motivation behind visualisation and limiting WIP was to identify the con-
straints of the process and to focus on a single item at a time. Additionally, instead of
pushing work on to software developers, Kanban promotes a pull approach: when a
team member finishes an existing task, he or she automatically pulls the next item to
begin work. In brief, Kanban aims to provide visibility to the software development
process, communicate priorities and highlight bottlenecks [5]. This process results in a
constant flow of releasing work items to customers, as the developers focus only on a
few items at a given time [6]. The proliferation of Kanban in software engineering
boomed after the publication of key books. These seminal books included David
Anderson’s Kanban [10], which introduces the concept of Kanban in systems and
software development, and Corey Lada’s Scrumban [23], which discusses the fusion of
Scrum and Kanban. The key motivation for Kanban use involves a focus on flow and
the omission of the obligatory iteration cycles in Scrum.

Kanban has received considerable attention from some organisations; others remain
reluctant to adopt it. So far, there have been few scientific studies [1, 6, 33] addressing
Kanban usage in software organisations, and none of the existing studies report on
practitioners’ perceptions of it. Earlier Kanban studies report a number of challenges in
its use and adoption, such as organisational, social and technical issues. These studies
introduce Kanban as a new way to develop software and systems. Research is still
required to identify factors that might influence its effective usage in organisations.
Therefore, this study aims to investigate factors that practitioners deem to be important
in Kanban use. Conducted in 2015, the study includes Kanban practitioners from the
LeanKanban LinkedIn community. LeanKanban is one of the biggest social media
communities of professionals who use Kanban at their organisations.

The remainder of the paper is organised as follows. Section 2 explains the research
strategy and data collection method, while Sect. 3 provides the results. Section 4
presents validity threats before moving into Sect. 5, which concludes the paper with
recommendations for future research.

2 Research Strategy and Methods

In this section, we first introduce the theoretical model adopted as a basis for designing
the empirical research. The discussion continues with the survey design and data
collection process.

2.1 Theoretical Model

As shown in Fig. 1, we adopted Dybå et al. [8] model which is an extension of
Riemenschneider et al. [9] research model in order to explore practitioners’ perceptions
regarding Kanban use.

Riemenschneider et al. [9] explain software developers’ acceptance of method-
ologies by comparing five well-known and established theoretical models: the Tech-
nology Acceptance Model (TAM), TAM2 (an extension of TAM), Perceived
Characteristics of Innovating, Theory of Planned Behaviour and Model of Personal
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Computer Utilisation. Dybå et al. [8] extend Riemenschneider et al.’s [9] work by
incorporating measures of organisational support. The model derives its theoretical
foundations by combining prior research in technology acceptance [11, 12, 17] with
aspects of innovation diffusion theory [16] as well as empirically-tested research on
software developers’ acceptance of methodologies [9]. The model contains five con-
structs: perceived usefulness, perceived ease of use, perceived compatibility, subjective
norms and organisational support.

Perceived usefulness is defined as the degree to which a person believes that using a
particular system will enhance his or her job performance [9], which is similar to
Rogers’ [16] perceived relative advantage [15]. Software developers generally receive
reinforcements for good performance through raises, promotions and bonuses. In this
study, perceived usefulness with respect to Kanban implies that a user believes that there
is a positive user-performance relationship. The existing research provides evidence that
perceived usefulness affects behavioural intention and actual use [9, 11–13, 17]. This
pattern has also been confirmed within the software engineering domain [9]. Perceived
ease of use refers to the degree to which a person believes that using a particular system
will be free of effort [9]. Riemenschneider et al. found that ease of use played an
insignificant role in software developers’ acceptance of methodologies [9]. However,
perceived ease of use recurs in several studies as a significant determinant of adoption
behaviour [9, 12, 17, 19]. In this regard, compared to other Agile methods, Kanban is
perceived to be easier to use and less complex. According to Rogers, perceived com-
patibility refers to the degree to which an innovation is perceived as being consistent
with the existing values, needs and past experience of potential adopters [16]. Rogers
further proposes that compatibility positively relates to the diffusion of innovations [16],
making it a significant factor in explaining software developers’ acceptance of
methodologies [9, 30]. Thus, a positive perceived compatibility may lead to favourable
attitudes toward Kanban use. Subjective norms represent the degree to which software
developers believe that others who are important to them think that they should use
Kanban. This factor implies that the perceived social pressure to perform the behaviour
will influence a person’s intentions [3], and some studies indeed demonstrate its
importance [9, 13, 17, 18]. Thus, there is reason to believe that peers may influence
Kanban use. Research has also noted the importance of organisational support, the

Perceived usefulness

Perceived ease of use

Perceived compatibility

Subjective norm 

Organisation support 

Kanban use

Fig. 1. Conceptual model
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degree to which change agents promote or support efforts, as a factor in explaining an
innovation’s rate of adoption [14, 16, 29]. Studies therefore suggest that there is reason
to believe that organisational support assists in Kanban use.

2.2 Survey Design and Data Collection

Sampling and Population: For the study, we targeted a global population of Kanban
practitioners, sending out the survey to a Kanban practitioners group on LinkedIn,
administered by LeanKanban Incorporated. The population includes approximately
2000 software industry practitioners using Lean and Kanban in their work.

Prior to administration, we pre-tested the survey with three experts from the soft-
ware industry and three researchers. On the basis of this feedback, we revised the
statements to have clearer wordings. At the beginning of the survey, participants were
provided information about the purpose of the research and its benefits as well as
information about the researchers. After revision, the survey was launched and
remained open for one and a half months, between 20 June and 20 July 2015. During
that time, 148 responses were received. Two of these responses were discarded because
the participants were not using Kanban. These omissions left us with a total of 146
responses, forming the data for analysis. The survey consisted of three sections:

Demographics: This part captured information about the respondents in terms of their
organisations, Kanban experience and type of training received.

Factors affecting Kanban use: The factors affecting Kanban-use questions were based
on previous studies [8, 9], but adapted to the particular context of this study. All of the
variables related to the model’s five factors were measured using a five-point
Likert-type scale, ranging from 1 (strongly disagree) to 5 (strongly agree). Survey
questions are provided in the Appendix.

Benefits and challenges of using Kanban: Questions regarding Kanban benefits were
formulated based on previous studies [1, 6]. A five-point Likert-type scale was used to
ask the respondents to rate the significance of particular benefits to their organisations.
Further, in open-ended questions, the respondents could explain the obtained benefits
and challenges faced in Kanban use.

The data analysis was conducted through descriptive statistics. Before the analysis,
the reliability of the factor construct measurements were analysedwith Cronbach’s alpha.

3 Results

The collected data set included 146 responses: 92 were from North America, 22 from
Europe, 4 from Australia, 1 from South Korea and 1 from Russia. 26 respondents did
not specify their country. The majority of the respondents came from North America
(62.9 %). The respondents were from 27 different organisations, but 17 of the
respondents failed to specify their organisations.
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Most of the organisations were involved in software (n = 115) or IT services
(n = 13). Other represented industries included telecommunication (n = 1) and hard-
ware manufacturing (n = 1). Sixteen of the respondents did not identify their com-
pany’s primary business. Most respondents belonged to big organisations (72.6 %,
more than 250 employees); the rest worked for middle size (11 %, number of
employees between “50–249”) and small (13.7 %, number of employees between
“10–49”) organisations. Very small organisations or start-ups with 10 or less
employees represented 2.7 % of the population.

Respondents’ main organisational roles involved work for software development
teams (n = 63) and first-level management (n = 33). Table 1 presents the respondents’
Kanban training type, and Table 2 illustrates their level of Kanban knowledge.

The majority of the respondents received (n = 88) Kanban training ranging in
duration from 1–4 days (n = 61) to more than 4 days (n = 27). Only 10 respondents
had no formal training but gained familiarity with Kanban. Most respondents use
Kanban on most or all organisation projects (68.8 %). 23.9 % have used it for a few
projects, and only 8.2 % have used it on an experimental basis.

We performed a reliability analysis to test the reliability of scale constructs [27]
using Cronbach’s alpha, which measures the internal consistency of the factor mea-
sured by different variables. Table 3 demonstrates that the reliability of the factor
measurement is high; the Cronbach alpha value varied between 0.763 for subjective
norms and 0.941 for perceived usefulness.

Attitudes towards Kanban are quite positive among Kanban users, with an average
of around 4 for all variables related to perceived ease of use, perceived usefulness and
perceived compatibility. Perceptions of subjective norms and organisational support
appear to be somewhat lower, with averages of 3.7 and 3.6, respectively.

The high average for perceived ease of use variables indicates that Kanban
practitioners have a positive attitude towards using Kanban because it does not require
a great deal of mental effort to learn, and it is easy to use in their work. Previous studies
have reported similar findings regarding software development methodologies [9, 13].

The respondents perceived that Kanban is useful in terms of improving their job
performance, productivity and quality of work. This finding aligns with prior research
[9, 13]: when new methodologies and practices are perceived as enabling job

Table 1. Respondents Kanban training

Training type (n = 146) Freq. Percentage

No training 10 2
Self-studying 26 18.5
Peer mentoring 22 38.4
1–4 days training 61 28.8
More than 4 days training 27 18.5

Table 2. Responds Kanban knowledge

Knowledge level Freq. Percentage

Novice 3 2
Advance beginner 27 18.5
Competent 56 38.4
Proficient 42 28.8
Expert 18 12.3
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performance, they are more likely to be used and adopted. Respondents perceived
Kanban as compatible with how they organised their individual and team work.
Previous empirical studies have verified the importance of perceived compatibility in
development methodologies [9, 13, 30]. The emphasis on teamwork in software
development creates social pressure on individuals. Kanban software development
teams emphasise collaborative work, which may bring about social pressure at the
individual level. Therefore, practitioners are more likely to adopt Kanban when the
subjective norms for use are strong. Some studies have found subjective norms to be
significant [9, 20], while others found them to be insignificant [8, 13]. In this study, the
participants’ responses were positive in regards to subjective norms. The respondents
were also positive in their responses regarding organisational support. They noted

Table 3. Results of the factors affecting Kanban use

Constructs
(n = 146)

Variables Mean Median Reliability
α Type

Perceived ease
of use

Easy to learn 4.2 4.0 0.793 High
reliabilityDoes not require a lot of mental

effort
3.6 4.0

Clear and understandable 4.1 4.0
Easy to use 4.0 4.0
Useful in my job 4.3 5.0 0.941 Excellent

reliability
Perceived
usefulness

Improves my job performance 3.9 4.0
Increases my productivity 3.8 4.0
Enhances the quality of my job 3.8 4.0
Makes it easier to do my job 4.0 4.0
Overall using Kanban is useful
in my job

4.2 4.0

Perceived
compatibility

Compatible with all aspects of
my work

3.9 4.0 0.880 High
reliability

Fits well with the way I work 4.0 4.0
Compatible with the way our
team organises work

4.0 4.0

Subjective
norms

People who influence my work
think that I should use Kanban

3.7 4.0 0.763 High
reliability

Co-workers think that I should
use Kanban

3.7 4.0

Organisational
support

Specialised Kanban training is
available

3.5 4.0 0.809 High
reliability

Written Kanban instructions are
available

3.5 4.0

Management provides
necessary help and resources

3.7 4.0
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that their organisations provide necessary resources to support Kanban use, including
training and written Kanban guidance documents. The literature shows that organisa-
tional support, such as external training and consultation, plays an important role in the
use of Agile methodologies [20]. Training brings fresh perspectives to software
industry practitioners while enabling their use of Kanban. Studies suggest that training
positively affects individuals’ beliefs about the perceived compatibility of an innova-
tion [20, 31]. Because methodology training is the key to successful implementation
[28], Kanban adoption is more likely to be successful with organisational support.

3.1 Kanban Benefits

As presented in Fig. 2, the Kanban practitioners rated the significance of particular
benefits [1, 6]. Respondents further explained their obtained Kanban-use benefits with
the help of open-ended questions.

The top two benefits were improved visibility of work and improved development
flow, findings verified in previous studies [1, 3, 5, 6, 10]. Respondents elaborated as
follows:

“The most important benefit is how the visualization of your workflow increases the need for
continuous improvement”.
“Kanban provides a very large increase in the ability to identify and minimize impediments as
well as allow the team to self-swarm and work to bring resolution to potential trouble areas”.
“Benefits from Kanban include quicker identification of issues, bottlenecks, etc., of our pro-
cesses, thus creating performance evaluation, control and continuous improvement opportu-
nities for our development teams”.

The third identified benefit of Kanban is that it helps to reduce WIP. It forces team
members to work on a limited number of tasks at a given time, which reduces their mental
stress and leads to faster completion of tasks. Respondents further explained as follows:

“Working on one story at a time reduces the stress”.
“Limiting work in progress makes it much easier for the team leaders to see what is happening
in the team at any given moment in time. Before with a large amount of WIP, it was very hard to

Fig. 2. Kanban benefits (Color figure online)
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keep track of who was working on what and how each of our feature groups were progressing.
Also, limiting WIP and focusing on our oldest stories has helped us to dramatically control our
cycle time”.

When WIP limits are reduced, the teams work on smaller chunks that can be
completed more easily, a finding also reported in previous studies [1, 3, 5, 6, 10].
A respondent expressed his or her team experience as follows: “[With Kanban, it is]
easier to get smaller work items done. We had the problem that smaller items didn’t
get worked on because the development team only concentrated on the larger products
as directed by the product team. By splitting large work items up into smaller [pieces]
we could get the smaller work items through as well”.

Finally, Kanban helps to improve communication and collaboration inside the
teams and with related stakeholders. The respondents explained that Kanban “improves
communication with the customers and other stakeholders, helps to collaborate and
find solutions, improves the knowledge about the processes collecting data and using
metrics”. The teams work collaboratively on tasks and find solutions for any imped-
iments, which is a sign of team self-organisation.

3.2 Challenges in Kanban Use

In an open-ended question, respondents shared challenges in using Kanban in their
organisation. These challenges are organised in three main categories.

Lack of proper training and misunderstanding of Kanban is a major challenge
in its use. Surprisingly, the respondents demonstrated positive attitudes towards
organisational support variables in the adopted research model. This finding could be
due to the fact that respondents mentioned that co-workers usually teach Kanban’s key
concepts and ways of working within organisations. This mentoring process can
transfer bad habits and misunderstandings of Kanban’s key concepts. One respondent
explains, “It (Kanban) is mostly taught through peer reviews and co-workers. If a set of
people have a bad habit, that habit is often duplicated by those they train”.

Other respondents made these statements:

“Kanban is very often misinterpreted and seen only as having work items visualised and
progressed through on a board”.
“The biggest challenge I face is the lack of knowledge and understanding about what Kanban
really is and the technical aspects of how to do it. Many people think they know but they really
don’t know anything about it. So demystifying it for them has been an on-going and challenging
issue”. Interestingly, similar challenges have been reported in earlier studies [1, 5, 6, 25].

Organisational culture and mind set is the second major challenge mentioned by
respondents. They noted that management is quite busy and fails to devote attention to
improving work processes. Further, there is mind-set challenge because managers
prefer to use traditional methods, resisting the new way of working. Similar to other
Agile methods, Kanban faces challenges in organisational culture and people’s
mind-sets [1, 5, 6, 25]. Respondents mentioned the following:

“Time is not reserved for improving ways of working” “People and management are too busy
to improve, resulting in not caring about process management methods. Some managers still
prefer Microsoft projects and traditional methods”.
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Silos are created by top management and defended by middle management. Upper management
seems hesitant to adopt Kanban”.
Many people are resistant to change; there is a lack of proper culture and management
involvement and commitment”.

Difficulties in Kanban implementation can be linked to a number of other
challenges. For example, the respondents noted that there was a lack of proper planning
before introducing Kanban to teams. With poor planning, the teams found it difficult to
determine and respect WIP limits. They also found it challenging to work with remote
offices and to see the big picture of work when broken down into smaller pieces. These
challenges were expressed in these statements:

“Work is broken down into smaller pieces, which make it more difficult to see the big picture”.
“After a period of time, we need to level set to get back on WIP limit awareness and Kanban
board protocol. It is challenging to determine correct WIP limits. Stories are often so closely
related that developers are conflicting with each other, resulting in difficult merges,
etc. Developers have no power to change the process. When work is impeded, it’s unclear what
the impeded developer is supposed to do. Kanban slows everything down for the sake of
providing information”.

Again, earlier studies confirm these findings [1, 5, 6, 25, 28].

4 Validity Threats

In this study, we considered threats to validity throughout the research process by
following the guidelines outlined by Runeson and Höst [26]. With online surveys, there
is always a risk that questions may be misunderstood. To reduce this risk, we pre-tested
the survey with three experts from the software industry and three researchers. It is
important to take in consideration that this study is not empirically validating the
adopted model. There could be other factors which are affecting Kanban actual use.

The survey was posted on LinkedIn; there was no control for the researchers with
respect to external validity (i.e., the general applicability of the results). What can be
observed is that the respondents come from various sectors, such as software compa-
nies, telecommunication services and hardware manufacturing companies. It is
important to note that the study subjects were individuals who represented different
organisations. Therefore, it would have been impossible for a single person to answer
on behalf of the whole organisation. Additionally, respondents’ positions and roles
vary within the organisations. Respondents in different organisational positions may
have divergent views about the organisational practices and varying knowledge about
Kanban, factors that could affect the reliability of the results to some degree. The
respondents that opted to answer are more positive towards Kanban use; it may cause
positive bias in the study.

We intentionally selected the LeanKanban LinkedIn community to obtain an
appropriate data sample because the community has an understanding of Kanban and
its use at work. LinkedIn professional are considered groups to be a good source of data
collection for researchers and practitioners from all seniority levels [32].
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5 Conclusion and Future Work

This research sought to explore the factors that practitioners consider to be important in
the use of Kanban. It also investigated participants’ perceived Kanban benefits and
challenges. The study indicates that perceived usefulness, perceived ease of use, per-
ceived compatibility, subjective norms and organisational support can play important
roles in Kanban use. Kanban practitioners find it easy to learn and use in their indi-
vidual and team work. They also believe that Kanban is compatible with their work and
useful in terms of improving job performance, productivity and quality.

In general, it is important for managers to monitor and evaluate innovation factors,
such as perceived usefulness and perceived compatibility. Such monitoring will help to
sustain effective Kanban use while enabling recognition of any need for change. Higher
management support remains vital to Kanban initiatives in order to sustain visible
benefits throughout the organisation.

The results show three primary benefits of using Kanban: improved visibility of
work, stronger development flow and reduced WIP. The respondents expressed that
starting to use Kanban at work is not a straightforward process; rather, it requires
convincing managers, developers and trainers. Kanban practitioners also reported three
main challenges in Kanban use: organisational culture and mind set; lack of training
and misunderstanding of Kanban; and difficulties in Kanban implementation.

In the future, similar studies are needed in different regions and countries. Such
studies would enable comparison of the latest trends in Kanban use and adoption
around the globe. Additionally, future qualitative studies should focus explicitly on
issues and problems.
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Appendix: Operationalization of Constructs

See Table 4.
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Abstract. Software startups are challenging endeavours, with various
road blocks on their path to success. The current understanding of the
challenges that software startups may encounter is very limited. In this
paper, we use the research framework of learning and product develop-
ment stages to analyse the key challenges that software startups have
to deal with at different life cycle stages, from problem definition to
solution validation and from concept to mature product. Based on an
analysis of the empirical data collected by a large survey of 4100 star-
tups, we find out that what perceived as biggest challenges by software
startups do vary across different life cycle stages. Building product is
the biggest obstacle for software startups, even though its significance
decreases when the learning focuses of the startups move from prob-
lem to solution and their products mature. Business related challenges
such as customer acquisition and scaling are more noticeable at the later
stages. Our study raises the awareness of these challenges and suggests
to tackle right challenges at the right time.

Keywords: Software startups · Challenges · Learning · Product devel-
opment stages · Building product

1 Introduction

Startups are newly created companies that aspire to grow fast in extreme uncer-
tainty. They are considered one of the key drivers of economic growth [1]. But
what is also often underlined is the alarmingly high failure rate of startups.
Sixty percent of startups do not survive in the first five years, whilst seventy
five percent of venture capital funded startups fail [2]. This demonstrates that
startups are very challenging endeavours. It is especially true for software star-
tups. According to Sutton [3], software startups are characterized by little or
no operating history. Most of them are young and immature. There is a seri-
ous lack of time and resource. Moreover, they are subject to multiple influences
from an environment that is extremely dynamic, unpredictable and even chaotic.
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A good understanding of the challenges that software startups have to cope with
can help entrepreneurs to be better prepared when confronted by them, and to
overcome them eventually.

However, the current Software Engineering (SE) literature offers very lim-
ited understanding of the challenges in the context of software startups. A very
few number of studies have investigated them in specific areas such as decision
making [4], or user experience design [5]. A broader view has been taken in our
previous study [6], which examines the key challenges emerging from different
areas of early stage software startups. What left unexplored are the challenges
faced by software startups at later stages, and how the challenges differ across
a startup life cycle. Based on this observation, our study aims at offering a
complete and comprehensive understanding of the key challenges in software
startups. To this end, we adopted the research framework of learning and prod-
uct development stages to analyse the key challenges faced by software startups.
The main research question asked in our study is:

RQ: what are the key challenges faced by software startups at different learn-
ing and product development stages?

To answer the research question, we draw upon the empirical data obtained
from a large-scale survey of worldwide software startups conducted between 2013
and 2014. The responses from 4100 software startups were included in the data
analysis. The main results of our study is a comprehensive list of challenges
faced by software startups at different stages and the contextual understanding
of them in terms of learning and product development stages.

The rest of the paper is organized as follows: in Sect. 2, the related work are
presented drawing upon relevant software engineering and business literature.
Section 3 provides more details on the survey. It is followed by the presentation
of the findings in Sect. 4, which are further discussed in Sect. 5, together with
the reflection on the limitations of the study. The paper is summarized in Sect. 6
outlining the future research.

2 Literature Review

2.1 Challenges in Software Startups

As Bosch et al. [4] point out, in order to understand the many challenges that
software startups face, there is need to understand what a software startup is. An
increasingly accepted definition of startup is from Ries [7], a human institution
designed to deliver a new product or service under the conditions of extreme
uncertainty. This definition highlights the characteristic of no or limited his-
tory that a software startup has [3], and the chaotic environment it operates
in. However, the definition does not emphasize the intention of a startup to
find a scalable and sustainable business model [8], which is a key distinguishing
characteristic from established small businesses.

There are few studies that investigate the challenges faced by software star-
tups in SE research field [9,10], due to the nascent nature of software startup as
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a research area. One study that touches upon the challenges in early-stage star-
tups is Bosch et al. [4]. One of the two research questions the study explores is
what are the typical challenges when finding a product idea worth scaling. They
conducted qualitative interviews with the practitioners in nine startup compa-
nies. The interviewees confirm that it is very difficult to know how to work in a
straight forward manner in early stage startups, and that decision-making sup-
port is limited. However no other challenges have been mentioned and the focus
of the study itself is less on investigating the challenges and more on developing
a methodology to support multiple product ideas being investigated in parallel.

Another study is focused on the specific challenges software startups con-
front with respect to user experience design, an increasingly important aspect of
software engineering. Based on an interview study with eight startups on their
approaches to user experience work, Hokkanen and Väänänen-Vainio-Mattila [5]
discover several user experience related challenges, including collecting mean-
ingful information from users or customers, applying right method for collecting
user feedback, and approaching right set of users.

Our previous study [6] investigated the key challenges faced by software star-
tups at early stages. By “early stage” we mean “from idea conceptualization
to first time to market”. Based on a survey study, a list of top 10 challenges
were identified: thriving in technology uncertainty, acquiring first paying cus-
tomers, acquiring initial funding, building entrepreneurial team, delivering cus-
tomer value, managing multiple tasks, defining minimum viable product, target-
ing a niche market, staying focused and disciplined, and reaching the break-even
point. These challenges are further classified into product, market, finance and
team categories. A case study of two software startups is also presented in the
paper, to provide a richer understanding than that allowed by a ranking list
only. Since the focus of the study is limited to early stage software startups, a
complete picture of the challenges faced by software startups at different stages
is missing. The study presented in this paper is a continuation of [6] and intends
to fill the observed knowledge gap.

2.2 Startup Life Cycle Stages

Learning is a crucial aspect and element for any startup, as emphasized by the
Lean Startup methodology [7]. According to Ries [7], startups do not exist to
“make stuff”. They exist to “learn how to build a sustainable business”. The
process of learning can be divided into four stages in accordance to the customer
development process [8]: defining or observing a problem; evaluating the problem;
defining a solution; and evaluating the solution. It is worth emphasizing that
the learning stages are not linear. Startups need to go through multiple build-
measure-learn loops to find their sustainable business models.

On the other hand, a startup goes through a product development process
in parallel [8], which can be further divided into the following stages: concept,
in development, working prototype, functional product with limited users, func-
tional product with high growth, and mature product. While the learning process
is engaged in customer-centric activities mainly happening outside the building,
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product development is focused on the product-centric activities that are taking
place internally. As contended by Blank [8], for a startup to succeed, the two
processes must remain synchronized and operate in concert.

In this study, we adopt both learning and product development stages as the
perspectives on the life cycle of a software startup, and use them to systemati-
cally analyse the perceived challenges.

3 Research Approach

This study is based on a large survey that was employed to explore different
aspects of software startups. For the purpose of this study, we only used a subset
of the questions in the whole survey. These questions are composed of three parts.
In the first part, the respondents were asked to provide background information
about their startups, including the principal business domains, the countries
they work in, and their roles within their startups. The second part is composed
of the questions related to the learning stages and product development stages.
Each question should be answered with a single choice from a set of predefined
options as described in Sect. 2.2. In the third part, the participants were asked to
provide three most significant challenges they perceived recently when working
on their startups, ranked as biggest, second biggest and third biggest. Each
question in this part should also be answered with a single choice from a set
of predefined challenges. To obtain the set of challenges, various online forums
related to entrepreneurship were searched. However, one open option was given
when each challenge question was asked. If a respondent could not find a suitable
option from the list, there was a possibility to specify a different challenge. The
list of survey questions relevant to this study can be found in Appendix A.

In total 8240 responses were received. We went through a more strict data
cleaning process than that employed in our previous study [6] in order to ensure
the quality of the data to be used in the analysis phase. First of all, we filtered
out the responses that missed the values in the fields related to learning stage,
product development stage and perceived biggest challenge. The data in these
fields are mandatory for us to conduct further analysis. Since the unit of analysis
is software startup company, we removed the data points which either did not
provide startup names or entered suspicious names, such as “balh”, “ABC”,
“name”, etc. Secondly, we identified the companies that have multiple responses
in the survey, and kept the response from the most senior role of the company
based on the assumption that he/she would have a more holistic view of the
company. If the roles of the respondents were not provided, we took the last
entered entry from the same company. To further clean the data, we removed
the responses which did not confirm that the startups in question were still in
operation at the time the survey was answered, since the challenges were about
those “recently” faced by the startups. If a startup was no more in operation,
the answer about the challenges may not be as recent as requested. Last but
not least, we removed what we considered “outlier” responses and data points
showing some abnormal patterns. As a result, the total sample size was reduced
to 4100.
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To answer the research question, what are the key challenges faced by soft-
ware startups at different learning stages and product development stages, we
examined the frequency at which each challenge was perceived by the respon-
dents based on the learning stages and product development stages their startups
are at. To determine if the challenges perceived by the startups are related to
the stages they are at, we formulated the following hypotheses that need to be
tested:

H1 : There are differences between learning stages regarding the challenges
perceived by software startups.

H2 : There are differences between product development stages regarding the
challenges perceived by software startups.

Since the stages (both learning stages and product development stages) and
challenge are categorical variables, to test the relatedness between two categor-
ical variables, Pearson Chi-square test is a suitable statistics. We also checked
the expected frequency counts of the cross-tabulation fed into the tests, to make
sure that the validity requirements of Chi-square test are met, e.g., no more than
20 % of the cells containing the frequency counts less than 5, and none containing
0 value. We used statistics software package R for both frequency counting and
running Chi-square tests.

4 Results

4.1 Background of the Sampled Software Startups

Except the 487 responses that did not reveal locating countries, 3613 sampled
software startups come from seventy three countries around the world. Not sur-
prisingly, the majority are located in the United Stages (51.3 %), followed by
countries such as Canada (4.98 %), United Kingdom (3.44 %), Israel (2.83 %),
Australia (2.61 %), Germany and India (both 2.07 %). The business domains
that these startup companies operate in are very diverse and there is no domi-
nant one emerging from the data. The example domains include travel, art and
gifts, fashion, e-commerce, social network, idea management, event management,
social advertising, project and task management, mobile and social games, lux-
ury hobbies, real estate, e-learning, financial services, health care, etc. The types
of software these startups develop are shown in Fig. 1.

The typical team size in these software startups is less than 10 people. The
most common team sizes are 2 persons (16.3 %), 3 persons (15.6 %), 4 persons
(12.2 %), 5 persons (10.6 %) and also, as one respondent put it, “One man army”
(9.88 %). In contrast to the very small team sizes, it is interesting to see that the
respondents used more than 200 different terms to describe the roles they are
playing in their startups. The most frequently mentioned roles are “CEO” (2710),
followed by “CTO” (459) and “Engineer” (171). Apart from the traditional
chief officer titles, there are also “CXO” (Chief user eXperience Officer), “COO”
(Chief Operation Officer), “CPO” (Chief Product Officer), etc. Some interesting
titles reflect the characteristics of entrepreneurs, such as “All the hats”, “jack
of all trades”, “General Specialist”, “do-it-all”, “all-in-one”, “all rounder”, or
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Fig. 1. The types of software applications developed by the startups

“we dont have defined roles”. Others expose nicely the role a founder plays, e.g.,
“visionary”, “Chief Visionary”, “Chief cook and dish washer”, “motivator”, or
“guy that does stuff”.

4.2 Key Challenges Across Life Cycle Stages

The sampled software startups are scattered at the different life cycle stages.
As shown in Table 1, in terms of product development stages, the majority are
working on either prototypes or functional products with limited users. Only
less than 3 % of the startups consider their products mature. In terms of the
learning stages, most consider they are in the stage of either validating problems
or defining solutions.

Table 1 shows the distribution of sampled software startups across learning
stages and product development stages. The biggest percentage are the startups
at the stage of defining the solutions and working on functional product with
limited users. Two startups are at the problem definition stage but already
working on either functional product with high growth or mature product. It
might be that the two data points are not valid, or the two startups are truly
outliers.

Table 2 lists the challenges perceived by the sampled software startups. It
shows that building product is the biggest challenge for 859 startups, the second
biggest for 560 and the third biggest for further 327. In total 1746 startups con-
sider it a key challenge. Customer acquisition, funding and building the team are
the following big concerns of more than a thousand of startup companies each.
In contrast, legal and regulations are perceived as challenges by least startups
in the sample.

Figure 2 (generated from the frequency table in Appendix B) depicts how the
software startups at one learning stage perceive their biggest challenges differently
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Table 1. Distribution of software startups across learning and product development
stages

Problem Problem Solution Solution Total

definition validation definition validation

Concept 113 (2.76 %) 187 (4.56 %) 118 (2.88 %) 23 (0.56 %) 441

In development 74 (1.80 %) 366 (8.93 %) 331 (8.07 %) 35 (0.85 %) 806

Working prototype 32 (0.78 %) 337 (8.22 %) 358 (8.73 %) 53 (1.29 %) 780

Functional product 3 (0.07 %) 295 (7.20 %) 1038 (25.32 %) 275 (6.71 %) 1611

with limited users

Functional product 1 (0.02 %) 14 (0.34 %) 124 (3.02 %) 202 (4.93 %) 341

with high growth

Mature product 1 (0.02 %) 11 (0.27 %) 40 (0.98 %) 69 (1.68 %) 121

Total 224 1210 2009 657 4100
∗The percentages are cell percentages.

than those at another learning stage. As shown in Fig. 2, building product as the
most frequently perceived biggest challenge is clearly visible, even though the per-
centage of software startups decreases while the learning stage is advancing.

Another key challenge, the importance of which declines, is minimum viable
product. it starts as the third most frequently perceived big challenge at the first
learning stage - problem definition. In the solution validation stage, instead, it
gives way to other challenges which are much less perceived at the first learning
stage, such as critical mass, leadership & team alignment, over capacity/too much
to do, and revenue. Staying focused & disciplined shows a similar pattern to
minimum viable product.

It is interesting to compare the pair problem solution fit and product market
fit. It can be observed that the first fit is a much more perceived challenge than
the second at the first learning stage. However its percentage decreases while the
startups are focused more on the second fit in later learning stages.

On the contrary, the percentage of software startups that perceive customer
acquisition as the biggest challenge increases along the learning stages. For the
software startups at the solution validation stage, customer acquisition exceeds
building product noticeably and becomes the biggest challenge for the majority
startups at this learning stage. Similarly, partnership and scaling are not per-
ceived as the biggest challenges by the software startups at the first learning
stage. They are perceived so by the startups at later learning stages, especially
scaling, the significance of which increases greatly at the last stage.

The percentage change of funding takes a different shape. It is perceived
as crucial in the first learning stage, but becomes much more noticeable in the
problem validation and solution definition phases. Instead, its significance drops
back a bit at the solution validation stage. The percentage of building the team
challenge does not reveal any obvious pattern of change. Even though fluctuating
visibly, it remains as a significant concern across the learning stages. The change
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Table 2. Overview of key challenges perceived by software startups

No. of software startups that perceive

As 1st challenge As 2nd challenge As 3rd challenge Total

Building product 859 560 327 1746

Customer acquisition 678 454 324 1456

Funding 526 393 420 1339

Building the team 317 394 293 1004

Business model 282 345 250 877

Over capacity/Too much to do 262 309 289 860

Revenue 150 202 326 678

Minimum viable product 130 218 260 608

Staying focused & disciplined 248 191 152 591

Product market fit 151 186 193 530

Critical mass 161 162 132 455

Scaling 92 107 176 375

Problem solution fit 95 100 100 295

Leadership & team alignment 60 99 111 270

Partnership 44 71 114 229

Legal 35 56 61 152

Regulations 10 27 28 65

of business model does not follow any particular pattern either. However it is
visible that the percentage of the startups perceiving it as the biggest challenge
drops significantly from the first learning stage to the rest of the learning process.
Legal and regulation remain as the least perceived challenges across the learning
stages.

Figure 3 (based on a frequency table similar to the one in Appendix B, with
product development rather than learning as the stage) depicts how the software
startups at one product development stage perceive their biggest challenges dif-
ferently than those at another product development stage. The challenges in
Fig. 3 show less regular patterns when the stages are more granular. But some
similar tendencies are still observable, such as building product decrease vs. cus-
tomer acquisition increase. There are a couple of noticeable differences. One is
the percentage change pattern of funding. Even though the significance drops
as in the learning stage figure, it is more significant at the early stages of prod-
uct development, especially at the development and prototyping stages, which
is understandable since the companies have no products to sell therefore need
funding to sustain the product development. Another notable difference is that
legal as the biggest challenge is not perceived by any of the startup companies
with mature products.

To test the hypotheses that there are differences between different learning
stages (H1) and product development stages (H2) regarding the challenges per-
ceived by the software startups, we run the Chi-square tests on the datasets (see
Appendix B as an example). The results are shown in Table 3. With p-value <
0.0001,H1 and H2 are supported with high confidence.We repeated the Chi-square
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tests on the second and third biggest challenges perceived by the software startups
at different stages of learning and product development. They are also significantly
related to the learning and product development stages. Therefore H1 and H2 are
supported again by taking into account the second and third biggest challenges.

5 Discussion

Table 2 adds more perceived big challenges to the list reported in [6]. The new
entries are revenue, scaling, problem solution fit, leadership & team alignment,
partnership, legal and regulations. Among them only problem solution fit is
clearly a concern more relevant to early stage startups [11]. In comparison to the
key challenges in early stage software startups reported in our previous study [6],
the list of top ten challenges in Table 2 does not differ much1. The only change
is that revenue, in the place of critical mass, becomes one of the top ten key
challenges across the stages. The little variance between the two lists can be
explained by the fact that the sample used in this study, even though including
all stages of software startups, is skewed towards early stage startups. Table 1
shows that the majority of the startups in the sample are at early stages (at the
first four stages of product development).

Our study results demonstrate that building product is the biggest challenge
faced by software startups at all stages, not just those at an early stage as shown
in [6]. Along the same line of argument in [6], this finding is consistent with
the generally innovative nature of software startups who are often chasing new
technological changes and disrupting the software industry. Therefore they need
to deal with cutting edge technology and apply innovative tools and techniques,
which renders product development challenging endeavours.

With an extremely small p-value (<0.0001), the hypotheses H1 and H2 are
supported, which means that what are perceived as the biggest challenges by
software startups do vary across different learning as well as product develop-
ment stages. Even though it is difficult to declare a global change pattern based
on Figs. 2 and 3, it is noticeable that the significance of product and finance
related challenges, such as building the product, minimum viable product and
funding, decreases when learning and product development progress. In compar-
ison, market related challenges such as customer acquisition and scaling become
increasingly perceivable. This is hardly surprising since the main focuses and
tasks of startups shift along their life cycles, so do the concerns and challenges
entrepreneurial teams have to tackle. The picture is less clear when people and
team related challenges are concerned, including building the team and stay focus
& disciplined. There is no detectable overall tendency. This is somehow contra-
dictory to our expectation that the more advanced startups are, the more stable
and better jelled entrepreneurial teams are, and therefore the less people and
team related challenges are perceived.
1 The names of the challenges reported in [6] were the adapted versions of the ones

reported in this paper. The purpose of the adaptation was to better reflect the
characteristics and focus of early stage software startups.
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Fig. 2. Distribution of software startups in terms of the biggest challenge per learning
stage

Table 3. Chi-square test results

H1(learning stages) H2(product development stages)

X-squared 506.9612 943.4645

df(degree of freedom) 48 80

p-value < 0.0001 0.0001

In addition, our data analysis reveals that, in a few software startups, learning
and product development stages are not synchronised (e.g., as shown in Table 1),
or they are dealing with challenges that are either too early or too late to confront
in terms of what need to be learnt or what need to be developed, e.g., confronting
product market fit at the problem definition phase (the first learning stage), or
still tackling problem solution fit when the product is already mature. As argued
in [11], investing on product market fit strategies prematurely given that users
are not yet sold on the product can be a crucial failure factor. On the other
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Fig. 3. Distribution of software startups in terms of the biggest challenge per product
development stage

hand, having already a mature product is a huge waste if the problem solution
fit is not reached.

Regarding the limitations of the study, one limitation lies in the set of pre-
defined challenges used in the original questionnaire design. It is not based on
existing literature due to the scarcity of related studies. The challenges were
obtained through searching various online entrepreneurship forums. They need
scientific evidence to support their validity. The fact that most survey respon-
dents selected from the predefined set to certain extent demonstrates that these
challenges are relevant and significant. Of course, the fact that no meaningful
new challenges were identified in addition to the predefined list may also due to
the questionnaire design. A more flexible design would encourage respondents to
express the challenges in their own words, even though it means much more effort
needed for data analysis. Another limitation of the study is that the life cycle
stages of the software startups in the survey were chosen by the respondents,
therefore were based on their opinions rather then objective evidences. There
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could exist inconsistency between the real stage of a software startup and the
perceived stage by its respondent. There are additional questions in the original
survey (not included in this study) that could be used in the follow-up studies to
triangulate the perceived life cycle stages. Lastly, regarding the Chi-square test,
it is recommended that the categorical variable has a small number of categories.
To improve the confidence of the results, the challenges could be classified into
fewer groups. A meaningful and valid way to group these challenges is needed.

6 Conclusions

Software startups are challenging endeavours. Different challenges occupy the
central attentions of entrepreneurial teams at different stages. In this paper, we
extended the narrow focuses of previous studies and examined the key challenges
that software startups have to deal with at different learning stages from problem
identification to solution validation, and at different product development stages
from concept to mature product, based on a large survey study. We established
a ranked list of top challenges, and demonstrated how they vary across different
stages.

The findings can guide future studies to address the top software engineering
challenges faced by software startups, such as building software product, defining
minimum viable product and building entrepreneurial team, while taking into
account contextual factors, e.g., the product development stages and learning
stages. The practical value of our study is that it raises the awareness of the
challenges entrepreneurial teams may encounter and suggest them tackling right
ones at the right time.

The survey data provides a snapshot of the challenges faced by different
software startups at different stages. A longitudinal study of different challenges
faced by same companies at different stages would validate the findings from this
study and provide richer contextual understanding of these challenges. It is also
interesting to understand the uniqueness of the software startup challenges and
their significance in comparison to other types of startups or new product devel-
opment endeavours in general. Further more, future studies can investigate the
potential linkage between the misalignment of learning and product development
stages and startup failure.
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licenses/by-nc/4.0/), which permits any noncommercial use, duplication, adaptation,
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Commons license and any changes made are indicated.
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Creative Commons license, unless indicated otherwise in the credit line; if such material
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Appendice

Appendix A Key Survey Questions
Category Question

Demographic questions Name of Your Startup

Web Site

Did you fill out the survey for a company that is still
operating?

Which best describes your role on the team?

What kind of startup are you a part of?

How many products do you have?

What market are you tackling?

What is the total size of your team?

Questions related to startup stages What’s the stage of your learning process?

What’s the stage of your primary product?

Questions related to challenges What has recently been your startup’s biggest
challenge?

What has recently been your startup’s second biggest
challenge?

What has recently been your startup’s third biggest
challenge?

Appendix B Challenges Perceived by Software Startups
at Different Learning Stages: Frequency Table

Problem Problem Solution Solution

definition validation definition validation

Building product 75 (33.48 %) 298 (24.63 %) 420 (20.91 %) 66 (10.05 %)

Customer acquisition 4 (1.79 %) 163 (13.47 %) 365 (18.17 %) 146 (22.22 %)

Funding 18 (8.04 %) 173 (14.30 %) 273 (13.59 %) 62 (9.44 %)

Building the team 12 (5.36 %) 127 (10.50 %) 121 (6.02 %) 57 (8.68 %)

Business model 49 (21.88 %) 58 (4.79 %) 139 (6.92 %) 36 (5.48 %)

Over capacity/Too much to do 7 (3.13 %) 69 (5.70 %) 134 (6.67 %) 52 (7.92 %)

Revenue 1 (0.45 %) 16 (1.32 %) 63 (3.14 %) 50 (7.61 %)

Minimum viable product 24 (10.71 %) 92 (7.60 %) 114 (5.67 %) 18 (2.74 %)

Staying focused & disciplined 17 (7.59 %) 57 (4.71 %) 58 (2.89 %) 18 (2.74 %)

Product market fit 2 (0.89 %) 35 (2.89 %) 94 (4.68 %) 20 (3.04 %)

Critical mass 2 (0.89 %) 28 (2.31 %) 86 (4.28 %) 45 (6.85 %)

Scaling 0 (0 %) 11 (0.91 %) 32 (1.59 %) 49 (7.46 %)

Problem solution fit 10 (4.46 %) 31 (2.56 %) 47 (2.34 %) 7 (1.07 %)

Leadership & team alignment 1 (0.45 %) 20 (1.65 %) 21 (1.05 %) 18 (2.74 %)

Partnership 0 (0 %) 15 (1.24 %) 23 (1.14 %) 6 (0.91 %)

Legal 2 (0.89 %) 14 (1.16 %) 14 (0.70 %) 5 (0.76 %)

Regulations 0 (0 %) 3 (0.25 %) 5 (0.25 %) 2 (0.30 %)
∗The percentages are column percentages.
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Abstract. The Mob Programming technique proves to be an effective learning
instrument with a group of less experienced developers. It is also used to explore
topics outside of just software development.
This paper describes how, with a set of weekly Mob Programming sessions,

the teams as a whole and all its individuals have grown much faster than they
could have done otherwise. They improved their coding skills, mastery of tools,
involvement in Scrum ceremonies, estimation skills, process modeling (!) and
learned to be much more self-sufficient.
This didn’t happen without plenty of experimentation, and some dead ends.

I will describe the different approaches we tried, how we ended up with a
surprisingly strict process for our mobbing sessions, and how acceptance was
easier with a team that had fewer ingrained habits of work.

Keywords: Learning � Pairing � Mob Programming � Discovering unknown
territories

1 Introduction

It started with two teams that needed to improve their skills in many different areas but
with very little support available to get them there. No seniors, no training, and a single,
non-technical, coach trying to help them.

Having been impressed by the Mob Programming [3] session at XP2015 in Hel-
sinki, I started an experiment to see whether that technique could help us accelerate the
learning process. We tried Mob Programming for a period of two months, with one full
day of mobbing a week. It proved to be a great experience for both the teams as well as
for this coach, albeit one with a steep learning curve.

In this experience report, I show the effects mobbing had on different aspects of our
work. How the adoption of the practice was different between two differently structured
teams. What we did to make it work, and how mobbing was particularly effective in
supporting learning and discovery in both technical skills as team maturity.

2 Situation

This experiment happened in a small department of a company (consisting of 18
people, 14 developers in 3 teams) based in Rijswijk, The Netherlands. The main period
of the experiment was in the summer of 2015, fresh after the inspiration from the
XP2015 conference in Helsinki.

© The Author(s) 2016
H. Sharp and T. Hall (Eds.): XP 2016, LNBIP 251, pp. 185–192, 2016.
DOI: 10.1007/978-3-319-33515-5_15



The experiment involved two teams within the company: a junior team (let’s call
them team Red), and a less junior team of developers (team Yellow). The junior team,
the Reds, consisted entirely of young programmers with no previous work experience
as developers. There was no senior developer available to guide them, and we needed
some way to accelerate their learning process. The Yellow team was also very junior
but had some programming experience, some from working at another company.

This isn’t a group who by themselves who would scout the outer limits of IT
innovation, so I didn’t expect them to be eager to try Mob Programming out. The
reception was not even lukewarm; I would have to earn my pay to get this accepted.

3 Introduction of Mob Programming to Teams

I started out by showing Woody Zuill’s video ‘A Day of Mob Programming’ [4] to the
whole group. I explained that even I, a non-developer, had had a lot of fun participating
in a session of Llewellyn Falco and that I would like to try it with the teams.

I told them I thought it would be fun, and mentioned similarities I saw with some of
the online games that I knew the junior team members liked playing in their own time.
These games are high paced shoot-’m-ups, in which they acted as a team with a lot of
online communication, and I hoped the similarities would spark an interest.

A second argument was, via feedback in the retrospectives the teams had raised,
that there was lot of difference in the skill level and use of tools between the team
members, regardless of seniority and time with the company. Everyone agreed that it
would be in the interest of the teams, the individuals and the company to spread those
skills more evenly. I emphasized how Mob Programming could help us achieve this.

Still, the first reactions were lukewarm. Even while stressing that the goal was
learning and not delivery, people were complaining about the apparent lack of effi-
ciency. A senior colleague, who was not part of these teams but influential in the
company, openly said he would dislike working on a daily basis as was shown in the
video. I stressed that if people liked this way of working we could do it more often, but
that it was not my goal to make this the new default way of working in the office. In the
end, I decided to just try.

4 Experiments

As part of the series of Mob Programming sessions, we continuously adapted our way
of working. When you’re doing hourly retrospectives, the rate of change can be very
high. In the following Sect. 1 describe some of the larger, and more important, changes
that happened, and the process we ended up with.

4.1 Room Setup

We went through a few iterations before we arrived at a room setup that worked for us.
Starting by just using the big screen we use for giving demo’s in the main team room,
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we quickly found that the screen was too small, and it was hard to get everyone a
position near enough to it, due to all the desks. Distractions were also an issue, with
many interruptions from outside the team, and simply from people’s workstations (see
Fig. 1).

At the company we have a room designed for training. In this room we were
somewhat more isolated from interruptions. The room has a projector and a big monitor
for presentations. We quickly discovered that the resolution of the projector was too
low and not clear enough. A good high resolution projector is the most optimal
solution. We had to use the big monitor.

The setup in the training room initially resembled the setup used in the XP2015
conference setting that I participated in. We rearranged the tables to create one central
table, directly in front of the monitor, with a keyboard, mouse and one laptop. We
arranged some chairs in a semicircle around that driver position, and simply switched
places (see Fig. 2).

We still found issues with this setup. The simple chairs, though good enough for a
short mobbing session at a conference, wouldn’t do for sitting on all day. So we
decided to use proper office chairs, and have everybody move around keeping their
chair to save time and avoid continuously fiddling with the chair configuration (see
Fig. 3).

Lighting also turned out to be important; if there’s too much, it makes it hard to
read the screen. But when it’s too dark the bright screen strains the eyes too much. By
switching to a side-wall for the screen we could alleviate that particular issue.

4.2 Cycle Time

Copying Woody’s video, we started with a rotation of 10 min. Unfortunately, it seemed
that every change of driver and navigator became an interruption and it took the team
time to get back in focus on the problem at hand. There was clearly no sign of flow.

A tip I got from Llewellyn Franco at Agile 2015 [1] proved to be very important:
lower the rotation cycle from 10 to 4 min. By rotating so quickly, the switch has to go
smoothly, so that you really need to make sure the workspace is good, you have a good

Fig. 1. First try: mobbing in
the team room

Fig. 3. The final setup:
comfort and proper lighting

Fig. 2. Second attempt: training
room in conference-inspired
setting
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timer and most important, that everybody is fully involved all the time. After a while,
Team Red slowed to 5 min, and declared this the sweet spot for them.

4.3 Structured Breaks

Full involvement all the time can be exhausting. It’s worth noting that more mature
teams might experience Mob Programming less stressing than Pair Programming, due
to breaks in the rotation. However, in this situation the primary goal was not delivering
software, but focus was on learning though training.

So I made sure that every hour there was a 5–10 min break after the retrospective
where people weren’t allowed to be behind the screen. Even then a full day can feel like
a marathon. The biggest advantage of a full day, was that you can do a full Sprint and
finish work in one day, which people found fulfilling.

4.4 A Sprint a Day Keeps the Coach Away

I emphasized that the Mob Programming days were an experiment with the focus on
learning, rather than delivering. Apparently I was a little bit too effective with the
emphasis on learning and creating an environment of not delivering.

The sessions were not always happening with the full attention of everyone in the
team. The results were incomplete and would bleed over into additional work outside
of the mob, and inside of the containing, normal sprint. Reflecting on this, we decided
to put a little more focus on the mobbing day, and have a clear goal of taking a small
story and having it deployed to production. I called this the ‘sprint in a day’, and it did
put the whole process in a pressure cooker.

The structure of that single-day-sprint was as follows:

• the team picks a user story during the planning session, taking into consideration
that it had to be possible to finish the story in one day,

• the day starts with a tasking session, where the team does a breakdown of all the
tasks needed to deliver the user story,

• then hourly cycles of development, which each ended in a retro and break,
• at the end of the day, the user story would be deployed to production
• the retro for the last hourly cycle is extended, looking back at the last hour and the

whole day,
• the day is closed by making the retro report together as a mob,
• and we clean up the room before we leave.

Giving ourselves this goal of completing the work had, perhaps predictably, an
immediate effect. The first time the whole team stayed for an additional two and a half
hours to deploy. Thus, they decided in the retro that perhaps more automation in the
deployment process would not be a bad idea. It also raised awareness in the team about
the advantages of small stories.
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4.5 Hourly Retrospectives

Already mentioned above, a core practice for our teams were the hourly retrospectives.
With our focus on team learning, the most important outcome of the mob was in
learning how to improve.

An hourly retro needs to be short and to-the-point. We started with a simple
positive/negative items system, and made sure this was visualized on our daily scrum
board. Here’s an example of an early Task & Retro board (see Fig. 4):

The basis of the board is the horizontal axis for the hourly blocks. Every hour the
corresponding column is used. The top part for positive feedback (e.g. “We chose a
good user story to work on”), the lower part for the improvements (e.g. “tests fail”).

The left of the board is a basic scrum (ToDo/In Progress/Done) board, turned on its
side, where we kept track of the tasks for the day’s story.

As we refined the retro, we changed the board from having distinct sections for
positive and negative points to one where we have a gradual scale from top to bottom,
inspired by the happiness metric [2].

In the example below (Fig. 5), note the trend towards negativity as the day pro-
gresses, undoubtedly influenced by the lack of progress on the tasks shown in the task
board on the left.

In the next example (Fig. 6), a board from team Red, we do see a clear upward
trend in day. The team has further extended the board by adding a task burn-up chart.

Fig. 4. An early task and retro board - notice the focus on the hourly retro

Fig. 5. An incremental improvement to the
retro board: a gradual scale of positive to
negative

Fig. 6. A more upward trend of the day, in
both retro-points and task burn-up
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Retrospectives are also put in Confluence. Easier to read, for reference, and as this
is done as a Mob at the end of the day, it is another moment where the retro points are
digested by the team. Additionally, actions for the next session are added as tasks.

4.6 A Special Mob: Process Flow

In one of our mobbing sessions it turned out that the story required the creation of a
process flow. As no-one in the team had any experience in this area, this was a session
where the coach (who used to be a process manager in a previous life) took on the role
of navigator for the start of the session. It was interesting to see that, even though
whiteboard drawings and Visio diagrams were the output instead of Java code, the
same effects occurred as with other techniques: after a while our process manager could
see that the basic skills had landed, and he could step back and let others take on the
navigator role.

5 Acceptance

Team Red, our junior team, embraced Mob Programming the most. They’ve indicated
that they don’t want to work this way all week, because they had to do an individual
study as well, and time spent in the mob meant less time to prepare for their OCA and
OCP exams. But, even after the initial 8 sessions of our summer experiment, the team
continues to have regular mobbing days.

On the other hand, Team Yellow, the less junior team, disliked the experiment,
didn’t like the working in a group, and kept saying that they thought it was inefficient,
no matter how much I made clear that this wasn’t a consideration. So they stopped after
only 3 attempts at mobbing.

A few months after they had stopped, team Yellow needed to work in a new
technical domain, with some pressure on learning this domain quickly due to a new
project that they had landed. Team Yellow then decided to split in two groups, both
addressing a particular area. Although they didn’t do the strict rotation, the interaction
(with driver/navigator roles, frequent updates in group and between the two groups)
was clearly reminiscent of the setup they had experienced a few months earlier while
mobbing.

In an unexpected late update, only a few weeks before finalizing this paper team
Yellow decided independently to Mob Program for a day to tackle a difficult user story.
My initial conclusion that they had rejected the technique was premature: they did find
value in mobbing and added this new tool to their toolbox.

6 Team Growth

Learning software development is the primary goal for our group of junior developers.
They were already delivering demos weekly, proving they understood the studied
chapters in their books. Working in a mob with their peers accelerated everything, from
exchanging coding practices to learning to have an opinion and to share or even defend it.
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For instance, one day Team Red discovered that the training room was not avail-
able, so they decided to move to the boardroom. With unfavorable light conditions and
table arrangement, they themselves decided the room as unfit and changed to a better
room. All without any intervention of the coach, something that would be unthinkable a
few weeks earlier.

Team Red started to identify user stories that were suitable for Mob Programming
and those which were not, in light of the very short cycle and strict rhythm. The
characteristics of these stories proved to be mainly how clear the goal was and whether
enough contextual information was available. Basically, they were finding shortcom-
ings previously undetected in the Backlog. This dramatically improved the interactions
with the Product Owner and within the team during the regular refinement sessions.

Having to finish a story at the end of the day, the Yellow team noticed together that
deployment to production took far too much time. Since they had the rule in place that
everyone stayed until the day was closed with deploying the user story, it felt even
longer. This drastically changed their attitude to deployment automation.

A set of scripts had been disabled in Jenkins, because it gave too many errors. To
speed up the deployment process the team had to re-enable the scripts and fix the
problems. The process went down from 40 min to 10.

With both teams lacking experience in Pair Programming, I made sure that the rules
for Mob and Pair Programming were almost the same. So basically we do Mob Pro-
gramming, but if the group consists of only two people we call it Pair Programming.
Many people would perhaps dislike this approach, but after the experiment the result is
that people more often choose to do Pair Programming than before. I am positive that
with additional exposure they will reach a point where a more relaxed approach to
pairing will also work for them.

Overall, the level of discipline/cadence/structure went up for both teams, while at
the same time the evaluations during the retrospectives were more positive and
productive.

The Red team is now very mature and self-sufficient in their day to day processes.
Though they still need support on technical issues, they only need help from a scrum
master when they run into conflicts or other situations that have a need for more life
and work experience.

7 Conclusions

I can state that because of these weekly Mob Programming days, the team as a whole
and all its individuals have grown much faster than they could have done otherwise.
Not only did they improve their coding skills, they improved in many other aspects,
such as their requirements process, deployment procedures, appreciation for focus, and
perhaps most important of all, their much higher degree of self-sufficiency. Learning
would have been quicker and more directed with a senior as part of the team, but they
progressed greatly, even on their own.

As a coach, I had my own learning experience. The difference in reaction between
the teams indicates that a different approach might be more effective with more senior
people. Perhaps that is not surprising. We all get more set in our ways the longer we are
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used to our particular habits. The experience for me as a coach has resulted in lessons
learned I’ll take into my next Mob Programming experiments. And those will certainly
happen!
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Abstract. Agile development with continuous integration and constant
releases is only sustainable followed by a rock solid quality process. At
blip/betfair we work very hard to build and continuously improve our
quality process to provide at the same time a unique reliability experience
to our customers and new features fast. Three major components of
this process are: Mind maps to help us learn more about our product
and represent our knowledge about it in a structure way, Exploratory
Testing that must be free and creative and happen as soon as possible
in the process to allow fast feedback cycles and CI pipelines with high
levels of automation testing to avoid regression. Agile development with
continuous integration and constant releases is only possible with a rock
solid quality process.

Keywords: Agile · Testing · Mind maps · Exploratory tests · Contin-
uous integration · Quality

1 Introduction

Before joining Blip in July 2013, all I knew about Agile was based on articles
or conversations with other people. After two and a half years of experience,
where I have had the freedom to decide the best way to do my job, I feel that
my perception about quality in agile environments has evolved a lot. This report
shares my journey from learning the existing quality process for the Exchange
Desktop project, to helping improve it to its current state.

1.1 Background

Blip is part of the Betfair Group plc, one of the biggest and most successful online
betting companies in the world, being the largest internet betting exchange, and
also has a strong position in the traditional online bookmaking business. The
growth of the online gambling market in the recent years has led to an increase
in the number of online betting websites. This generates a fierce competition for
market share which in turn increases the pressure for the companies to be more
innovative and to release new features fast in order to draw the attention of as
many users as possible. At Blip, the way we deal with this pressure is to use
agile methodologies (mostly Scrum) and continuous integration.

c© The Author(s) 2016
H. Sharp and T. Hall (Eds.): XP 2016, LNBIP 251, pp. 193–200, 2016.
DOI: 10.1007/978-3-319-33515-5 16
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Although we need to deliver new features fast, our main concern when it
comes to the continuous integration of our products is quality. Despite being
considered an “entertainment” product, our applications deal with an extremely
sensitive subject for our customers: their money. With this in mind we dedicate
a lot of time to the development of a strong quality process that gives us the
confidence to release our products frequently. This process is in constant evolu-
tion with the input from Delivery Managers and Developers but primarily from
Quality Analysts.

We work mainly with the most popular agile methodology Scrum, in mul-
tidisciplinary teams of around 5–7 people, which includes the quality analysts
(usually one for each team/we don’t have a separate quality department). This
integration of quality analysts into the teams means that different projects have
different realities and in most cases, the project teams have the freedom to tailor
their quality process according to their needs. For this reason, I will only refer to
the quality process for the project that I have worked on, for the past 2,5 years,
the Exchange desktop product that has 2 on-going projects: the Sports Site Web
(SSW), a Java-based (backend) desktop app, and the Exchange Desktop Site
(EDS), a newer (1,5 years), Angular-based desktop app.

I will focus on three different subjects within our quality process - Mind
mapping, Exploratory Testing and Continuous integration pipeline - and try to
describe their evolution over the time I have been in the company.

2 Mind Mapping

2.1 Early Days and Old Process

Back in 2013 when I joined Blip, mind maps were not a part of our quality
process. As this was my first full time job as a Quality Analyst (in my previous
job, testing was just a small part of my tasks), I started by learning the current
process from other QA’s from the project. As we work in Scrum with two weeks
sprints, the QA process is tightly connected with our Scrum process.

As in most Scrum teams, the first interaction that a QA had with any user
story was in the grooming ceremony. In this ceremony the Product owner
explained the user stories in the backlog to the team. The QA, like any team
member, tried to understand any possible flaws with the specification and make
sure it was ready to be played. Before the team estimated the user story, it was
common for the QA to discuss with the team a general idea of the strategy to
test the user story, with special focus on the kind of automated regression tests
that could be done. This helped the team estimate the user story with a bit more
detail. This part of the process is still in use nowadays, as we feel it works well.

In the beginning of a sprint the first goal of the QA was to define test cases
(this would happen before any real testing with the application). So for every
user story the QA would do the following tasks:

1. Study the user story in more detail with special focus on its acceptance
criteria,
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2. Create test cases in our agile management tool (AMT ) for all the scenarios
that we would test manually as well as different input combinations for the
scenarios to validate the acceptance criteria, and

3. Create test cases for all the scenarios that would be automated as regression
tests.

Applying this process to all the user stories would usually take at least the
first couple of days of the sprint. After a user story was implemented, the QA
would test it in a development environment following the test cases that had
previously been defined, trying to find bugs. We understood later that doing so
was quite restrictive, limiting our creativity and exploration. Our test activities
mostly followed the “scripts”.

2.2 The Introduction of Mind Maps

In late 2013, one of the more senior QA’s shared a new technique he had learned
to help him explore the user stories and create a visual representation of our
knowledge about a product feature, mind maps. This idea blew my mind com-
pletely and I immediately started thinking how we could use this in our process.
On the following sprint I started experimenting with this idea and created mind
maps to help me in my testing strategy for every user story. The use of this
technique had a huge and instantaneous impact in the way I worked. Since then,
the way we use mind maps has gone through different stages. I will now explain
what happened and what we learned along the way.

2.3 Mind Maps for Test Scenarios

The very first thing I tried to do was to use the mind maps to replace step 2 of
our process, which was the one I thought was the most inefficient. So instead of
documenting every scenario that I was going to test with in different test cases
in our AMT, I would create a mind map with all that information and attach
that single mindmap to the user story. This was helpful at first because it was a
much more visual way to represent that information than in separate test cases
and it was more practical to use when I was testing the user story, executing
those scenarios. Besides using the mind maps to guide me as I was testing the
user story, I also started ticking off as complete the different scenarios and steps
as I tested them in the app. I would later insert this updated mind map to the
respective user story as a test result. This could be used as historical data to be
consulted in the future if necessary. After some sprints following this method I
realized that all this test result information was useless because nobody really
needed it. Not me, not my delivery manager, not the other QA’s. So as a good
Agile practitioner I stopped doing it because it wasn’t adding any value. I also
stopped creating mind maps for test scenarios as I started observing that having
all those predetermined test scenarios wasn’t really helping me find many bugs
and was having the same impact in testing that step 2 previously had.
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2.4 Mind Maps to Represent User Stories

Around the time I was struggling with the route to pursue next with the mind
maps, Michael Bolton came to Blip for the Rapid Software Testing workshop.
We talked a lot about exploration, experimentation and learning. One technique
exhaustively used during the workshop was precisely using mind maps to learn
and explore the features and characteristics of a product. This inspired me to
use mind maps in the same way, to learn more about the product instead of
representing testing scenarios as I was doing before.

I decided from that point on to try to represent the information on the
user stories in a more structured way. Instead of mapping scenarios, I started
mapping the different components of the module (or small section) that was
being implemented and think about the different states that each component
could have. Instead of replacing step 2 of the process, this new method helped
me with the step 1 - learning as much as possible about the user story. Later,
after the team had implemented the user story, I used the mind map that I had
created to help me with my exploratory tests. At this point, and with the new
concepts about exploration we had learned in the workshop, we (the QA’s on
the project) decided to drop step 2 of our process, as we understood that it
wasn’t adding value and didn’t really help us discover many bugs when we were
testing. This meant that the only test cases that we defined in our AMT were
those defined in step 3, the ones that would be automated as regression tests.

2.5 Repurposing Mind Maps - The Oracles Breakthrough

Usually when implementing a new module, the work is divided into several user
stories. Instead of creating one mind map for each user story, we started creating
a single mind map for the entire module and updating it in every user story.
These mind maps also included things common to the entire module like the
visual specs or google analytics events that would be fired on specific actions.
Figure 1 shows one our mind maps.

This process was working fine, but I realized we had a problem: we were
creating all these mind maps for every user story and modules and they were
very useful while we were testing. But after that, they were stored in a folder
and they were never used again. We understood that this was quite wasteful
because we had so much valuable information being basically thrown away after
the first utilization.

Linking Everything. What I started doing was linking everything. At this
point we had a mind map for each module but they were disconnected. So
we created a “root” mind map that would reference all the different modules
and pages we have in our application. Through this “root” mind map, anyone
could access any mind map of any module in a few clicks. For some modules
there were more levels of maps. In some cases we can have a module that has
different implementations according to the sport we are in (e.g., market header
for football, tennis, volleyball, etc.) and in those cases there will be a mind map
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Fig. 1. A simplified version of an actual mind map for the volleyball implementation
of the Sports Header module

for each of those implementations and one “super” mind map that links all of
them together. For more complex modules, we may have the mind map of the
module which has “sub” mind maps for different areas or sections of the module.

This concept of linking mind maps really revolutionized the way we used
this tool. Most importantly it helped us create something that was missing in
our project: a high level vision of our product. Using this powerful tool, we
centralized all the relevant information about our product that would otherwise
be scattered all around our AMT. Mind maps started being used not just by
testers but also by product owners, developers or any other person who wants to
understand the expected behaviour of any module in our application. We would
often see someone asking a question like: “Is this module supposed to appear
in this page?” or “Do you remember the rules for this module we implemented
a few months ago?” being answered two or three clicks after opening the root
mind map. Now we can confidently say that this tool is in fact an Oracle for
the behaviour of our application.

3 Exploratory Testing

Exploratory testing in its essence has been used in Blip for many years, but it
wasn’t always called that. Two and a half years ago, the term we used for the
tests that were performed by the QA’s when a user story was implemented, was
Manual Testing. Only later, around the same time we started using mind maps,
we started using more consistently the term Exploratory testing, which is now
completely rooted in our testing vocabulary.

Exploratory testing at Blip has evolved a lot over the years. We made many
improvements like introducing new testing techniques we learned or stopping
specifying the test cases (for “manual” testing) beforehand, to allow us to explore
and experiment with more freedom, without a predetermined script. Those were
improvements but the aspect of exploratory testing that I want to talk about is
not so much how we do it, but when we do it.
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3.1 Testing After CI Pipeline

Back in 2013, the “exploratory” testing performed by the QA’s only happened
when the code reached the alpha environment (with production data), which
was the last step of our CI pipeline. From the moment the developer submitted
the code to the pipeline, it would take over one hour to reach this last stage,
assuming everything went well (no errors on deployment or broken tests). This
wouldn’t be a problem... except if the QA found one or more bugs! In those cases
the cycle would go back to the beginning, and in the best scenario the QA would
be able to test again, more than one hour later (assuming the developer would
fix the bug immediately once it was communicated). This was an extremely large
feedback cycle and had a huge impact in the amount of time it took to get a
user story in front of the Product Owner, and so we decided to change that.

3.2 Setting the Local Environment

Our strategy was to make sure that we as QA’s would have the same local
environment that developers use to test their code. This way, when development
is ready, we simply have to checkout the code from the remote repository and
run it on our machines. We always have to make sure that this code is also
updated with the latest version of the master branch, so that we don’t test the
new user story on an outdated version of the site.

This process allows us to have the user story in our hands faster as we don’t
have to wait that it reaches the alpha environment. It also allows us to reduce
drastically the time for the feedback cycle of any bug that is found - once we
find it we can communicate it to developer and after he/she fixes it, we have it
again in our hands seconds later.

After the exploratory testing is finished, the code is then submitted to our
CI pipeline and once it reaches the alpha environment, we perform some sanity
tests on the feature just to make sure everything is ok, and then we send it to
our PO.

This change we implemented may seem small, but it had a huge impact on
the lead time of our user stories and allowed us to have them much earlier in
front of our PO for approval. Feedback is an essential part of agile development,
especially from the “client” (our PO in this case). The sooner it happens, the
better.

4 Continuous Integration Pipeline

Continuous Integration has been present at Blip for a long time now.
Our CI pipelines are a central piece of our quality process because they are

the ones that allow us to continuously integrate our code while making sure that
no regression has happened in our applications.

Each project at Blip has its own CI pipeline and as in other components of
the quality process, it is normal that each project adopts its own strategy for
that too.
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For the Exchange desktop product we have two ongoing projects, and there-
fore two pipelines, one for the SSW project and other for the EDS project. In
the SSW project we are currently only doing maintenance work, so the pipeline
structure hasn’t changed in a long time, as well as the test suites that run in
it. On the contrary, the EDS project is our currently most active project, which
means that has a continuously improving pipeline, both from the regression test-
ing suites and from the pipeline structure itself. For those reasons I will focus
on describing the EDS pipeline.

4.1 EDS Pipeline Structure

Figure 2 shows an example of a build in our pipeline.

Fig. 2. Example of a build in our EDS pipeline. It shows all the steps: commit, deploy,
smoke test, mock test and end2end test which were all successful

When a commit is made to the master branch, a new build is generated,
triggering the first step of the pipeline.

1. The first step of our pipeline basically generates an RPM for that version
of the code and runs our unit test suite against it. The unit tests suite is our
largest test suite (over 2000 tests) for obvious reasons: it allows us to evaluate
the correctness of each function in the code and with a very low execution
time (under 16 s). Coverage can be a misleading metric, but we try to use it
as a rule to have at least 80 % branch coverage in our unit test suite. After
this step the build is ready to be installed in any environment;

2. The second step is to deploy our build to our alpha test environment.
This environment uses production data and can be used both for exploratory
testing and automated regression testing. Once this step is completed, the
following three steps start simultaneously. They are our UI test automation
suites and run against the alpha test environment. They used to run sequen-
tially, but now they run in parallel saving a lot of time, specially when all the
tests pass.

3. The third step, executes our Smoke test suite. It runs tests with barely
any interaction with the page aside from the assertions themselves (or expec-
tations as we call it) which makes the tests quite fast. This suite is quite small
representing roughly 10 % of our regression strategy.

4. The fourth step, runs the Mock test suite. These are simulation tests,
where we control all the responses from the services, testing mainly two dif-
ferent situations: the modules in isolation (testing all their components and
their possible states) and more complex situations that generated or could
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generate critical defects. These are the most stable tests once they are not
subject to possible service failures and we have total control over the data
that is shown on the page. This suite represents around 60 % of our regression
strategy.

5. The fifth step executes the End2End test suite. These tests represent
more “real” scenarios that usually interact with several different modules of
the application, not making use of any mocked data. These tests are great to
test the integration between modules but are always held hostages of the data
that is available in production. This suite represents the remaining 20 % of
our regression strategy.

4.2 Current Challenges

Our current pipeline is far from perfect, and we continuously work to try to
improve it. Some of our biggest challenges are:

– Stability - This is our number one priority. Our tests aren’t as stable as
we wished they were, and we have some flakiness at times. Our approach to
improve this issue has been to tackle the most unstable tests first, disabling
and fixing them. We are making some progress but we still have some tests
(the ones in worst shape) that show a failure rate of around 13 % which is not
that good.

– Speed - The entire pipeline, from the first to the last step takes about 19 min.
We are always concerned about this, because we don’t want our pipeline to
become a delivery bottleneck for our User stories, and as we grow our codebase,
the number of regression tests keeps increasing. Our latest improvements were
to use as much parallelization as possible: our functional test suites (steps 3
to 5) run simultaneously as well as the suites themselves also parallelize their
tests, using a selenium grid.
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Abstract. Organizations take up agile transformation as silver bullet for all
their business problems, but the fact is transformation journey is an eye opener
to discover the real problems which were previously unnoticed. The authors
were part of such a journey. It’s easy to reap the obvious benefits of agile, but
difficult to sustain and solve systemic obstacles like long build time, complex
code base and legacy architecture that become a way of life over a long period of
time. Here we describe the challenges we faced in sustaining our transformation
beyond early victories and our efforts towards identifying and solving systemic
obstacles across the organization by setting up an effective CI environment and
addressing top people issues.

Keywords: Transformation � Agile � Sustenance � Scaling

1 Introduction

Video Business Unit (BU) in Cisco is a leader in Pay TV technology provider pow-
ering over 50+ Pay TV Service Providers and close to 80 million subscribers world-
wide (and growing). It operates in cable, IP, mobile, terrestrial and satellite TV space.
The BU has about 700 Engineers organized into more than 100 teams working on more
than 40 projects based on a single code base. The authors of this paper are part of one
project performing the role of Scrum master and Architect, additionally they are also
part AGILE champions team responsible for deployment for AGILE practices across
organization.

2 Background

CISCO Video Business unit, in order to position itself as the leading next generation
broadcast platform, had to solve business challenges such as:

1. Disruptive technologies evolving in the Pay TV business
2. The need of employees to focus and have fun at work.
3. Improve predictability to launch a complex feature to our customers.

We had to change and change quickly to maintain and extend our competitive
advantage.
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Our legacy organization structure reflected our system architecture, where Teams
were structured by components and subsystems, there were teams responsible for
integration of these components and testing and validation responsibility was owned by
a specialized team.

Analysis had repeatedly shown that multiple mutual dependencies and hand-offs
between different teams slowed down deliveries, developers didn’t feel responsibility
for integration and testing which lead to late identification of defects and developers
worked in silos which lead to local optimization instead of global optimization in terms
of number of defects and performance.

After careful consideration and planning the agile transformation initiative was
launched in year 2013. Once the decision was made the organization structure was
changed to one suitable for Scrum [1]. Component teams were replaced by
self-contained cross-functional feature development teams working from the common
project code base (Grandmaster trunk). Developers, Testers, Integrators roles were all
renamed to single role of developers. Similarly project leadership structure of Team
Managers, Component Managers, Software Project Managers and Line Managers were
replaced by Project Leadership Team (PLT) comprising of Product Owner (PO), Scrum
Master (SM), Engineering Manager (EM) (Developers reported to EM) and Architect.
Each of the 40+ projects was assigned their own Leadership team.

The first wave of agile transformation started to address problems of long
requirement cycle and slow time to market. We focused on challenges of learning
scrum practices, building CI machinery and cultivating a culture of delivering ship-
pable code every sprint. In practice the customer deployed the software in field every
quarter, the focus was to demonstrate and allow the customer to test and give early
feedback on a sprint by sprint basis.

It was very challenging yet very interesting journey with a lot of opportunities on
the way, a lot of learning and successful results. Slowly customers were acknowledging
their happiness courtesy of the improved quality and on-time deliverables.

3 Ground Reality

Any transformational journey is a work in progress; either we keep improving or we
start declining. Two years into the journey around middle of 2015 our transformation
had hit a plateau and inefficiencies were creeping back in the organization.

Motivation levels were somewhat low thanks to some unresolved systemic
obstacles like

• Long build times.
• Attrition of Subject Matter Experts with knowledge of Stack.
• Long learning curves for new comers due to complex codebase.
• Dependencies between different parties like driver providers, box manufacturers

and chipsets vendors.
• Strict Definition of Done (DOD) without adequate supporting infrastructure.
• No safety net in terms automated test suite to avoid regression.
• Scalability and flexibility challenges in legacy architecture..
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There were strong indications that at this rate, the transformation would fizzle out
within a few quarters.

During a brain storming session involving the project leadership teams along with
coaches and directors, metaphors were used to obtain a “pulse” or sentiment of the
developers. One of the activities was to portray the biggest challenge being faced in our
journey. Participants created an animal named ELIGA with small body and big/sharp
teeth. (ELIGA is nothing but AGILE reversed). If not tamed at the earliest, this monster
had the potential to eat and destroy whatever we had achieved so far (Fig. 1).

Since the start of journey we had learnt that multiyear timeframe is required for
consistent sustainable agile transformation [2]. As transformation evolves business
dynamics might change but organization would have embraced business agility.

Over a period, on time delivery of projects with agreed scope became priority over
agile transformation. Secondly teams that were used to work in their own component
specialization felt taxed in the new organization structure of self-sufficient cross
functional teams.

Overall there was overwhelming consensus that over time the visible benefits of
agile reaped by organization were going down.

4 Moving Forward

Multiple retrospections in the project leadership teams and feedback received from
customers as well as developer community made it amply clear that periodic rein-
forcement of agile way of working for all stakeholders and executive commitment was
a must for sustained transformation.

As a result we established an action team of about 10 people comprising Directors,
Scrum Masters and coaches and put together a plan to re-energize and reestablish the
organizational commitment to continuous transformation, thus BU wide transformation
2.0 program was started. The authors of this report were part of the leadership team and
active agile evangelists in the organization.

Fig. 1. ELIGA, an AGILE eating Monster
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We evaluated Scaled Agile Framework (SAFe®) as most of projects were inter-
linked and stacked on top of legacy projects. While SAFe® had its own merits we
decided not pursue it as it didn’t suit our context of running multiple independent
projects on a common code base nor we were willing to invest in such large scale
adoption again. We were practicing traditional scrum [1] in pockets and were quite
happy with it.

We learnt that one of the better ways to solve the problems of the large program
was by getting better at solving smaller, more focused problems. Interactions with
industry practitioners and coaches had indicated that typically many large
companies/accounts rush into trying to find big solutions to big problems, because they
were not comfortable with improving the day-to-day activities, operational choices and
obstacles which impact developers who are really doing the work. Becoming skillful at
identifying small but obvious obstacles and resolving them had higher chance of
resulting in the larger obstacles eventually fading away.

We wanted to find answers to the question: “What does a happy organization look
like and how do we get there?”

In pursuit of finding answers to the above question a Vision Statement of the BU
emerged which read as “Happy People, Engineering Better Solutions, Everyday”

We believed that a happy organization is the one where teams would deliver
releases on time without stretching over weekends by:

(a) Ensuring that an employee is motivated in their day to day work.
(b) Manager is actively interested in employee’s development.
(c) Project Leadership team actively participates in Sprint Ceremonies.
(d) Building skills for technical excellence (Engineering Excellence).
(e) Directors actively attending sprint demos and appreciating team’s Contribution.
(f) Creating atmosphere of fun by celebrating small success

5 Action Plan

We had a series of workshops with the directors and leadership teams of all 40
+ projects to identify the areas to focus in the near future and prioritize the epics to
work on. The broad themes picked were “Code Quality” and “Employee Engagement”.
These two epics were picked as priorities because these were major pain points and
fixing them as fundamental for achieving further progress in transformation 2.0 (Fig. 2)

Some of the pain points with “Code Quality” were

• Frequently failing builds.
• Long cycle time to identify and fix regressions.
• Staying on Code repository branches for longer time due to release pressures.
• Long build time.
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Some of the pain points with “Employee Engagement” were

• High attrition rate.
• Low scores and comments in engagement surveys.
• Lack of career path and role clarity.
• Lack of management involvement in project life cycle.

From these broad themes ten epics (Table 1) were derived and each epic had a
sponsor who along with her core team ensured, supported and facilitated the imple-
mentation of the epic across organization. Each sponsor put together their own core
teams (members of project leadership teams) who were passionate to work on the
selected epics and to take the execution forward.

In the subsequent workshops, we arrived at plan to implement the epics across all
customer projects, since each of the 40+ projects worked with their own backlog, each
of the user stories from the epic became part of all the individual project backlogs.
Respective product owners prioritized these user stories along with other user stories so
that teams could plan in advance for the upcoming sprints without jeopardizing
deliverables.

Epics ranging from infrastructure improvements like CI/CD to people centric
improvements like Engagement and Leadership accountability were identified.

Fig. 2. Raw feedback as captured from the transformation 2.0 workshop
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Ways of working were agreed to drive these EPICs across the projects

1. Epic Sponsors would work with the core team to define and prioritize the user
stories.

2. The sponsor and core team would work with the project leadership teams to drive
the implementation in two week sprints.

3. Deploying the EPICS in projects was an added responsibility of the CORE team in
addition to their regular project leadership work.

4. Release Demo to demonstrate what was the shift brought by these epics to be
conducted at the end of 8 weeks.

6 Results

The Goal was to ensure everybody took steps together so that the positive change was
felt uniformly across the whole system. This was one of core learning’s from earlier
transformation.

The table below summarizes the results we managed to achieve in the EPICs
Chosen (Table 2).

Table 1. Selected Themes split into Epics

Theme Epic Sponsor

Code Quality Stable Code grandmaster main Engineering
Director 1Continuous Integration

Continuous Deployment
Building stack expertise

Employee
Engagement

Frequent interaction of Directors with scrum teams. Engineering
Director 2Participation in sprint ceremonies.

Proactive communication and timely resolution of
obstacles.

Organize various forums to discuss issues common
across organization

Monthly meeting with PO/SM/EM/Architects
Open house meetings in shorter groups

Table 2. Status of epics so far achieved

CODE QUALITY EMPLOYEE ENGAGEMENT

Planned • Reduce Build Time.
• Reduce Mean Time Between

Failures (MTBF).
• Improve success rate of builds.
• Improve code coverage in
sanity testing.

• Informal interactions of Directors with
the team.

• Director’s participation in Sprint demos.
• Timely resolution of obstacles.
• Periodic project retrospective across

organization.

(Continued)
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7 What We Learned

While it was very easy and straight forward to realize initial benefits of AGILE, beyond
a point complacency sets in and its difficult to identify and improve unless there is a
drive from top management. We also observed that the business continuity takes a front
seat compared the commitment towards transformation which requires extreme courage
and ability to take hard decisions that might be easy to take but are hard to live with.
During the transformation journey it was very evident that it is far easier to implement
and solve systemic obstacles than changing people mindset. Eg. It was easy to improve
the CI/CD system as compared developing expertise or making people take ownership
and being accountable.

Participation of people across the organization itself is a challenge when people are
not clear of what the benefit to them is, even after lot of planning and persuasion,
significant number of people in leadership team felt that there was no need for trans-
formation 2.0 as we had improved on quality and timeliness of deliverables, also
among the people who actively participated1 there was a skew towards Scrum Masters
and Engineering managers (Fig. 3).

Table 2. (Continued)

CODE QUALITY EMPLOYEE ENGAGEMENT

Achieved • Build time reduced from 48
Min to 23 Min.

• MTBF reduced from many
days to 24 h.

• Build Success Rate increased
to 80 %.

• Sanity test Coverage increased
to 96 %.

• Regular formal one to one discussions
between Directors and engineers.

• Obstacle boards in Directors office.
Directors pro-actively seeking
acknowledgement of resolutions from
submitters.

• Reduced number of spill over user stories.

Challenges
faced

• Ownership of build failures
and identification of culprit
check-in

• Team capacity to take up
transformation 2.0 user
stories.

• Project Leadership and accountability.
• Detecting and Measuring RACI matrix

[3].
• Shielding Developers from Customer

escalations.

Future
Goal

• Reducing MTBF to 2 h.
• Developer level Ownership of

build failures and fixing.
• Improve Sanity to cover
100 %.

• Focus on reducing regressions.
• Double the number of builds

per day on CI System.

• Lower attrition rate.
• Better scores and comments in surveys.
• Happier faces around.
• Developers approaching execs more

often.

1 The figures show percentage of leadership team only as developers were not part of the
transformation 2.0 driving committee.
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Abstract. Kainos is a software company based in Belfast, Northern Ireland. As
well as bespoke development, its work includes service contracts for the main‐
tenance of software created elsewhere. This type of work is challenging because
of the knowledge transition involved. The experience reported here is of tackling
such projects in a way that integrates with the agile processes of the client. Back‐
ground on agile practice in Kainos is discussed before focusing on a specific
project for the UK Government Cabinet Office.

Keywords: Agile software development · Development-maintenance
transition · Scrum · Kanban · Case study

1 Introduction

Kainos [1] is a public limited software company, established in 1986 and based in
Belfast, Northern Ireland. It develops information technology solutions for businesses
and organizations, particularly in the public, healthcare and financial services sectors.
The company also provides consulting and support services. Kainos has offices in the
UK, Ireland, Poland and the US, operating across Europe, the Middle East, Africa and
North America. It has grown rapidly in recent years, with employee numbers of 260 in
2010, 350 in 2012, and now over 750 in 2015, of whom approximately 490 are engaged
in development and 95 in service support (maintenance).

Roughly, three-quarters of the work in the Service Support Department is concerned
with software developed by the company. There are several major projects, however,
where development took place elsewhere. In such cases, there is a significant challenge
in taking on the software in a way that is relatively seamless for the client. The central
concern is knowledge acquisition, with the goal being to build an understanding of all
aspects of the software without any adverse effect on the service provided in the tran‐
sition period.

The paper focuses on the situation where a client has had an agile way of working during
development and wishes to work with Kainos using the same process during maintenance.
The experience of a specific project with the UK Government Cabinet Office is described.
This is preceded by background information on agile practices within Kainos.
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2 Background

The introduction of agile techniques at Kainos started with development. This began in
the late 1990s with the introduction of DSDM, but has subsequently been overtaken by
the use of Scrum. As noted in surveys carried out in 2010 and 2012 [2], the use of an
agile approach in the company was mostly dictated by the requirements of each client.
At that time, this did not include the public sector part of the business. Now, however,
following a strong government commitment to agile practice in public projects [3],
roughly 70 % of the work at Kainos is currently agile-based.

The use of agile techniques in the Service Support Department is a relatively recent
innovation, starting in 2013. Like software development, this has largely been client-
led. Because of its significant involvement in the public sector, maintenance practices
in the company are ITIL-based [4], with ISO20000 IT Service Management accredita‐
tion [5] awarded in 2009. As a result, all aspects of the maintenance process are defined
in detail, and audited for conformance annually. The process definition includes the role
and content of Service Level Agreements (SLAs) and the provision of specific services,
such as a Service Desk and the management of incidents and third-party suppliers. The
transition process from development to maintenance is also specified and this will be
considered further in the next section. Overall, the resulting process has proved very
effective, for both Kainos and its clients.

The Service Department at Kainos supports over 80 clients. Each client has an
assigned service manager and an engineering team, the composition of which varies
according to need. There is also a more senior group of service delivery managers who
handle the commercial side of the work, including competition for contracts, contract
agreement, and the pricing of new work as it emerges.

Conceptually, the engineers form a single pool of staff, where often each engineer
will work with several clients simultaneously. Because of this flexible structure, and a
focus on responding quickly to client needs, agile techniques were first introduced
through Kanban, supplemented with selected Scrum practices. The approach was based
on the three key elements of Kanban identified in [6]:

• Visualize the workflow: using a Kanban board (whiteboard/wall), mark out columns
showing the left to right stages in handling a client request/incident; split the work
into pieces, write each item on a card and put it on the board.

• Limit work in progress (WIP): assign explicit limits on how many items may be in
progress in each workflow column.

• Measure the lead/cycle time (average time to complete one item): optimize the
process to make the lead time as small and predictable as possible.

Each Kanban board was set up for the clients associated with a specific client
manager. All boards started with the same base process but the associated engineers
were encouraged to adjust them as they saw fit, in line with Kanban principles. As with
any innovation, this worked best where a ‘champion’ emerged to lead the initiative.
Where possible, daily stand-ups were used to review progress with client work and,
initially, reflect on the effectiveness of the Kanban approach.
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As well as refining the structure of each Kanban board there was also a need to align
its content with an existing Kainos Incident Management system (KIM), where clients
report issues or make requests for change. KIM held all of the information associated
with each work item. The Kanban cards simply recorded KIM references and brief
summaries of the tasks involved. Aligning these parallel descriptions required discipline
and, for most engineers, felt unsatisfactory. Another difficulty was that some engineers
occasionally worked offsite, which meant they couldn’t see the board or keep it up-to-
date with their own activity. To help address both problems an electronic Kanban system,
KanbanFlow [7] was introduced in early 2014 and the physical boards replaced by elec‐
tronic screens. To retain most of the benefits of the original boards, each screen was
dedicated to representing the board it replaced. Since then, the only change has been to
switch from KanbanFlow to Trello [8], because of its adoption as the general agile
support platform within Kainos.

3 The Transition Challenge

Kainos has experience of all three types of software transition [9]:

• Self-to-self, where the transition occurs entirely within the developing organization,
continuing with the same process, and largely using the same personnel.

• Intra-organizational, where the system is passed from a development team to a
separate maintenance team within the same organization.

• Inter-organizational, where the system is transferred to an entirely separate organi‐
zation.

One significant example of self-to-self transition is Evolve [10], its electronic
medical records system, which currently has 29 Healthcare Trust clients across 70
hospitals in the UK. As a major product, Evolve has a pool of dedicated staff responsible
for its promotion, deployment and support. This includes: (i) a client-facing analysis
team who work with each new Trust to identify its specific requirements; (ii) a back-
end technical team who handle the implementation and deployment of each instance of
Evolve, together with the ongoing enhancement of the base product; and (iii) a support
team with the maintenance role of responding to client incidents and their requests for
change. All of this work is managed using Scrum.

Roughly 75 % of the projects at Kainos are intra-organizational, involving the
transfer of responsibility for systems developed by a Kainos team to its Service Support
Department. In some cases, client contracts allow for one or more years of maintenance
support on top of initial development. More commonly, however, the company has to
win a competitive tendering process to obtain such work.

The remaining 25 % of projects at Kainos are inter-organizational, either in receiving
systems developed in other organizations or in passing on systems that it has created.
Such arrangements often reflect the preferences of individual clients. For example, some
organizations, such as the UK Government, generally develop in-house and then
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contract out support responsibility for the resulting systems. Similarly, there are organ‐
izations that commission the initial development of systems with the intention of taking
responsibility for them after deployment.

When competing for projects, Kainos transition arrangements are made explicit, as
part of the contract. These are defined around its ITIL-based support service. In partic‐
ular, this involves the creation of a Support Handover document for each transition. The
document is instantiated from a general template that identifies all of the information
that has to be provided by the client. This ranges from basic contact details, through
descriptions of the software and associated tools, to a summary of known issues. Check‐
lists are used to ensure that no relevant information is overlooked.

The many activities associated with transition in Kainos fall into three areas:

• Software transition, covering the transfer of all software-related artefacts from the
development team to the maintenance team, including documentation, test suites,
and product backlog, in addition to the software itself.

• Process transition, covering the introduction of the way in which the client and
maintenance organization will interact.

• Knowledge transition, covering the acquisition of knowledge by the maintenance
team to the level necessary to take over full responsibility for future changes.
Each of these areas is discussed separately in the sub-sections that follow.

Software Transition. With modern configuration management practices, Kainos find
that software transition can usually be completed without difficulty. As well as gaining
access to software-related assets, there is a need to examine wider environment arrange‐
ments. This involves reviewing:

• Assets and licenses, rationalizing if possible.
• Current infrastructure, to ensure appropriate environments are in place to resolve

software issues and facilitate change; typically, this means ensuring that there are
development, test and training environments in place, and that these are consistent
with the live environment.

• Existing environments, to identify potential security issues, and make recommenda‐
tions for their resolution, as necessary.

• 3rd party agreements, if any.

Software transition is largely independent of agile practice, though with agile
projects less documentation is expected and a more comprehensive test suite is likely to
be in place.

Process Transition. Process transition in Kainos involves the alignment of the working
practices of the client with those of the company. This allows for adjustments on both
sides to achieve a process that is efficient, effective and satisfactory to all, within the
context of the contracted Service Level Agreement. The resulting process covers day-
to-day interaction in managing incidents, and higher-level interaction associated with
the planning, review and release of new content. This is also the time to introduce support
technology, such as the use of an electronic help desk and/or incident management tools.
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Process transition is generally straightforward regardless of the practices on either
side of the transition. Generally, the maintenance organization adapts to client require‐
ments, though small adjustments on the client side may be necessary. For example,
clients accustomed to reporting issues at the end of a sprint cycle, will need to report
them immediately in the maintenance phase.

Knowledge Transition. The most difficult aspect of the development-maintenance
transition is the acquisition of knowledge by the maintenance team. Training courses
can help but there is really no substitute for hands-on experience, preferably with suitable
members of the development team available to provide guidance. In Kainos, mainte‐
nance teams have found it useful to document their acquired knowledge in an Operations
Manual, which is essentially a ‘how to’ guide for the system they are acquiring.

It is important for clients to be aware of the difficulty of knowledge transfer and
allow for it in their planning and costing of maintenance support. The options available
are discussed in the next sub-section.

Transition Strategy. The software, process and knowledge transition activities,
discussed in the sub-sections above, identify what needs to be done during transition,
but equally important are the decisions on where, how and by whom these are to be
performed. Although, in principle, transition responsibilities could be shared between a
development and maintenance team, the work is typically led by the maintenance team,
as it is affected most by the success or otherwise of the process.

One major factor influencing the efficiency and effectiveness of transition is the
degree of overlap between development and maintenance. With self-to-self and intra-
organizational transitions, both occurring within Kainos, there is flexibility in when and
how transition is handled. For inter-organizational transitions, however, the process has
to be treated formally. There are three situations to consider. The first is where there is
no significant overlap between development and maintenance, implying an immediate
transfer of system responsibly from one team to another. In such cases, knowledge tran‐
sition is more difficult, because typically there is little to no communication between the
two teams involved, except through documentation. This is more of a problem for agile
development projects where less documentation is produced.

Where there is an overlap in transition between development and maintenance, there
are two options available:

• Maintainer-site transition, where one or more of the development team works on-
site with the maintenance team to facilitate transition activities, mostly in a coaching
role.

• Developer-site transition, where one or more senior members of the maintenance
team work on-site with the development team to complete all necessary transition
activities; in doing so, the maintenance team members would be involved in produc‐
tion tasks, as an aid to knowledge transition.

Maintainer-site transition has the advantage of occurring at a less pressured time,
after deployment, but is typically less satisfactory overall. In particular, development
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team members have a weaker role, as they are not driving the transition; also, they are
unlikely to be senior members of the team and so may lack a full understanding of all
aspects of the system and its support.

Developer-site transition can be a pressured situation if performed around a ‘go live’
date, which is often the case. A cyclical agile development structure is very helpful here,
however, in that it allows the maintenance staff to join a project at the beginning of a
sprint, and so be directly involved in its planning and subsequent review. Therefore,
while developer-site transition is preferable to having no transition overlap at all,
embedding maintenance staff in the development team appears to be the better option.
This is the approach described in the next section in a project for the UK Government
Cabinet Office.

Transition Example. The UK Government Cabinet Office project is an example of an
agile-oriented inter-organizational transition from development to maintenance. It is
significant for Kainos in being its first and, so far, only example where a client wished
to extend the sprint structure used in development, into maintenance. It is also the first
project where the client facilitated transition by supporting service support staff working
on-site with the development team. From an agile perspective, the system is additionally
significant for the Government Digital Service (GDS) [11] who developed the system,
in being their first example of a “major transactional service delivered all the way to
live as an agile project” [12].

The system, IER (Individual Electoral Registration), provides a single hub through
which those eligible to vote in England, Scotland and Wales can register online. This
covers 46 million people, across 387 local authorities. The service went live on 10 June
2014. The maintenance contract was awarded to Kainos in the same month, with the
transition to maintenance occurring across July and August 2014. Thirty days of Kainos
staff time were agreed to support the transition process. Two senior Kainos support
engineers (normally based in Belfast) travelled separately to the developer site (in
London) for part of each week; one engineer focused on web operations and the other
on the remainder of the application (the first named author of this paper). The transition
occurred after the ‘go live’ date, so developers were less pressured, although it did mean
that fewer of them were available for consultation.

A full schedule of activity was developed and approved ahead of the on-site transi‐
tion, indicating the work to be completed each day by each Kainos engineer. As part of
their transition schedule, the Kainos engineers worked alongside their counterparts in
GDS, assisting with the sprint backlog and working through incidents that occurred.

4 Lessons Learned

The main lessons learned from the Cabinet Office transition project were:

• The timing and general structure of the transition felt close to optimal. Tackling the
transition a month after the system went live meant that the development team were
available to provide initial support in the crucial first few weeks of release, and then
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had time to support transition. There were 20 + lower priority items in the backlog
at the go-live point, meaning that there were tasks available to facilitate knowledge
transition and keep developers busy when there were no incidents to handle.

• Using developer-site transition proved very effective. With this approach, Service
Support in Kainos was able to take on a substantial system, cover all incidents
reported (there were very few) and move its development forward — all without any
interruption in service. One significant achievement was taking responsibility for the
system being rolled out to Scotland, which was delayed until after the independence
referendum on 18 September 2014 [13].

• Scheduling transition activities around an agile process is very straightforward. The
cyclical nature of the work, and its detailed breakdown in a backlog, meant that it
was relatively easy to identify tasks that could be shadowed, and others that could
be tackled by the Kainos engineers to build up their experience.

• The GDS development team was very supportive of the transition process, making
it fully effective. Greater efficiency may be possible, however, through a tighter
collaboration. Specifically, this would involve inserting the transition tasks directly
into the sprint backlog of the development team. In that way, transition activities
would be covered in sprint planning meetings, daily standups, sprint reviews and
sprint retrospectives, with a possibility of reducing the elapsed time of the transition
and total effort expended. Further experimentation is needed to evaluate this possi‐
bility.

• The Cabinet Office requirement to run support with the same sprint structure as
development was largely straightforward. The scale of the work involved meant that
a support team could be dedicated to the contract, and work in Scrum cycles. The
only difficulty encountered was a need to obtain approval for an exception to ISO
20000 certification to allow for changes to be specified as user stories rather than the
usual, more detailed definitions.
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Abstract. In 2012 the University of Vienna started a project, named Student
Service Portal (SSP), to create a new portal for the universtiy´s students, univer‐
sity teachers, and administrative staff. The university signed a fixed price project
with an external main contractor. Although a lot of effort was put into writing
detailed requirements documents, it remained unclear what the exact scope was.
Project management was lacking, technical problems arose, and finally the
university and the supplier got caught up in each other’s blame instead of working
together. After two years without tangible results the rectorship of the university
stopped the project and ordered a restart – this time with an agile approach. The
main contractor was replaced. The IT and the business department took over full
responsibility for the product together.

Keywords: Agile · Agile transformation · Agile organizational development ·
Change project · Scrum · University organization

1 Introduction

In 2012 the University of Vienna started the SSP project, a software development project
to implement a new service portal to be used by the university’s 93.000 students and
9.000 staff members. In 2014 it became apparent that the project was going nowhere.
An important project milestone came nearer. However, the results were practically
unusable. Morale was low, trust between business and IT was low, fighting with the
main contractor started. The rectorship – the university’s board – and the project’s
managers decided they needed nothing short of a complete restart. This time around they
decided to use an agile software development process. It was to be the first large project
within the complex organization of the university to which agile methods would be
applied for real. Could it work this time? To say the sceptics were the majority would
be an understatement. But what else should they do?
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So they started change2agile, an organizational change project to prepare the IT
department and its project partners to switch to an agile development organization. The
business departments they worked together with and other stakeholders were invited to
participate. The organizational change project itself was run as a Scrum project, with
change teams, sprints, reviews, retrospectives etc. After half a year of intense preparation
the IT department started four cross-functional Scrum teams, two of which were
assigned to the restarted SSP project. To bring in real world experience they hired an
external operational project manager and an external agile coach.

More than one year later, the project is on a great track. The relationship between
business and IT has reached new levels of trust. The rectorship and managers are very
pleased with the project turn around. Enthusiasm, optimism, and fun, missing for so
long, are back. Of course, not everything went smoothly. A lot of planned functionality
is still missing. Some things still need to be improved. However, we are convinced that
together we will succeed. In this experience report we would like to share with you what
we learned.

2 Road to Perdition

In this chapter we will describe the different phases of the first attempt at the SSP project
from the beginning until the decision to restart in new a setup in April 2014.

Phase 1 – “Ignorance is bliss”
In 2012 the Federal Ministry of Science and Research approved the project. In 2013 the
project started with an external company as general contractor. They sent a development
team including an operational project manager. The collaboration between business and
IT had been difficult. From IT’s point of view, business had inflated expectations on the
features that were to be delivered while the contractor did not see what they had gotten
into. At the same time, IT and business hoped to solve a lot of put off problems in the
project. The moment the contractor realized that they tried to reduce project scope.

Phase 2 – “Fear is the path to the dark side …”1

Even though the detailed scope was still being negotiated and the contractor’s analysts
were still writing detailed specifications, the developers had to start. As a consequence
the project was off to a very uncoordinated start. The process was like this: the analysts
talked with business about the requirements, then went to the UI designers and devel‐
opers, and after that brought their feedback back to business. The requirement feedback
loops were endless. At the end the contractor set deadlines for the approval of specifi‐
cations by business, even though they were not really finished. Project management tried
to impose an ever more detailed process of deadlines and deliverables. While this was
meant to clarify everyone’s responsibility it had the opposite effect – it lead to each party
blaming the other. Everyone was driven by fear.

1
George Lucas, Star Wars, Episode I: The Phantom Menace, 1999.
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Phase 3 – Acceptance Tests or “You shall not pass”2

The team members’ good mood and motivation disappeared over these disputes. 9
months into project this development cumulated when the target date for the first release
was not met because the acceptance test was not successful. It became clear that this
mode of working did not yield any useful results. The release date was postponed twice.
Yet the resulting software still could not be accepted by business.

Phase 4 – “Nobody has any intention of building a wall”3

At this point project goals did not matter anymore. The team members blamed each
other for the failure to meet the release dates. As a consequence project management
imposed more process and rules, documented in multi-page flow diagrams. By now no
one even remotely believed the project could be turned around by a joint effort.

Phase 5 – The War of Roses
At that point in time, the whole project team stopped working on the product. Letters
were sent back and forth between the rectorship and the contractor, trying to find a way
out. There was none. From now on discussions moved to the legal level. 16 months into
the project the partners agreed to cancel the contract. Overall, more than 1500 pages of
specification and thousands of lines of codes were written. We spent hours in emergency
meetings, the contractor changed their project managers 3 times. But none of the
modules passed the acceptance tests. When the contract was terminated, none of our
goals was achieved.

Phase 6 – Returning to meaningful life
Finally the last stage of grief began. Morale hit rock bottom. Both departments involved
in the project met to lick their wounds. Lessons learned were identified and various ways
were discussed how the project could be turned around. Many could not believe this was
even possible. The following things were clear: IT and business had to find a way to
work together more closely and take full responsibility for the project. No one ever
wanted to depend on a single external contractor anymore. And finally: the restart should
be agile.

3 The Restart: change2agile

Two years earlier the IT department had invited some other business units to experiment
with agile methods in a smaller project. The experiences with the SSP project reinforced
those ideas, both in the project departments and the rectorship. So the IT department
decided to switch all software development to Scrum. Before the SSP project could be
restarted, the project team members had to prepare for the new agile process.

2
J.R.R. Tolkien, The Fellowship of the Ring, 1954.

3
GDR head of state Walter Ulbricht in a press conference in East Berlin on June 15, 1961, when
asked whether GDR intended to build a wall separating East and West Germany (which they
actually did).
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What did we do when?
After two restart workshops, one in the IT department, and another one together with
the business units, an organizational development project was started in June 2014 –
named change2agile (c2a). People of all relevant departments united and set up three
cross-department teams to define the new agile working process. To gain practical
experience in it we decided to run the change project as a Scrum project. As the IT
department is also servicing other business units and they would be affected, we invited
them to join the change process.

What type of change stories did we have?
As c2a was a change project the user stories were a little bit different to a normal user
story. Here are some examples of our change stories:

– How should the teams be constituted, so that everyone is happy?
– How do we organize the release process?
– Define roles and responsibilities.
– What should be in a feature team’s user story?

The change stories had acceptance criteria, e.g. “there exists documentation in the Wiki”,
“all relevant stakeholders have agreed”. In addition to the Wiki documentation a news‐
letter was sent to a wider group of stakeholders after each sprint.

How did we organize?
Each of the three Scrum teams included people from IT (software development,
streaming department, operations and support) and business departments. Some of the
line managers were part of the teams. However, they had no more rights than the other
team members. There were two product owners, one from IT and one from the SSP
business unit. Three members of IT volunteered to be Scrum Masters. Every team
member was allowed to spend 20 % of her/his work time for the change project. The
rest of the time people worked on their normal duties in their departments.

Sprints were two weeks long in the beginning, later extended to three weeks. All the
teams agreed on using JIRA for tracking c2a’s backlog. There was a weekly Scrum of
Scrum. Planning meetings and reviews were held with all three teams together, retro‐
spectives were done in each team separately. The teams organized themselves, some
met twice a week, some less regularly, depending on their change stories. The teams
used planning poker to estimate story points in order to decide what stories could be
done in the upcoming sprint.

What worked well?
The cross-department setup proved to be essential. Communication improved substan‐
tially. The time boxes helped focusing on the tasks to define how the projects should be
run. It was a good vehicle for the IT and business units to get to know each other and to
learn to collaborate. It increased self-confidence in our ability to really execute the switch
to agile. It helped to reduce the fear of such a big organizational change. It allowed team
members to experience the success they had lacked for so long. It helped avoid surprises.
It helped to convince some of the sceptics. We had wanted to take our fate in our own
hands and were finally allowed to do it.
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Who/what helped?
Line management helped by not interfering, encouraging self-organization and self-
responsibility. All groups could participate in all decisions, e.g. the business team
members on questions regarding software development. This was unheard of and helped
building trust. It showed that transparency is a good thing.

What did not work so well?
Although all departments were invited some of them did not participate enough in the
change process in hindsight. Some of the decisions stayed only theoretical and were
never put into action, even although some of them would have been useful and were
needed, e.g. the Definition of Done was not often followed. The Definition of Ready is
still not used. Why? It was not possible to take care of every single aspect when the team
started. It turned out to be difficult to put theory into practice immediately. It took some
practice and retrospectives to finally get there.

A small group of team members were fundamentally opposed to the agile process.
They were sure that moving away from detailed analysis would lead to bad quality and
chaos. This resulted in long and exhausting struggles and discussions. Which cost quite
some energy. Two of them eventually decided to leave the university.

What did we achieve?
We successfully developed a clear common picture of how the agile process should be
lived and practiced. This included a set of definitions and rules. Everything was docu‐
mented in a wiki. The change2agile team members spread this know-how in their
respective units. Also, the change2agile team members decided to recruit external help
for the SSP project: an operative project manager and an agile coach. In September 2014
they started working.

On October 27th 2014 four Scrum cross-functional development teams officially
started. They were built from members of the IT department’s groups project manage‐
ment, analysis & test, and software development. As a result every team consists of
software developers, one to two analysts, one tester and one Scrum Master. The team
members still report to their respective line managers. In the first step the group opera‐
tions & support was kept separate. This was a major milestone in the agile transforma‐
tion. From then on the SSP project had become a truly agile project. However, it was
clear that this actually was just the beginning, the first step in a longer journey.

4 U:SPACE – The Agile Way to SSP

With the most important questions on how to restart, we could begin the next step of the
project leading to the release of the new portal, now named U:SPACE.

How are we organized?
Currently the IT department is running five Scrum development teams, two of which
are assigned to the SSP project. In addition there are two external teams, one from a
software development company and one from the Faculty of Computer Science. In total
there are four SSP Scrum Teams. They work in sprints of three weeks starting with
planning on Wednesday. The university uses a university management software package
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based on standard software with extensive customization. This system is the data
backend for the new portal. Three freelancers, which are specialists for this system, are
part of the IT Scrum teams. They are not based in Vienna but work from Germany. They
fly in every three weeks for the refinement meetings. They participate in the other meet‐
ings using Skype.

What is special?
The SSP business unit decided to have 10+ product owners (PO) for four teams. The
product owners are responsible for different topics and their respective stories. They
meet once a week, in the PO board, and try as good as they can to reach an agreement
about the user story priorities. In case of an unresolvable conflict the SSP business unit
lead decides. This means that a team has more than one PO in a sprint. At the same time,
one PO has stories for more than one team. This allows us to concentrate all teams on
one bigger epic if needed. This means that POs and teams need to coordinate well to
ensure all software parts fit together.

To help coordinate between the POs themselves, the role backlog owner was intro‐
duced. One of the product owners fills this role. He is responsible for the JIRA backlog;
he moderates the PO boards, but does not have more rights in prioritizing than the other
product owners.

How do we report?
To bridge the gap to the non-agile departments a unique reporting process was initiated
iteratively. The rectorship gets one report with the results from all four teams after every
sprint, every three weeks. Project management assisted by the Scrum Masters and
Product Owners writes it. It includes a calculation of the achieved business value.

Feedback is very positive. One vice rector expressed that now for the first time she
has the feeling to really know the status of project, which gives her peace of mind.

What did we deliver?
In 2015 we put the first version of the portal online. A major new module for modelling
the curricula was put into production. New versions of existing applications for students
were introduced into the new portal, such as new records of examinations, study over‐
view, course directory. The process for admission to degree programs is now supported
online the first time. Students have to visit the admission office less often, which was
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one major goal of the SSP project. For university teachers a new application for grading
exams was introduced. Feedback from them was generally positive.

In December 2015 the rectorship decided to go with a recent high court ruling
allowing universities to charge fees for entrance exams in the course of registration. The
rector asked the teams if they could create the new function in U:SPACE. It had to be
finished by March 1st, 2016. The teams took the challenge. Although it was hard work
and time was running out in the end, the teams made it. The most critical success factor
was the intense and very good collaboration within and between the teams. All this
cumulated in a perfect review presentation. Agility at its best!

What happened to change2agile?
After the successful start of the Scrum teams many of the responsibilities of change2agile
shifted to Scrum teams. However, the project members decided not to stop the project
in order to address organizational issues concerning all teams. Some of the less important
change stories had also not been finished. To account for the new responsibilities, some
adaptations were made to the project.

As the number of team members was reduced the project now consists of just one
core team. The amount of time reserved for the change project was reduced significantly.
The change2agile team is run as a governance team. The team members meet once a
month. For each change story a volunteer assembles a smaller ad hoc team of experts
to work on the change story. Because the people working on the change stories vary so
much, Scrum turned out not to be ideal. Therefore the team members decided to switch
to Kanban, which allows us to work on stories over a longer duration than a sprint’s
length.

Team Building and Human Factors
As in any collaborative endeavor human factors play a major role. After the restart it
took some time to build up trust again. Conflicts about various topics are unavoidable
and pose valuable challenges for improving team collaboration. The agile coach is there
to help the teams with these and other communication issues, by sharing his observa‐
tions, giving feedback, clarifying dynamics in the teams’ communication, and
suggesting helpful models of communication psychology, such as Friedemann Schulz
von Thun’s4 four-side model of communication, value and development square, or
Kerth’s retrospective prime directives.

All team members and the management agree on the importance of the following
values: open communication, business and IT working together on a daily basis, team
autonomy and self-organization. The culture of retrospectives was established and
improves transparency and honesty on all levels. In June 2015 all project team members
met for a two-day team-building workshop. It was run as an Open Space and moderated
by the external agile coach. It helped the participants to get to know each other better
and discuss topics for which there had not been enough time in the day-to-day project
work. Many of those topics led to change2agile backlog items. As feedback was positive
management approved a repetition in 2016. Other regular team-building measures

4
Friedemann Schulz von Thun, Miteinander reden 1-4, 2010.
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organized by the Scrum Masters include sprint drinks, team days, release parties, visits
to Vienna’s Christmas fair, and a solemn Christmas party.

A Survey on the Agile Transformation
Between July and October 2014 a survey was conducted among 17 members of four
business units regarding their experience and satisfaction with the agile transformation
on the one hand and the agile process on the other. The results show a median satisfaction
of 7 out of 10 for the agile transformation and a median satisfaction of 8 out of 10 for
the agile process at the time of the survey.

Overall, we consider this a great result, with still some room for improvement. In
one business unit the results were less positive, especially the satisfaction with the agile
transformation. Not surprisingly, this was one of the business units, which did not
participate much in change2agile. An important result of the survey was that some areas
of improvement were identified. In the meantime many of them have already been dealt
with, either by the respective Scrum teams or by the change2agile team. The head of the
IT department together with his management team decided to repeat this type of survey
at least once a year.

Lessons Learned
We learned that working together between departments is the basis for successfully
achieving our goals. This is possible if everyone is respected as an individual with her/
his skills and shortcomings, which we found to be a prerequisite for trusting each other.
Trust is essential within the project teams, and also to departments not fully involved in
the agile process. One key factor is encouraging social contacts beyond the daily busi‐
ness. We learned that for taking on full responsibility for the project instead of solely
relying on our external partner, we also need the management’s confidence. Regular
delivery of software, regular, transparent reporting, and solving problems within the
teams as much as possible are key factors.

In order to achieve our change to agile working it is absolutely essential that our
management is fully behind the agile values. They themselves engage in Management
3.0 theory and practice to better support the teams’ self-organization. We still have some
problems with the fact that in the past there was a strict separation of roles (analysts,
developers, and testers), which makes it difficult to work cross-functionally.

Last but not least, we learned that to successfully introduce agile software develop‐
ment we also needed to develop our organizational structures and process in a funda‐
mental way. Using agile practices for doing that was essential to develop the right mind
set. To everyone’s surprise, working in an agile way proofed to be entirely possible in
such a huge, old, politically overloaded organization as an university.
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Abstract. This paper continues telling the story begun in “It has been a long
journey, and it is not over yet” (published in Agile Process in Software Engi‐
neering and Extreme Programming XP2015, Helsinki – 2015). This experience
report tells the tale of the quest to define the role of the architect and of architecture
in an agile environment. The primary observation here is that people skills are a
key factor in that role.
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1 Introduction

“When you come to a fork in the road…Take it.”
Yogi Berra

In my last experience report I described my long journey along the agile road. I ended
the report saying that the journey is far from over, and that it should be exciting to see
how things evolve. I was right. It is very exciting, with surprises, twists and turns along
the way. This second chapter of the story goes on to tell of an Architect trying to find
his place within the agile environment.

2 Background

Since 1994 I have been working for NDS (acquired in 2012 by Cisco). I write code and
design systems. I take great pride in a job well done. Having fun is a major objective.
My current role is defined as Senior Systems Architect. I am expected to be deeply
familiar with the core products, to understand the customers’ needs, and to lead the task
of building something that meets or exceeds expectations, while remaining in line with
the company’s technical and business objectives.

I work directly with customers, developers and development leads. In addition to
being an architect, I manage a large team of architects, and as such I am expected to
provide them with leadership and technical guidance.

The company I work for (Cisco) is committed to agile, and continues to adopt many of
its practices and values. The Agile Transformation includes a deep look at the current roles
in the organization and an attempt to understand how they will adapt to an agile world.
As one that has been with the organization from early on, I am deeply involved in that
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transformation. So it is natural that people often ask me, “What exactly does an architect
do in an agile environment?” (Often, when asking the question, they will emphasize the
word exactly and accompany that emphasis with tone and gesture that express more skep‐
ticism than genuine curiosity). And the honest answer is that I do not know exactly what
an architect does or should do, but I can tell them what I do, and by way of generalization,
deduce what an architect does.

3 The Scary Problem

Often people in the agile community will say something like, “The architecture is emer‐
gent.” They go on to say that we do not really need architects any more, as agile does
not believe in upfront planning. This really has me quite challenged or even worried.
I am an architect, I do architecture, and as such, I like to feel that I bring real value to
the organization I work for. If the architecture is emergent and we don’t need an architect,
then what does the architect do? How can the role of the architect be justified?

Put a bit more formally the question can be formulated thus: Agile means responding
to change. The Agile Manifesto item that most strongly represents the agile spirit is we
value responding to change over following a plan. Looking up the word “agile” in a
dictionary, I came across the definition, “able to move quickly and easily”. On the other
hand, architecture is about long term planning; the architect has a long term vision of
the domain and of the software system, and engages in technical planning. One of the
definitions of architecture is “a unifying or coherent form or structure”. At first glance,
long term planning and responding to change seem to be at odds with each other. Hence
the question. Why do we need an architect in an agile environment?

Historically, one of the drivers behind the agile movement was frustration with the
architects. Architects design a system based on requirements. Developers implement a
system as described by the specification. However, for many reasons requirements might
not really carry the true intent of what the customer wants. Furthermore, the requirements
even when clear and well understood, are in constant flux, and as a result architects are
often in the business of predicting the future. Not only do we define what requirements
the system needs to fulfill, but we also define what the future requirements are likely to
be. In that environment, an architect makes decisions based on predictions, many of
which are wrong to some extent or another. As Yogi Berra quipped, “It’s tough to make
predictions, especially about the future.” If the predictions are wrong, then an imple‐
mentation based on the design stemming from those inaccurate (or just plain wrong)
predictions will not meet the customer expectations.

Frustrated with these wrong predictions, the agile community adopted the practice
whereby all decision-making is deferred to a time of greater certainty. Now we can
restate the question. If architecture is emergent, and it is difficult to say anything mean‐
ingful about the future, what is the role of the architect? It was this question that forced
me to better define what exactly is architecture, and more importantly, what an architect
does. I raised this question with many of my colleagues. All of them agreed that agile
projects need architecture and architects. They differed on what exactly those architects
and architectures are needed for, and quite a few of them were not able to clearly
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articulate that need. But through the aggregation of all those answers, I was able to come
up with some meaningful insights.

4 The Weekly Meeting

About two years ago, I started a weekly meeting with other architects and technical
leaders. Since many of us live and work in different countries, these meetings were often
phone calls. We would hang around for an hour or so, and discuss the contributions we
have made as architects, any interesting issues we faced that week, and what about our
implementation of agile needs to be fixed. This turned out to be a great platform for
discussion and idea sharing. I discovered that some architects are often great at retro‐
spection and introspection, and others are quite good at understanding people and how
they interact with each other. Agile is about people more than it is about technology. So
these insights on how people work turned out to be extremely valuable.

One key insight that we kept returning to is that whether or not it is defined in the
role of the architect, the agile architect deals with people, and a large part of the archi‐
tect’s role is a people role. For example, we were discussing the responsibility of the
architect to communicate design decisions. We asked the question, to what extent should
the architect feel obligated to convince the team of the wisdom of his decisions? We all
agreed that not only must the architect explain the rationale behind his technical decision;
he must convince the team of that rationale. Why? Because a team that understands and
agrees with what they are doing, have a better chance of doing the right thing. If they
identify with the work they are doing, they will do high quality work.

5 No Design Phase

I think that part of the question regarding the role of an architect emerges when agile is
compared to waterfall. In a waterfall environment, there is an explicit stage called the
design phase. This phase is led by the architect. He designs and documents the solu‐
tions. The design is prescriptive. The assumption is that if the developers follow the
design, then the software will be OK. This design phase is the most demanding and
solemn of the entire software phase. If you get the design phase wrong, you will end up
paying a high price for years to come.

On the other hand, in an agile environment, there often is no design phase. In conse‐
quence, the reasoning often goes: “If in an agile environment, there is no design phase,
so there is no designer hence no architect.” So we must clarify. No design phase does
not mean “no design”. No design phase means that there is not an explicit phase during
which design happens exclusively. Rather, design happens all the time. Likewise,
when we say that the architecture is emergent, that should not mean that we do not need
architects because architecture just happens. That is not true. It means something much
more subtle. When we say that the architecture is emergent, we are saying that as the
system evolves, a certain structure emerges. Someone needs to keep an eye on that
emerging structure. When it is emerging according to plan, the architect will strengthen
it, and when it is starts diverging, the architect will act accordingly. Maybe adjusting
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the plan, or maybe pushing the development in a particular direction – or both. Person‐
ally, this was the most dramatic change for me as an architect when transitioning to an
agile environment. The fact that I am designing all the time, and not just during the
design phase, has a significant impact.

So in my current role, I am always designing. The domain is changing, the require‐
ments are changing, and our understanding of the world is changing. Agile realizes and
accommodates these changes. As a result, I am always designing.

5.1 Reservation

I’ll be honest. Not because I have to, but because I choose to. Making a decision at the
“most responsible moment” is a great slogan. In reality it is somewhere between very
hard and impossible. We often do not know what the most responsible moment is until
that moment is long gone. That has often happened to me. I defer a decision to a later
moment, because I feel that it would be irresponsible to decide now. At that later
moment, I realize that I missed the opportune moment. This happens much more often
than I care for. Every time it happens, I realize (once again) that my responsibility as an
architect is not only to make and communicate technical decisions, but to make them at
the right time.

It is safe to say that as an architect I am always designing. I am always trying to find
the right time to make design decisions, and I am often fixing mistakes when I missed
the right time for a particular decision1.

6 Retrospection

Looking inward, I notice more and more that most of what I do as an architect is to
interact with people. As an architect, even when I write technical documents, I am
dealing with people. When a developer writes code or script his primary audience is the
compiler or interpreter. If he writes something that is clear and unambiguous, but is not
clear to the compiler he has not delivered. His secondary audience are human beings.
The developer writes clear code with useful names for classes and functions, he writes
comments that are concise and do not contain too many lies.

On the other hand, when the architect designs something, or creates an artifact
of any sort (diagram interface and so forth), his primary audience is the human being
reading that artifact. The architect is constantly learning and explaining. On further
inspection, architecture itself is a very human thing. Structure or lack of structure are
how humans perceive the system. This is captured beautifully by Christopher
Alexander in the introduction to The Nature of Order. Order and symmetry are
perceived by humans and used by humans. Even when humans cannot find formal

1
For an insightful discussion of last possible moment as opposed to most possible moment see
http://wirfs-brock.com/blog/2011/01/18/agile-architecture-myths-2-architecture-decisions-
should-be-made-at-the-last-responsible-moment/.
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words to express what it is they are feeling, they share a sense of orderliness that can
be communicated through aesthetic design.

“The structure I identify as the foundation of all order is also personal. As we learn
to understand it, we shall see that our own feeling, the feeling of what it is to be a person,
rooted, happy, alive in oneself, straightforward and ordinary, is itself inextricably
connected with order. This order is not remote from our humanity. It is the stuff which
goes to the very heart of human experience”.

Wow! Does that mean that when I, as an architect, deal with order, I am dealing with
the stuff that “goes to the very heart of human experience”? That is way more than I
bargained for when taking this job.

7 Domain Knowledge

Even when the architecture is emergent, the domain certainly is not. The domain is the
real world. It is the business need that the software is there to solve. The business needs
and the rates of change of those business needs are not emergent. What might be emer‐
gent is the understanding of the domain, and the software structures that support that
understanding.

Domain understanding is critical for the success of the software. Good architecture
will not emerge from software being developed, unless the developer of the software
has a good understanding of the problem she is solving.

Someone needs to understand the domain, and be capable of organizing that under‐
standing and explaining it, and then, by observing how that understanding is reflected
in software, confirm that indeed the understanding was correct. And in cases where the
understanding was not correct, that someone needs to fix things.

That someone is the architect.

8 Dependencies

One of the most complicated things that the architect deals with is dependencies. It is
easy to state, “A is dependent on B”, as though dependency was a binary value that either
exists or does not exist. In reality, it is the nature of the dependency that matters. The
architect understands the dependencies between the domain elements (human and other‐
wise) as well as the dependency between the solution elements (human and otherwise).
She is able to offer guidance based on her understanding of those dependencies.

An example can illustrate this point. In one particular project, we recorded depend‐
encies in Rally. Each user story had a list of other user stories it was dependent on. Those
user stories had to be implemented first before the current user story could be imple‐
mented. One time, after we put all the dependencies in place, we realized that we have
a cycle or gridlock where A (Optimize Bandwidth Usage) was dependent on B
(Configure Channel), and B (Configure Channel) was dependent on A (Optimize Band‐
width Usage). That caused a few moments of panic until I pointed out that the depend‐
encies have different meanings. When A was dependent on B, we meant to say that we
cannot implement A until we have a proper understanding of B, because B is the primary
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client of A, and thus if we do not understand B we cannot implement A. On the other
hand, when B was dependent on A, we did not mean to say that B is of zero value without
A, all we meant to say was that B cannot provide its full business value without A.

The nature of these dependencies were clear to me as an architect, and were quite
clear to many on the team that understood the domain and the project. However, the
graph of the features in Rally seemed to indicate a circular dependency. Once I pointed
out the nature of the dependencies, the way forward was obvious, and we decoupled A’s
implementation from A’s interface in a way that allowed development of B to progress.

9 Metaphors

Rebecca Wirfs-Brock elaborates on the various types of architects (“Why we Need
Architects and Architecture on Agile Projects” – Most recently presented at ILTam
Conference 2015). I would like to propose some additional metaphors that describe the
architect. These are not distinct. Rather in an agile world each architect has all of them.
Personally, I have acted in all these roles, often in many of them simultaneously.

9.1 The Tribal Elder

In this role, the architect acts as the guardian of the collective memory. He has seen the
domain evolve and the architecture evolve. He understands why decisions were made.
He understands the deeper meaning of the various dependencies. He is also very expe‐
rienced beyond the scope of the particular problem. He remembers mistakes that were
made, and how they can be avoided. He remembers useful lessons. He has seen how
many predictions that were made with certainty do not materialize, and he has seen many
surprises. He has a wealth of stories that he is happy to share to make his point. He might
not be as “hands on” or as quick on his feet as some of the younger ones, but he more
than compensates for that with maturity, understanding of human nature and experience.

One of the challenges with retrospectives and with lessons learned, is how do we
preserve these insights over time? How do we maintain a record of these lessons? In a
lean or agile environment, this tribal elder is constantly making sure that lessons that
were painfully learned are not forgotten.

The challenges for a tribal elder are many. Too often he expects that people will
accept his word on authority alone, rather than on the merit of his idea. On occasion we
might find that the tribal elder has lost touch with the times, as lessons learned a long
time ago might not be relevant any more, and the tribe elder will try to keep us in line
with dogmas that are no longer relevant. So this architect needs to be humble and to
have a very good sense as to when his experience is of value, and when it is outdated.

In my group, we are constantly caught up in the tension between a generic product
and a customized product tailored to meet the customer. This tension has existed for
over twenty years, and we periodically cycle from one extreme to another. Now, when
someone suggests a shift from a generic product to a customized product or vice versa,
the tribal elder (me) will tell stories of what worked and what failed in the past. The tribe
elder will warn of pitfalls, while taking care not to dampen any enthusiasm.
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9.2 The Architect as the Human Document

A document is a source of information and of agreement. If you need information consult
the document. If you are in an argument, the document might be able to arbitrate. The
architect can fulfil some of that need but even better.

Sometimes code is referred to as the “Living Document” – meaning that the code is
always up-to-date in communicating what the system does. (This is as opposed to a
“dead document” that at best was correct at some point in the past.) However, code will
only tell you what the system does and how it does it. It will never tell you why the
system does what it does, or what the system should be doing.

The architect is able to actually explain all the relevant knowledge that is not captured
in code. Relevance is a matter of context. Because the architect is contextually aware,
he can give the information that is relevant in a particular context.

There are several dangers that the architect as a human document must be aware of.
First and foremost, the architect must not think that he can forgo clear, concise and

accurate documents, just because he is smart and articulate. Good documents have the
advantage of being unambiguous, context free, and they never change their minds.
Interfaces must be documented. This is especially true for teams that work over long
periods of time or across great geographical distances.

In the role of the human document, the architect must take care not to become a
bottleneck. If everyone is waiting in line to get the time and attention of the architect,
then the work gets held up. It is the responsibility of the architect to ensure that does not
happen.

9.3 The Architect as the Potter

Looking at a potter working, you will notice that the interaction between the potter and
the clay is very light and very accurate. The illusion is so strong that the clay might
actually think that it is molding itself into a vase or bowl. The clay does not fully under‐
stand the role of the potter, and might see him as redundant. But that is not true. Without
the potter’s continued presence and intervention, the clay will find itself all over the
walls of the workshop. On the other hand, the potter needs to be gentle. If the potter is
too aggressive, the clay will resist, and the result will be a shapeless mass. The “potter
architect” does the same. He allows the architecture to emerge on its own, and only
makes featherlight touches here and there when he sees that things need a little fixing.
If he is really good, the people will say that the architecture is emergent. He might be
so effective the team will start asking what they need him for.

10 Qualities

As I mentioned in the opening of this paper, it is becoming apparent to me that the role
of the architect in an agile environment has a great deal to do with people skills. In my
own personal journey I am discovering that quite often I need to call on those skills in
order to be an effective architect.
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I would like to outline some traits that I find particularly useful. While these are good
qualities in any person, they are critical for the architect. I am not including the standard
qualities such as a quick understanding and good memory. I am focusing on social skills.

Teacher at Heart – The architect must be able to explain complex material at the depth
that is appropriate to the audience. He must be able to tell if the audience understands
what he is saying, and if not, he must explain it again. He will use all tools that a teacher
uses. Metaphor, drama, humor, multisensory, example, tonality and so forth.

Empathy – The architect must be able to see things from someone else’s perspective.
That will allow the architect to understand the domain and to be able to explain the
domain as well as the solution to people that have experiences other than his own. The
empathetic architect understands that his perspective is not the only perspective, and
that the underlying assumptions of the audience, are very different from his own.

Sense of Humor – The architect must take himself seriously, but not too seriously.
A sense of humor will allow the architect to see new and surprising angles on things.
A sense of humor will allow the architect to break patterns in interesting ways and find
a solution to an elusive problem.

Humility – The architect holds power, authority, and a great deal of respect. His word
is often the final word on technical matters. He often gets to set the technical direction
of a product or a project. However he is not immune to mistakes, and his mistakes can
often have far reaching consequences. Agile is about recognizing and admitting
mistakes. An architect that sticks to a decision just because it was his decision will fail.
The architect must be prepared to admit that he made an error in judgment, or was not
diligent enough in his research.

11 Summary

Agile is about responding to change. Architecture is about structure, uniformity and
stability. The architect has a high awareness of how to balance the two. As the system
undergoes change, the architect will understand and communicate what parts of the
system need to stay the same and what parts should change.

The architect is the bridge between the people and the technology. He not only
understands what the software does and knows how to get there. He is deeply aware of
the human aspect, and uses his human understanding to lead the project forward.
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Abstract. What do you do when you have endured an Agile experience where
things didn’t go so well? You can abandon Agile altogether or you can take those
lessons learned and apply them to future Agile projects. This paper discusses the
journey travelled from that painful experience to becoming a more confident and
experienced Agile practitioner. We will also look at some of the challenges that
I still encounter today.
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1 Introduction

The 12 principles of Agile [1] indicate what is needed to make Agile effective. However,
it does not specify what elements can render Agile ineffective. Agile (like anything) can
only be successful in the right situation. There are components that pair well with Agile,
but there are also factors that may not be well suited for Agile.

Some organizations have experienced failed attempts at Agile and claim that Agile
does not work. In many cases this is a fallacy. Sometimes Agile uncovers pre-existing
issues that have been around for years that were simply neglected. In other cases, the
organization is structured in such a way that it is not conducive to the Agile mindset.

In this paper, we examine a failed Agile project that uncovered many practices that
were not in fact Agile. These elements range from non-technical to technical. In each
case we discuss the journey from the failed project to today where we apply common
practices as a result of lessons learned.

The rest of the paper is organized in five separate sections. In Sect. 2, the failed
project is explained in detail. Section 3 indicates the lessons learned that were applied.
Section 4 discusses the remaining challenges. Finally, Sect. 5 summarizes the key points
in conclusions.

2 The Failed Project

In 2008, an ambitious initiative was undertaken to implement a scheduling system for
a large organization in the energy sector. The Scrum methodology was selected in an
attempt to deliver high quality software in a short amount of time using month long
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sprints. Consequently, teams were allocated at various locations including Alberta
Canada, North Carolina USA, and various parts of Europe. Matters were complicated
by the multi-vendor approach where one vendor provided the Canadian teams and the
other vendor provided the USA/European teams.

The project was scheduled for just one year. At completion, the project took over 3
years and was over 5 times its initial budget. As a result, the project was considered a
failure and the Agile approach was to blame. I was not convinced of this and I decided
to explore the truth behind what really went wrong.

This paper will focus on some of the challenges and lessons learned from the failed
project. These lessons learned aided me on ensuing projects. That is not to say these
subsequent projects were free from challenges. Instead, the failed project provided a
starting point, and the successive projects provided a means of moving forward while
continually learning and improving.

The lessons learned can be categorized into two main categories– communication
and requirements.

2.1 Team Communication Problems on the Failed Project

2.1.1 Intra-Team
I was part of a Scrum team (1 of 2 Scrum teams for Vendor A) consisting of 5 team
members where everyone (except the ScrumMaster) was collocated. Team members
started their day by updating the time remaining on each of their tasks before the standup
meeting. The standup meeting was usually in excess of the standard 15 min as team
members typically asked questions instead of answering the 3 questions. Sometimes
these meetings went on for over an hour as problem solving was incorporated that
unnecessarily occupied everybody’s time.

At sprint end, a retrospective was held. The team discussed what did not work well.
But the problems continued to exist as no corrective action was taken. Furthermore, the
retrospective was cancelled once the project schedule started to slip.

2.1.2 Inter-Team
In all, there were a total of 4 Scrum teams. Vendor A was responsible for 2 Scrum teams
located in Edmonton and Vendor B was responsible for 1 Scrum Team that was distrib‐
uted across North Carolina and Europe. Additionally, the client provided an operations
team that was also located in Edmonton but not dedicated to the project.

Communication between Vendor A and Vendor B teams was problematic from the
beginning. The teams were uncomfortable talking to one another so they avoided it until
they absolutely had to. Phone calls were rarely used. Instant messaging tools were not
used. Instead, email was overused so there was no sense of any kind of real-time infor‐
mation. The problem was further complicated having the Vendor B resources in
completely different time zones and geographies. It became an “us vs. them” mentality
especially after failed integration attempts at the end of each sprint.

A similar relationship existed between the client operations team and the Vendor A
teams. There was no sense of team unity between these collocated teams. Both sides did
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the bare minimum in terms of supporting one another. Complications arose mostly due
to the fact that the operations team was not dedicated to the project. As a result, they
had various demands that they could accomplish themselves but did not have the time
to do because they were inundated with other tasks and projects.

With so many teams and participants, pressure was introduced to refrain from talking
which led to less effective communication [2].

2.1.3 ScrumMaster
As mentioned, the ScrumMaster for both Vendor A teams was not collocated with the
team and had an additional role of project manager. Even though the ScrumMaster
attended the standup via conference call, it was evident that he was not an active part of
the process. The ScrumMaster would often ask for the progress of certain tasks that had
already been completed or in some cases ignore tasks that were incomplete. Although
the ScrumMaster visited the team approximately once a month, during this time he was
immersed with meetings amongst senior management.

2.1.4 Product Owner
The Product Owner was only collocated (in Calgary) alongside a single team member
from Vendor A. This allowed that team to gain an edge in terms of face time but the
team also suffered in terms of effective communication with a distributed team member.
The Product Owner had a difficult job mostly because each team competed for her time.
As a result, much time was wasted as teams waited for their turn.

In the early stages, the Product Owner travelled to the various teams. While on-site,
the particular team she was visiting was productive. Unfortunately, the other teams were
at a standstill. As the project schedule slipped and the overall budget escalated, travel
was limited.

In one sprint, each team travelled to Calgary for sprint planning. Even though
everyone had face time with the Product Owner, the same problem persisted in that the
Product Owner was constantly bombarded.

2.1.5 Executives
The relationship between the client and Vendor A’s management was turbulent from
the beginning. Their interpretation of Agile seemed to be the core of the problem. The
relationship declined even further when milestones were not achieved.

Sprint reviews were held with the client’s senior management asking questions about
why things were done in a certain way. Then in one review, the application crashed. The
management team was convinced this was a waste of their time, and sprint reviews were
cancelled.
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2.2 Requirements Issues on the Failed Project

2.2.1 Confusion
The project was engulfed with many different forms of requirements. This led to much
confusion as to what was acceptable and what was not.

Before the project initiation, the client incurred a sizable cost to conduct require‐
ments gathering that resulted in a vast amount of documentation. Consequently, their
expectation was that no further requirements were necessary. Upon project
commencement, it was obvious that the requirements were outdated and was of no
use. This angered Vendor A’s management because their fixed price bid was based
on the Big Design Up Front (BDUF) requirements and they were concerned about the
impact to their profitability. BDUF is where the architecture phase is accompanied
with a vast amount of documentation [10].

2.2.2 Process
Before developers could begin coding, they were required to write a design specification.
This deliverable was not contractually bound and was only stipulated upon project
commencement and yet all vendors agreed to adhere to this. In some cases, developers
spent an entire sprint writing a specification and delivering nothing. What I found quite
peculiar is that many people agreed that this was a good use of time even though sprint
deliverables were not being met.

2.2.3 Change
Change requests were frowned upon because they implied a change to the requirements.
As mentioned, there was an assumption that the large cost of BDUF negated the need
for any changes. As change requests arose, executives required that the vendors provide
thorough documentation. Consequently, teams stopped working on their sprint goals as
they context switched to accommodate the executives. In most cases, the change request
was rejected and the vendors had to absorb the cost.

3 Lessons Learned Applied

3.1 Good Communication is Important

Be Serious About the Standup: On subsequent projects I experienced many different
interpretations of the daily standup. For some teams, the meeting turned into a 1 h water
cooler discussion that included the weather and the sporting events from the previous
night. Other teams used the time to problem solve. In some cases, my team members
decided that the meeting was optional and decided to attend when it suited them or when
they felt like it. On a more recent project, I stressed the importance of the standup meeting
by explaining “why” it was important. Team members began to realize that it was in
their best interest to understand what other team members were doing. At first, they
struggled with the 15 min rule. However, I received a really good tip at an Agile confer‐
ence. The session speaker suggested that at the start of the meeting, the ScrumMaster
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should set a 15 min timer on their smart phone. When 15 min expires, simply end the
meeting. After 3 or 4 times, teams will get the hint and start adhering to the timebox. In
fact, one of my teams introduced a post standup discussion. Immediately after the
meeting, any team member was allowed to discuss anything they chose as long as it
benefited everyone. This included anything from upcoming vacation schedules to the
progress of testing.

Aim for Totally Integrated: We live in a world were distributed teams are becoming
the norm. According to Sutherland [5], there are three types of Scrum implementations
when teams are distributed. Isolated scrums, where teams work completely independent
of one another and have very little communication. In fact, some teams abandon Scrum
and fall back to waterfall. Distributed scrum of scrums, where teams are mainly isolated
but are integrated by a scrum of scrums that meet regularly. Totally integrated scrums,
where teams are cross-functional [6] and the project is integrated as a whole. Overall, I
would describe the failed project as the isolated scrums model. Not only did the teams
work independently, they had very little knowledge of what the other teams were doing.
Despite my best efforts, the totally integrated model was never reached on any project.
However, having those aspirations allowed for the progression from isolated scrums to
distributed scrums of scrums on more than one occasion.

Collocate the ScrumMaster: On ensuing projects the distributed nature of the Scrum‐
Master greatly affected the team. There was little to no confidence in the ScrumMaster
figurehead who was rarely seen and had very little involvement. Also, it seemed that on
most projects it was assumed that the project manager should take on the role of Scrum‐
Master. Much more success was achieved when one of the team members (that was
collocated) took on the role of ScrumMaster. On one project in particular, we decided
to rotate the role amongst ourselves which made the experience much more enjoyable.
Even though this approach worked much better, I’m not sure this would have been
successful with a non-collocated team member facilitating the role of ScrumMaster.

On another project we split the role of the ScrumMaster. Essentially, we had a team
ScrumMaster who was collocated with the team. Additionally, we had a client facing
ScrumMaster who was mainly tasked with communicating with the Product Owner.
Initially I thought the “co-ScrumMaster” approach would not work because Agile evan‐
gelists do not seem to support it. However, this allowed the junior Agilists to feel more
comfortable taking on the team facing ScrumMaster role.

I am not aware of success stories where the ScrumMaster was distributed from the
team. That does not mean it cannot exist. In fact, it is highly probable that there are such
cases but the lack of supporting information could indicate there are rare cases or that
more research needs to be explored in this area.

Involve the Users Early: After one year from the start of the project, the client brought
in an additional resource that functioned as a subject matter expert. The idea was to
alleviate the barrage of questions on the Product Owner. However, the subject matter
expert was not empowered to make decisions. Often she would have to go back to the
Product Owner for clarification or confirmation. This approach introduced an unneces‐
sary layer of communication. Furthermore, neither the Product Owner nor the subject
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matter expert was an active user and Agile projects require active participation from the
users [7]. The users did not have an active role in the project.

On later projects, the end users were more than happy to provide feedback. As we
listened to their concerns, they felt their trepidations were being addressed. Including
users early on in the process tends to give them a finer grain of control over the project [8].

Get Buy-in From the Top: It seemed that the executives (or possibly the organization)
were not quite ready to make the switch the Agile. Or maybe they just assumed it would
be seamless. Agile migrations are not free from issues and there will be obstacles to
overcome. “If you don’t involve your executives in the move to Agile, there is a good
chance that they will stop the move as soon as they learn of any issues with the migra‐
tion.” [9]. Having dismissed the sprint review, the executives were even less engaged
at a time where they needed to be more involved.

On successive projects, we posted displays (aka information radiators) for everybody
(including executives) to see. Posting an impediments list prompted executives to
inquire about the impediment and eventually aid in removing it. For example, one of
my teams listed “Administrator Access” as an impediment. Essentially, the team did not
have the ability to install tools on their development machines without going through a
formal approval process. It turned out that one of the executives heard this from other
people and also experienced this pain point. Consequently, the executive authorized all
team members to have Administrator access. However, this example worked well
because the executive walked past the information radiator many times a day. In many
cases, executives are not located anywhere near Agile teams.

Retrospectives Are Necessary: Even though the retrospectives encouraged good
discussion, they were completely ineffective especially once they were cancelled.
Following the project, I researched various techniques. Almost everyone I reached out
to pointed me to the book, “Agile Retrospectives: Making Good Teams Great”. There
were many helpful suggestions for the novice and also the more experienced. On most
projects I introduce the “Timeline” activity [3] for the Sprint 1 retrospective. It seems
to be a good way to get the team (as well as a rookie facilitator) accustomed to retro‐
spectives. The book provides many other activities for the other retrospectives so the
team is not repeating the same thing again and again.

Incorporate the Necessary Tools: On the failed project there were many areas that
could have been incorporated to bridge the communication gap. For instance, equipping
all computers with webcams would have allowed distributed resources to have a face-
to-face conversation. Also, teams could have adjusted their working hours to have some
overlap with the other teams. Even a one-hour overlap would have made a significant
difference. Furthermore, it seemed that the travel budget was not adequate. When travel
was requested it was quickly denied due to cost. It is difficult to say whether or not these
things would have made a noticeable difference. However, it is likely that these modi‐
fications would have gotten the teams closer to a totally integrated scrums model.

On other projects, I have used add-on tools that facilitated more collaboration. For
example, Jira is a popular issue tracking system I used on some Agile projects. There
are many supporting tools for Jira but one that stands out is Hipchat. Hipchat facilitates
instant messaging, screen sharing, and video. It can also produce notifications once the
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state of a Jira item has been modified. On smaller projects, my teams benefited from
Kanban boards by using tools like Trello and AgileZen. While these tools can make our
lives easier it should be noted, “technology can maintain relationships but it won’t build
them” [4].

3.2 Managing Requirements is a Necessity

Time and Materials (T&M) Over Fixed Price: Fixed price can lead to false expect‐
ations and mistrust [8]. On this fixed price project, the client felt they could change the
requirements whenever they wanted, and the end product would be delivered as
expected, at the same cost, and on time. Ensuing projects that were T&M based allowed
the client to make modifications but it also allowed the teams to incorporate quality,
present alternatives, and build trust by delivering often. In fact, it was noted that while
extreme programming (XP) practices are possible for fixed price, it is not proven because
accurate estimates of scope are necessary [6].

Change is Inevitable: Requirements will change regardless of how much analysis is
spent before the development work commences, so change requests are inevitable.
However, many large organizations cause change requests to be as tedious as possible.
In this case it simply detracts from getting the work done. Later projects involving
smaller organizations viewed change requests as a waste of time. Other projects
addressed changed requests by accepting the fact that change will happen. Sometimes
that meant the user stories were pushed to another sprint. In other cases, the team put in
extra time to accommodate the change to meet their sprint goals.

Requirements Must Be Understandable and Decomposed: For the most part, the new
requirements were very complex and the teams were pressured to complete them in a
single sprint, which rarely happened. Since the team did not have the necessary availa‐
bility of the Product Owner, there were many times where they had to guess which
seldom ended well. Subsequent projects incorporated user stories as their primary means
of acquiring requirements. This worked much better for everyone. The requirements
became much clearer when the business analysts were able to write user stories as
crosscutting layers. For example, instead of taking on a pure database user story, we
developed a screen (will some functionality) that crossed the user interface, business
logic, and database layers. Developers favored this approach because it allowed them
to complete the user stories within the sprint.

4 Remaining Challenges

This report has explored the challenges associated with communication and require‐
ments using Agile approaches. The results provide information that can be useful in
overcoming these challenges. However, there are some challenges that require further
investigation.
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Lack of Support: Many Agile implementations (especially from a grassroots movement)
struggle to gain support from the organization. In fact, there are those that are never
going to accept Agile and they may even demean you for trying to promote it.

Empowerment: It is often the case that people are given a title of empowerment without
the power to go with it. In Agile, there are cases where ScrumMasters are not empowered
to remove roadblocks or Product Owners are not empowered to make decisions without
the approval of their superior.

User Involvement: Sometimes users do not want to take part in the Agile process as they
feel it adds to their workload. As a result, the task of writing user stories may fall upon
the requirements engineer. In other instances, management may decide that the end users
do not need to be involved until the modifications are deployed to production.

Scrum Ceremonies: Some (if not all) of the ceremonies can become redundant. Teams
often get bored of repeating the ceremonies in the same manner. This may cause the
effectiveness to come into question.

5 Conclusion

The paper presents challenges that prevent Agile teams from performing at a high level.
Ultimately, organizations need to decide whether or not Agile is a good fit. If it is a good
fit then they need to be prepared to make changes (in management style, working envi‐
ronment, team’s skills, and close relationships with users [8]) and support it across all
relevant levels. When individuals or teams are placed in a situation to fail, they often do
just that. Agile is no different.

Of the 12 principles, the one that most resonates with me is “working software is the
principal measure of progress” [1]. There have been many times when people have
denounced my Agile efforts. What they cannot argue with, is success.

Open Access. This chapter is distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, duplication, adaptation, distribution and reproduction in
any medium or format, as long as you give appropriate credit to the original author(s) and the
source, a link is provided to the Creative Commons license and any changes made are indicated.

The images or other third party material in this chapter are included in the work’s Creative
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Abstract. It is not surprising that agile methods are tailored or customized in
various contexts and projects. However, there is little advice for practitioners for
how to go about tailoring agile methods in large-scale projects. Henceforth, the
aim of this experience report is to highlight some of the challenges with large-
scale agile software development and especially how to deal with these challenges
involves continuous tailoring of the agile method in use. In so doing, we report
from a large-scale agile software development effort involving more than 120
participants in a Governmental organization and running for 3,5 years. The project
consisted of three deliverables, partly developed in parallel after a delivery model
based on Scrum. After a much troubled start related to scaling challenges and
architecture complexity during the first deliverable, the project was turnaround
and the second and third deliverables were portrayed fairly successful by both
supplier and customer. From a practitioner’s perspective, we found that novel
practices emerged through out the project that improved the way of working –
especially across teams and stakeholders. Based on this, we describe some guide‐
lines for tailoring agile in the large.

Keywords: Large-scale agile software development · Method tailoring ·
Software development practices

1 Introduction

In this experience report we draw from a recent large-scale agile software develop‐
ment project in a Norwegian Governmental organization. The project involved over
120 participants and was delivered through three distinct deliverables over 3,5 years.
The project was highly prestigious and critical, as the Governmental organization had
failed in two previous projects in replacing their core IT-systems. The specific
context and complexity of the project with numerous external stakeholders, integra‐
tion with existing portfolio of IT-systems, public contracting legislation, and replacing
core legacy IT-systems made tailoring of a Scrum-based delivery model necessary.
Existing literature on agile methods has for long underscored the need for tailoring
to fit specific contexts and different types of projects [1–3]. However, the empirical
literature on tailoring is not substantial, and there is little concrete advice for
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practitioners for how to go about doing tailoring and what to tailor in practice. Argu‐
ably, especially when agile methods and practices are scaled to larger projects in terms
of involving multiple teams, heterogeneous users needs, complex software architec‐
tures, and numerous integration efforts with existing IT-systems, there is a pressing
need to tailor and blend different agile methods [4]. Henceforth, the aim of this report
is to contribute to a richer understanding of tailoring agile methods in the context of
large-scale projects – and based on this, to carve out some guidelines that would be
useful for others. We believe our experience and reflections from this project would
be of interests to both project managers and developers as experience and guidelines
for tailoring agile methods are hard to come by.

The remainder of this experience report is structured in the following way. The next
section explains the case context. Then, we describe and analyse some of the experiences
through out the project. Next, based on our experiences and some literature we try to
give advice for tailoring agile in the large.

2 The Case: The Brownfield Project

Context. A case study of a major software development project was conducted from
September 2014 to December 2015. The project, referred to as the Brownfield project,
was a large-scale agile development effort involving over 120 participants over 3 years
from 2011 to late 2014. The project was organized as four development – or ‘Scrum’
teams and one team loosely related to the project developing a business intelligence
solution. Experience from this project is especially interesting in many respects. Firstly,
the supplier, the Consulting company had just recently before starting on the Brownfield
project been part of a prestigious large-scale agile software development project that
was especially known nationally for being a success – and often used as a template for
other large-scale agile projects in Norway. Secondly, the customer had tried two times
before earlier in the 2000s to implement the Brownfield project and failed considerably
in both cases.

This report is written based on 20 in depth-interviews of project participants, 2
workshops, project documents as well as numerous meetings with different participants.
Additionally, one of the authors was the project manager for the Consulting company
on the project during the third deliverable.

Three authors have written this report: one practitioner, one student, and one
academic. One of us was the project manager for the project during the last of three
deliverables. He has more than 10 years of experience as a project manager on large
software development projects and agile projects in particular. The other author is
currently a researcher working on a scientific case study of the project. Previously, he
has also been a practitioner for many years participating in large-scale agile software
development projects. The third author is a student of information systems management
and innovation, who also has a background in industry. Obviously, our differences in
experiences and background made the writing process especially interesting, as we were
able to challenge each other’s biases.
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The scrum-based delivery model. The project followed a Scrum-based model that
interestingly had been used by a recent large-scale project where the Consulting
company was involved. This previous project was perceived as highly successful, and
is generally regarded as ‘best practice’ for doing large scale agile in the Norwegian IT
industry.

The Scrum-based delivery model is characterized by splitting up a large project in
different deliverables as shown in Fig. 1 below. For each deliverable then, a semi-agile
process is followed by first defining user stories, then architectural design, overall UX
design, and refinement of user stories – but with a minimum of effort not to plan things
in too much detail.

Fig. 1. Scrum-based delivery model of the project.

Project description and goals. The Brownfield project was established in order to
replace The Client’s outdated legacy IT systems with a new integrated system for case
management. The new system was to be based on a Service Oriented Architecture, with
support for integration with a large number of external and internal systems. In addition,
the new system would include a web-based self-service solution aimed at the general
public, as well as a rule-based application processing engine reducing the need for
manual processing.

The project thus set out with four main goals:

• To replace fragmented case management systems with one integrated system.
• To replace manual processing with automated, rule-based processing.
• To establish a self-service web interface for the general public.
• To decommission legacy systems.

These goals were further elaborated in the form of a “dual goal matrix”, specifying main
business goals and main IT goals for each deliverable. The business goals were divided
by functional areas, reflecting the existing organizational and system structure. The IT
goals were more focused on architectural requirements, cutting across the functional
areas in order to establish what was seen as a desirable “future state” of architecture in
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the organization. The background for the two subsets of goals was somewhat divided:
The business requirements were related to limitations of the existing system portfolio
in supporting new government regulations, interfacing with external parties, and effi‐
ciency in case management and processing. The technical requirements were driven by
the strong internal technical organization’s vision of a future-proof, platform inde‐
pendent architecture which would allow the organization to “pick and choose” technical
components in a vendor independent manner. These technical requirements were
communicated in the form of architectural standards and policies. In addition, the
Customer had already purchased a number of technical components as part of existing
vendor purchasing agreements for related database systems. The Consulting company
was asked to consider the use of these components in developing the new architectural
platform. At the outset of the project, it quickly became clear that the Customer was
overwhelmed by the amount of work required in order to determine and specify require‐
ments. The technical and architectural requirements seemed especially unclear, and
resulted in a lot of time being spent by both parties in order to better understand what
was actually required to be developed by the Consulting company. As a result, the first
deliverable was delayed, and ultimately merged with the second planned deliverable in
an effort to save time by skipping one of the planned production migrations.

3 Agile Method Tailoring in the Project

After a much troubled start related to scaling challenges and architecture complexity
during the first deliverable, the project was turnaround and the second and third deliv‐
erables were portrayed fairly successful by both supplier and customer – including their
end users. Noteworthy, we came across the following new practices as the project had
been ‘turned around’:

(1) ‘Task forces’ were established across teams to deal with common challenges such
as performance issues;

(2) ‘Champion roles’ were implemented working across teams on specific technology
issues for example databases or java scripting;

(3) ‘Specifying up front’ in terms of close collaboration between customer and supplier
in preparing user stories, uncovering dependencies and prototyping prior to sprints;

(4) ‘Re-distributing development tasks’ within the current sprint in order to utilize
competence across teams and scale the project.

(5) ‘Mini demos’ were improvised in the middle of sprints to get users’ feedback as
soon as possible, and to do smaller adjustments to features and/or interaction design;

We will briefly describe these practices in more detail in the following sub-sections
below.

Task forces. In traditional agile development, participants in projects are supposed
to work within teams. In this project, however, an informal role of temporarily ‘task
forces’ was formed. Task forces were formed on developers’ own initiative for tack‐
ling specific pressing problems relevant across the four development teams. These
were typically problems related to non-functional requirements. For example,
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security issues, performance problems and ways of integrating with external systems
and standardized components.

Task forces were initially not initiated by management, but grew out of a need
recognized by some developers at one of the development teams. The developers recog‐
nized that they had common problems across teams and started informally to sit together
with fellow developers belonging to a different team. This practice was later sanctioned
and even facilitated by team leaders and project management for better solving problems
across teams.

Our analysis is that task forces not only solved common problems, but also greatly
helped coordinating work across teams and helped building a more common under‐
standing across teams both regarding software architecture and business domain. In this
respect, task forces became a necessary addition to scrum-of-scrums in that they had a
much more detailed focus on solving specific problems.

Champion roles. While the task forces explained above were of a more temporary
nature, the champion roles were more permanent. Champion roles also started bottom-
up from a perceived need in the teams to coordinate and standardize certain ways of
doing things in the project. For example, it was established champion roles for java
scripting and databases ensuring a common way of working with and implementing
these technologies across teams.

Champion roles rotated among competent individuals, and over time this also
became more sanctioned and facilitated by management.

Similar to task forces, but more stable – champion roles implied better inter-team
coordination and standardization of working. Additionally, it also increased learning
among teams and members from different teams.

Specifying up front. In collaboration with the customer, the project started to have a
more formal process before a new sprint was initiated and sprint planning started. This
process where referred to as the ‘ready-to-sprint’ processes, and engaged all the relevant
actors for coordinating and planning of the work to be conducted in the upcoming sprint
in more detail. Depending on the specific challenges and type of work to be conducted
the process ensured that all involved actors had contributed and were coordinated. This
process could include further specification of user stores, flow diagrams, description of
technical as well as functional dependencies, and more overall architectural issues.

A crucial skill in agile development is to conduct the Product owner role and the
ability to create Epics and user stories upfront the sprints. The project organization
addressed these issues by including two persons from the customer in each scrum team
with the role “functional responsible”. The role was part of the customers Product owner
team, and participated both in specification work and to cope with functional clarifica‐
tions throughout the sprints.

Already from the first sprints conducted, it proved major challenges to establish
effective ways of handling the product backlog, agile collaboration that supported both
common understanding of specifications, ensure consistent architecture implementation
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across teams and handling clarifications of upcoming issues. Corrective actions were
issued by training the Product owner in necessary skills and adding trained functional
architects to the scrum teams. The actions, which were taken, did help to some extent,
but it was necessary to make some fundamental adaptations to ensure a more robust
process.

Our analysis is that this made the initiation of the sprints more effective and ensured
that key participants were coordinated irrespective of team and role in the project.
Although this practice inevitably implies more planning up-front seemingly in conflict
with the agile principles and practices, we will argue that this practice is more aligned
to the characteristics of large-scale agile where there is an increased need for more
standardization and coordination across teams and roles.

Re-distribution of work tasks. Partly as a consequence of the previous practice, the
project got increased flexibility to re-distribute work tasks across teams within a sprint.
This practice was a part of striking a balance between the need for competence and
efficiency at the one hand, and the evenly distribution of work among teams on the other.
The practice was especially useful in the last sprints of a deliverable when user stories
belonging to different domains did not imply equal distribution of work effort between
teams.

Again, this practice may seem odd, and even unproductive, from the perspective of
‘textbook agile’. However, this gave the project as a whole better utilization of the teams
and also helped spread competence across teams. On the other hand, we also see that
this practice should be used with care and only for smaller tasks when necessary typically
late in the project.

Mini demos. The project had some especially competent project members who had
long experience from other large-scale agile projects. Some of the practices they adopted
from a previous project were the practice of ‘mini demos’. The crucial point in doing
mini demos in the middle of sprints was to demo features as soon as they were developed
irrespective of when. Typically, this was practiced as a way of negotiating and getting
feedback on details regarding functionality and interaction design. In that way, devel‐
opers and designers could easily do the last finishing touches right away, without going
through a more formal demo and going back to those details in the following sprint.

Thus, these mini demos both made the ongoing communication and collaboration
with the customer smooth and at the same time reduced the administrative cost for both
parties.

4 Implications for Tailoring Agile in the Large

In this section we propose some practical guidelines for tailoring agile in the large. We
do not want to be too bold and generalize too much, as guidelines as these could easily
be misinterpreted and used in contexts that are not comparable to our project. However,
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we argue that there is something more general worth mentioning based on our
experience. The suggested guidelines are:

(1) Experiment with new practices. For tailoring agile in the large, projects should
experiment with practices that highlight functional and technical interdependencies
in the software being developed. This would help improve coordinating and
communicating across teams and roles.

(2) Facilitate novel practices to emerge. It should be underscored that project
managers should be wary of trying to enforce predefined tailored practices.
However, although agile methods and principles tend to emphasize bottom-up
initiatives, successful tailoring can be both bottom-up or top-down initiated.

(3) “Record, and move on”. Do not wait for sorting out contractual details. Try to
establish trust to that pragmatic decisions can be made and temporary solutions can
be sought.

(4) Improve inter-team coordination. Establish both long term ‘communities of
practice’ and short term ‘task forces’ across teams.

(5) Scale the project in an evolutionary manner. Plan for a ramp-up phase allowing
customers to get accustomed to the working process. Conduct training activities to
ensure customers are aware of what is required of them.

(6) Adjust content in sprints. Allow time for customers to absorb and process new
information, and coordinate requirement elicitation with stakeholders in their
organization. This can be done by inserting technical sprints where programmers
focus on technical tasks, in order to allow customers a “programmer’s holiday” [5].

5 Concluding Remarks

In this experience report we have emphasized the ways in which a large-scale agile
software development effort has been tailored during the process. Here, tailoring was
not done up-front, but rather emergent during the development over 3,5 years. Especially
in this report we have highlighted and described five different practices and roles: (1)
‘Task forces’, (2) ‘Champion roles’, (3) ‘Specifying up front’, (4) ‘Re-distributing
development tasks’, and (5) ‘Mini demos’.

We argue that these novel practices are good examples of agile method tailoring
reflecting the complexity and large-scale characteristics of the project. We do not argue
that these actual practices denote any ‘ultimate way’ of tailoring agile projects, but more
on an analytic level – that in succeeding with large-scale projects continuous tailoring
throughout the process is necessary.

In reflecting upon the establishment of these practices we discuss how some are
bottom-up initiatives (1, 2 & 4) largely initiated, planned and coordinated among team
members themselves with no or little management involvement. Whereas some practices
can be described as a blend of bottom-up and top-down (3 & 5) where management are
much more involved.

Furthermore, we recognize that all of the practices turn out more emergent. They
were not deliberately planned and adjusted ahead of starting the project – but emerged
over time based on the involved actors’ experiences. Collectively, then, the project
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seems to preserve a sense of agility in terms of ‘learning from change’. Additionally,
interestingly, some of these practices are seemingly also in conflict with the agile prin‐
ciples – notably (3) focusing on planning.
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Abstract. Hiring senior software engineers with experience in Agile and Lean
has always been difficult. Training university graduates or engineers from other
backgrounds takes time and can cause disruption to software teams. 7digital
addressed both of these problems by starting a Technical Academy; a 6 month
programme of classroom sessions, pairing, deliberate practice, personal project
work and guided learning. Backed by key metrics and qualitative data, the paper
explores the positive impact that the technical academy has had on the technology
team and wider organisation at 7digital. It investigates the changes in technique,
curriculum and structure that the team made over the three iterations of the
academy. It goes on to detail the challenges that the team faced around justifying
the time away from usual activities, measuring the impact, attempting to predict
the long term benefit and make the result of extra diversity in the team more
apparent.

Keywords: Lean · Agile · Diversity · Learning · Coaching · Apprenticeships ·
Mentoring · DevOps · Inspect-adapt · Continuous improvement

1 Introduction

7digital are the power behind innovative music experiences. Their diverse, highly
regarded team of software and systems engineers build the music streaming and down‐
load platform that powers services for global brands. The industry in which they operate
is fast paced and ever-changing, and the team needs to grow to react to those changes.
Growing the team with the right type of people has often proven difficult but was
addressed in 2012 by the inception of the 7digital Technical Academy. The academy
programme has completed its third iteration and has evolved through continuous
improvement with regular inspection and adaption. In the first iteration, a key retro‐
spective resulted in a move to pull based learning; asking apprentices to solve real busi‐
ness problems and request sessions on the skills they needed to accomplish their objec‐
tives. The second iteration saw peer to peer learning and a self organising community
develop amongst apprentices. The third iteration brought a wider set of people to the
academy and was used to expand understanding of Lean and Agile principles across the
organisation.
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The authors have been heavily involved in the Technical Academy with Paul
Shannon, now VP Technology, being the founder of the programme, and Miles Pool,
the coordinator of the third iteration and a second iteration graduate.

2 Background

When searching for software development roles on the most popular recruitment
websites the ratio of jobs requiring greater than two years’ experience to those requiring
fewer is eight to one. Additionally, finding senior software developers, with greater than
5 years’ experience is notoriously difficult – so how do we provide the opportunity, to
those with less experience, to work in a welcoming and learning oriented culture so that
they can become senior members of our community?

These problems are not unique to any company working in the tech sector but became
more prevalent at 7digital when they focused on quality driven software development
practices, as the requisite skills made experienced people even harder to find.

7digital was established in 2004 as a small start-up in London’s “Silicon Round‐
about”. After establishing itself in the first 5 years there was a marked switch to quality
driven practices with the appointment of key people experienced in Agile and XP. The
two development teams at the time totalled around twenty people, over half of the total
organisation. As the technology platform expanded, so did the teams and the need to
fulfil roles, and by 2011 the total head count for the Technology Team was forty with
further plans for expansion.

2.1 Apprenticeships in Software Development

In early 2012, senior members of the team looked to solve the common problem of a
lack of experienced hands available to join the team. They researched efforts in the
Software Craftsmanship community to utilise the master/apprenticeship format of more
traditional trades. 8th Light [1] ran a programme that defined levels of craftsmanship in
the team, with newer members joining as apprentices and being mentored by master
craftsmen on a one-to-one basis.

Other efforts of this one-to-one tuition style were attempted by Codemanship, and
an interesting initiative at Accenture assigned groups of people to particular learning
projects as they joined. One of the team leads at 7digital had experience in a classroom
based training scheme during the agile transformation at Codeweavers Ltd [2] involving
short, focussed sessions away from the usual team room for new team members to try
intensive learning on a particular topic.

While many of these schemes had benefits, they didn’t directly fit with the team’s
desire to expand and invest in the future.

“Education is the kindling of a flame, not the filling of a vessel.” – Socrates
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2.2 Diversity

A major opportunity the team saw with expanding through internally trained developers,
was that they could attract a more diverse cohort.

Gender diversity in the tech industry is a perennial yet slowly improving issue. The
7digital team hoped to improve the diversity of their team by offering a lower barrier to
entry than their usual recruitment process. Research suggests [3] that female applicants
are less likely to apply for positions that require assertions about experience or achieve‐
ment - they would only apply if they meet 100 % of requirements whereas men would
apply when meeting only 60 % - so a programme which provided training and which
emphasised a lack of requirement for experience was believed to be beneficial.

Software development candidates are often products of education in a narrow field
of study – Computer Science. The team felt that more diverse backgrounds would
provide a wider selection of opinions, so a scheme that would be attractive to people in
any field was most desirable.

3 Timeline

Before the academy was created, a first attempt at addressing our recruitment needs with
a lower barrier to entry began with an apprenticeship model similar to that at 8th Light.
New team members, with some experience in programming, were assigned a mentor
and were expected to pair and learn from that person during their daily development
tasks. This proved disruptive to teams as they effectively lost a senior developer who
spent most of their time teaching, especially in the initial three months.

The following year, in 2012, we decided that a new approach should be taken and
the Technical Academy was created. Following a gap of two years the second iteration
began and then an opportunity one year later led to the running of the third. The
programme is based in the London headquarters of 7digital with co-located teams.

3.1 The Inception of the Technical Academy

Research into other organisations’ attempts at apprenticeship programmes led us to
believe that we needed some structure, a curriculum and a clearly defined career path
for the Technical Academy. While the efforts at Codeweavers Ltd. proved useful, the
lack of direction meant it was not a key part of the team’s learning there. Efforts else‐
where resembled the initial efforts at 7digital so a committee was formed to discuss and
decide upon how to proceed.

An early agreement was reached that apprentices should be hired as full time devel‐
opers, with a permanent role and that the offer of a position was not dependent on
completion of the academy. This would give the apprentices confidence and security
that they had a job at 7digital and were just at the start of a potentially long and prosperous
career. To ensure a level of protection for both the apprentices and the organisation they
were given an extended six month probation period.
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3.2 Hire an Apprentice: The First Iteration

For the initial iteration we hired two new developers by advertising the role and
contacting universities externally, and recruited one internal candidate through transfer
from the operations team. Interviewing candidates with little or no experience in
programming posed a challenge as the usual recruitment process involved working
through a simple code kata. We decided that as the candidate was joining to both learn,
and to write software, that this was still the best form of early assessment. Candidates
paired with a senior developer on a simple test-driven development coding exercise. An
observer would take notes, paying particular attention to how the candidate reacted to
new concepts, such as test automation and refactoring, and how soon they could
contribute to the conversation.

Once apprentices had been selected the committee planned a curriculum. This
included skills related to Agile software development and Lean practices, with sessions
on subjects such as Test Driven Development, Theory of Constraints, Databases,
DevOps, Continuous Delivery and Design Patterns.

To help clarify what the apprenticeship entails, we produced a “path to becoming a
7digital developer” - this was a timeline encompassing an intensive “bootcamp”,
tapering to less frequent sessions on basic techniques before moving into a term of
specialisation and project work; it ended with graduation in week twenty-six. Graduation
was a company-wide event involving presentations, drinks and gifts.

3.2.1 Adoption of Pull Based Learning
It was identified early that apprentices were being asked to pair on tasks involving
concepts they had not yet been taught. A problem here became evident when a team
member was struggling to explain to an apprentice the concept of Dependency Injec‐
tion - a complex but widely used solution to software modularity. This was raised
with the Academy coordinator who organised a dedicated classroom session on the
topic. Following this the apprentice rejoined his previous pair, with an understanding
of the concept and was then able to contribute to the continuing work.

At a similar time we met with Professor Dave West, who had been running a unique
degree programme at New Mexico Highlands University, USA [4]. This course had
students, with no software development skills, working on commercial projects and
requesting the skills they wanted to learn in order to accomplish their task. They used
regular feedback, retrospectives and planning meetings to ensure they were developing
the right skills to develop software.

The success seen on Prof. West’s course, and in conjunction with our example above,
led us to adopt pull-based learning; coordinators would talk to apprentices, tutors and
team leads to organise group sessions on the topics that were currently of most relevance.

3.3 Evolution in the Academy: The Second Iteration

Following a two year hiatus, we decided to reinstate the Technical Academy under a
new coordinator. The driving force behind this decision was from members of the team,
including prospective internal candidates, perceiving the successes of the first iteration.
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Internal apprentices were thus self-selecting - one transfer to the Technology Team, and
for the first time, one apprentice looking to up-skill in their existing, non-development
role. Two external candidates were recruited as we had done in the first iteration.

The broad structure of this iteration was much like the first, however each of the four
apprentices was now assigned a tutor who was on hand to assist with any technical issues.
During the “bootcamp” first term these tutors felt superfluous.

In the weeks before the second iteration, the coordinator collated project ideas from
teams in the wider business.

“The proposal should have clear interest to the business, but its implementation will be a proof
of concept.”

At eight weeks the apprentices chose a project to implement over the following four
months. Each project had a product owner who would help define requirements, and
ensure continuous delivery practices were observed. With projects framed as real busi‐
ness products, apprentices were also encouraged to adopt practices such as test-driven
development and Kanban, with Technical Academy stand-ups attended by stakeholders.
While helping the apprentice, the tutor would check for clean code and good automated
testing.

In the latter terms the pull for technical sessions allowed the structured learning
framework to fall away in favour of “just-in-time” planning. The cohort situated in
disparate development teams, built up a strong community with equally disparate tech‐
nical skills; an environment highly conducive to peer-to-peer learning.

Following a term two retrospective, apprentices took to pairing on their projects; this
was of particular benefit to the apprentice not based in a development team. It also
allowed apprentices to work confidently on a new and unfamiliar codebase.

3.4 Reflective Practice: The Third Iteration

Just six months after the second 7digital Technical Academy the opportunity arose to
take on another two apprentices. The academy was reinstated, this time coordinated by
a Technical Academy alumnus. The academy started up with a total of six apprentices,
after a short recruitment process and a number of existing speculative applications. Two
new hires were made along with one internal transfer, with three apprentices from
Operations and QA Teams looking to up-skill.

Termly retrospectives produced a number of valuable actions. To foster an open
environment for discussion, a weekly reading group was set up in which apprentices
would discuss several, occasionally conflicting articles. Further, it was felt that some
crucial topics were introduced, and swiftly left behind. The solution was to theme the
week’s practical, classroom and reading group sessions, and then to gauge the appren‐
tices confidence level in that week’s topic.

3.4.1 Selecting Tutors
Often the developer working directly with an apprentice is not the most suitable person
to teach a given subject. It is thus more beneficial to select an appropriate tutor from a
wider group, on a subject-by-subject basis.
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In the Technical Academy it is important that many and varied members of the
organisation have direct contact with the apprentices. In contrast with the master-
apprentice pattern, being exposed to diverse views within the team aids the apprentices
in drawing their own perspectives on the values the team hopes to instill. It is felt that
this is important in a team with a strong culture of shared responsibility. The academy
is also a learning experience for the tutors themselves, many of whom are previous
apprentices, and the more people involved, the greater this benefit.

4 Discussion

Making the academy visible was a key goal from early on; both in terms of its operation
and its efficacy. We managed the first part by advertising sessions more often and getting
people outside the team involved in project work. The graduation ceremonies and project
demonstrations also increased visibility. Within the teams though we wanted to show
that the academy had a positive effect on throughput and cycle time. This was difficult
as many other factors could influence these measures (continuous improvement,
absence, team changes, changing business needs) but the general trend for teams with
apprentices was that, after week six, apprentices were making a positive contribution.
This was attributed to the additional person available for pairing and - following their
intensive classroom sessions - apprentices were now adding value during these pairing
sessions.

Having someone with a new perspective, focusing on the detail and asking novel
questions was itself advantageous, - one example being a simple observation resulting
in a complete change in operation when an apprentice questioned whether we were
encoding audio files in a mathematically suboptimal way.

Qualitatively, the benefits of placing apprentices into development teams as soon as
they arrived helping the apprentices to feel as though they were already an important
and valued member of the Technology Team - this was crucial in fostering a supportive
community. It also allowed the apprentice to easily join existing pairs and gain exposure
to the team’s domain; something which cannot easily be taught during academy sessions.

The feedback cycle of pairing, and subsequently discovering missing knowledge
helped drive the tuition, through pull based learning. This “just-in-time” planning of
sessions ensured tuition only on subjects that had a direct impact on the daily work of
the apprentices, minimising the gap between learning and practicing those skills.
Apprentices thus honed new skills through use, adding business value quickly. This
resulted in a natural progression from isolated student to fully engaged team-member
over the course of the six months.

Retrospectives in the Technical Academy gradually became more frequent as the
value they delivered to the learning process became apparent, and with regular contin‐
uous improvement these ideas were instilled in the apprentices’ daily practice.

With larger cohorts, the community in the academy was slower to develop; a larger
group meant apprentices would speak less readily in early open-forum sessions. Further‐
more, with a larger cohort less one-to-one tuition was available. While one-to-one tuition
has its advantages, group tuition was more efficient when introducing the fundamentals

Hire an Apprentice: Evolutionary Learning at the 7digital Technical Academy 257



of a new concept. Pull-based group tuition also exposes apprentices to topics they may
not yet have faced. On the whole, a balance of group tuition and pairing with other
developers is more effective than either technique alone. Eventually a larger cohort
became advantageous as the drive for technical sessions rapidly increased as the appren‐
tices made progress with their technically-diverse work. With so many ongoing projects,
the challenge then came in keeping up with the pull for such a diverse set of topics.
Grouping these topics in a loose, longer-term curriculum was a method introduced to
prioritise the sessions.

Tutors and coordinators also benefited from the academy, through areas of personal
development and daily variety in their work. The sense of purpose and achievement
garnered from contributing to the next generation of software developers, and ensuring
they were taught quality driven practices, made it worthwhile for those donating their
time. Tutors and team members that were helping apprentices were also challenged on
their knowledge, as they were suddenly required to teach what they’d previously taken
as rote. When Technical Academy graduate, Sophie, was asked to pair with a new
apprentice she said:

“You have to really think about what you’re doing and it makes you realise how much you do
actually know. I still question myself though, but that helps me to learn too.”

4.1 The Tech Academy in the Wider Organisation

A key change in the third iteration was to have projects backed by the 7digital product
team. This improved alignment with adding business value and the projects gained more
prominence in the wider business.

There were some initial disagreements from other teams about the impact of the
academy as it does require team members to spend time away from their usual daily
work. We investigated ways we could measure and adapt, and elected to look at the
things already measured (throughput and cycle time) while getting regular feedback via
retrospectives, one-to-one meetings and reports to senior team members. One of our
teams that took on an apprentice in the third iteration had a cycle time of around 2 days

Fig. 1. Cycle time for content discovery team during their apprentice’s tenure
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before she joined. For the following 6 weeks the cycle time rose to 4.3 days peaking at
5 days before reducing again back to 1.7 days (see Fig. 1).

When Miles joined the Content Development Team he initially had a detrimental
effect on their throughput, reducing it to 1–2 minimum marketable features delivered
per week for about 8 weeks. The middle period of his tenure in that team saw a stable
throughput which then increased towards the end of his apprenticeship. We also added
more people to the team in his sixth month which saw the momentum in the team further
accelerate with a peak of 13 features delivered in one week.

The pattern based on our metrics appears to make a team slow down for the initial
6–8 weeks, then return to the team’s previous pace for the middle part of the appren‐
ticeship. Within the last month or two of an apprentice’s tenure a team sees the
throughput increase and cycle time decrease as the apprentice contributes more. While
other factors could be affecting this, the general feeling of teams is that apprentices add
value early on but notably from 4 months onwards.

4.2 Future Directions

An interesting consideration is the comparison between former Technical Academy
developers and those hired from other companies. Shared team values seem to be more
prominent in the academy graduates as they’ve been trained specifically by the existing
team, and not had to forget the ways of their previous teams. However, this meant that
fewer tried-and-tested ideas come from apprentices versus seasoned developers so the
trade-off meant that a balance between new ideas, team cohesion and well known prac‐
tices exists.

We considered alternative approaches prior to setting up the first Technical Academy
(Sect. 3) but have since adopted new practices that should aid in training inexperienced
developers. Mob programming is a good example of a practice we now use more often
that is well positioned to easily spread knowledge. We’ll investigate its use as a learning
tool in future academy iterations.

With the experience of three successful Technical Academies behind us, and a
Technology Team comprised of nine strong graduates and numerous experienced tutors,
7digital is in a stronger position than ever to run a fourth iteration. One might question
if we should ever stop, or why we would wait between iterations, or why we might limit
the number of apprentices in each cohort, and the answer is quite simple; we do not want
to overload the team with apprentices. Having more apprentices will still require effort
from teams during the time spent pairing, and diluting the number of senior developers
in the team would burden them with additional responsibility. We have discussed the
possibility of sharing sessions with other local organisations though, so that we can get
more value from each session by teaching their apprentices too.

5 Conclusion

There is a strong feeling at 7digital that the Technical Academy programme has been a
success. All of the externally hired apprentices are still with the team, and despite their
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experience being lower than that of their peers, they contribute at an equivalent level.
The team’s gender balance is higher than it was with a notably more relaxed and open
atmosphere that promotes a variety of ideas. The mixture of people’s background also
contributes to this. Engagement in team development throughout the team has improved,
with discussion on career progression, increased knowledge sharing and collaboration
between teams.

As more senior developers have grown in their careers they have appreciated being
given the chance to pass on their knowledge through the academy. This interesting side
effect has increased retention of more experienced team members. Having their knowl‐
edge questioned too has surprisingly resulted in a motivation to ensure we are following
good practices and promoted learning at all experience levels.

Hiring has been easier; the best example with the replacement of a senior developer
with two apprentices in half the time it took to find the previous senior hire. We’ve also
hired more women into a variety of roles than previous years.

The existence of this paper is a key example of the benefit the Technical Academy
has had on the team and organisation. It is motivating for the team to know that they are
well regarded by peers in the community and that they have done something unique to
solve a common industry problem. It gives team members a sense of purpose other than
satisfying the needs of the organisation so 7digital will definitely be running the
programme again in the future.
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Abstract. This paper describes my experience as a female software developer
with 17 years’ industry experience. Originally I worked with a more traditional
waterfall approach to software design and development, but in recent years I have
worked with XP. I have experienced many difficulties associated with being in a
minority, but a lot of those problems have been alleviated since I started working
with XP. My belief is that XP creates a more conducive environment for women
and other minorities within the industry. I believe that XP can – and should – pave
the way to making the tech industry a more welcoming and attractive place for
women.
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1 Introduction

In every workplace for 17 years, I have found myself in a significant minority as a
woman. This is not unusual. In 2014, the average percentage of women working in 11
of the world’s largest tech companies was around 30 %. But the average percentage of
women occupying tech roles within those companies was around 16 % [1]. According
to the Harvard Business Review in 2008, 41 % of women working in technology ended
up leaving the profession - compared to 17 % of men [2].

The experience of being in a minority1 has caused me various problems throughout
my career. The most obvious one - which is shared by many women in my situation - is a
feeling of insecurity. To put it simply, my chosen profession is one in which it is unusual
for women to persevere or succeed. I have had to work hard to maintain belief in my own
abilities. I have more than once had to resist or reverse attempts to “promote” me into
non-technical roles, which I have found less satisfying and have had less aptitude for.

1
I will use the term “minority” to refer to women throughout this paper. Clearly women are not a
minority within society, but they are within technology.
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At one point I left the profession altogether, but luckily I realised my mistake and
returned four years later. It was at this point that I discovered XP, and I believe this
resulted a significant reduction in the difficulties I face as a woman.

XP is a forward-looking movement which emphasises flexibility, change and
progress - so this is the ideal group of people to be addressing the low proportion of
women entering IT. As agilists, we value individuals and interactions over processes
and tools. The diversity of our teams, and specifically the encouragement of the partic‐
ipation of all members of our populations, is a crucial part of this.

The rest of this paper will be split into the following three sections: My Journey as
a Female Software Engineer; Discussing Lessons Learnt: Attracting More Women
Through XP and finally Conclusions.

2 My Journey as a Female Software Engineer

In this section I will describe the experiences I have had within my career, the difficulties
that I have faced as a woman, and how my journey has become easier and more enjoyable
since I started working with XP. I will cover the following topics: Non-XP Workplaces,
Imposter Syndrome and its Effects, and finally The Welcoming Environment of XP.

2.1 Non-XP Workplaces

I have 17 years’ experience in the profession, but due to a four-year career break in the
middle, it is twenty-one years since I started my first software engineering job. At that
point I had just graduated from an MSc in Computation, which was a “conversion”
course - designed to transform people from diverse academic backgrounds into computer
graduates. My previous degree was a BSc in Mathematics and Philosophy. It was 1995,
and Agile and XP were barely heard of.

During the course of the MSc, we were told that the main careers available to us
would fall broadly into two categories: Analysis, and Development. The course was
a popular course, and split quite evenly between men and women. It was noticeable
that the women tended to be drawn towards analysis, with the men being attracted to
coding. But personally I was more excited by code than anything else. The object-
oriented C++ we were taught was very attractive to my logical, analytical, puzzle-
loving brain.

It didn’t surprise me to find that I was the only female developer in my first job.
I was used to being in a minority – as a mathematics undergraduate, myself and my
fellow female students represented approximately 10 % of the total population. I was
also used to an accompanying feeling of inferiority: In this case it seemed to me that my
male colleagues knew everything there was to know about computing, whereas I had
walked straight into the job after a year’s study.

I suppose it was at this point that a thought took root in my brain, which I have never
quite lost: These men know so much more than me. I’m only a girl, I’ll never catch up.
This is a common experience for women in our industry, and in fact for anyone operating
in an environment as a member of a group which suffers from an adverse stereotype.
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That is to say, assumptions are often made about women in technology which suggest
they will not have the skills they need to succeed. The general term for the way people
respond to this is Stereotype Threat, and it is discussed at more length in section three
of this paper.

It’s worth stating at this point that I have never seriously believed that men have a
superior intellect to women. But the inner voice which tells me I’m inferior is one that
sneaks in without my permission. It curls up without me noticing, and can stay there for
quite a while before I spot it and shoo it away (I now know that this voice has a name:
It is called unconscious bias, and I will describe this more in section three).

Between them, my first three jobs in software engineering lasted twelve years (four
years, then one, then seven). There was one feature that all these experiences had in
common: I found it hard to ask questions. When I was struggling with a piece of work,
my approach tended to go like this:

1. Try to work it out on my own. I was proud, and hated the thought that people might
think I was ignorant – particularly if they thought I was ignorant because I was a
woman.

2. Stall. If I was stuck and too proud or scared to ask for help, I would simply cease
work. Daily stand-ups were unheard of, we worked alone, and we were given large
tasks which could last several weeks, so it was possible to do very little work for
some time before anyone noticed.

3. Ask for help. There were three problems with this approach:
a. It meant admitting that I didn’t know what I was doing.
b. It meant interrupting someone. Everyone always seemed to be very busy.
c. When people explained things, this involved me looking over their shoulder

while they whizzed through complex concepts at break-neck pace. I would
sometimes end up none the wiser.

2.2 Imposter Syndrome and its Effects

For those first ten years, I suffered significantly from self-doubt. I rose to the position
of senior developer very quickly, and always got good feedback. I loved writing code
and took it seriously. By all objective standards, I was in fact good at my job. But I still
believed that most of my colleagues knew more than me.

I frequently suffered from imposter syndrome, i.e. the idea that I was not good enough
for the role, and would be “found out”. This is not unique to women – men can suffer
from it too – and not all women have it. But it tends to be common amongst women in
IT, and it’s not difficult to see why: If you’re part of a minority, you feel like you don’t
fit in. Like you’re an imposter.

After those first twelve years as a software engineer, I was made redundant. At that
point I had been with the same company for seven years, but my interest in the job had
waned significantly. There were several factors at play:

1. I had several times asked to work on the more interesting and complex software, but
had repeatedly been denied this opportunity.

How XP Can Improve the Experiences of Female Software Developers 263



2. I had started working a four-day week. My best guess as to why I might have been
denied the opportunity to work on the more interesting software, based on conver‐
sations with other colleagues, was that because I worked reduced hours, I wasn’t
taken seriously. People working on the really exciting stuff were expected to work
evenings and weekends, and of course five days during the week.

3. I wasn’t giving the job my full attention. It was a vicious circle: I wasn’t given
interesting work to do, so I focused more on hobbies and family, which meant that
I was taken less seriously, which resulted in me paying less attention to my job.

So, when I was offered voluntary redundancy, the decision to leave was not hard. In
my exit interview, it was suggested I might try being a social worker! This did not appeal
to me.

2.3 The Welcoming Environment of XP

By the time I was made redundant, I was very bored of my job. My skills had stagnated
so much, that as well as having very little enthusiasm for finding another software role,
I doubted my ability to find anything new. As a result of these factors, I left the career
altogether.

After four years out of the industry, I realised that I was more suited to software
development than anything else. I decided to return. I was honest about my out-of-date
skills, and got myself a job with a company that specialised in taking on graduates and
training them up. It was a revelation. Because of the emphasis on training, employees
were not only encouraged, they were exhorted to ask as many questions as possible.
There was no problem with people being too busy to help. Everyone in the company
was expected to both ask and answer as many questions as possible.

The teams I worked with had daily stand-ups, where each team member would report
on what they were doing and flag up any problems. The company’s design methodology
was largely waterfall, but the cultures of communication and collaboration were filtering
through from XP working practices in other parts of the industry. This included regular
and in-depth code reviews, and an introduction to the concept of clean code.

All of this helped to counter the problems I had experienced before, in the following
ways:

1. If I got stuck, I knew that someone would be eager to help me.
2. Daily stand-ups meant that there was nowhere for me to hide. If I had problems, I

had to admit them. This was liberating.
3. My code was regularly reviewed in depth – so that I was always getting feedback.
4. The emphasis on clean code meant that I and my peers were focused on making our

code accessible to each other.

I was now back in the career and enjoying myself enormously. The idea that it was
OK to ask questions was exhilarating. It also helped that I had those twelve years of
experience behind me, so I no longer felt like everybody else was more experienced
than me.
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I deliberately made coding my hobby, and got involved in events run by organisations
like XP Manchester [3]. This meant that I was learning about such practices as TDD
and pair programming. This excited me, and I was able to move to a more XP-focused
company. My progress at this point accelerated rapidly. It wasn’t long before I gained
the confidence to become a contractor, at which point I moved between several compa‐
nies on various contracts, and experienced several different implementations of XP.

My confidence increased, but when I felt the old insecurities creeping back in,
I decided to approach specific colleagues and ask them to act as sponsors or mentors on
my behalf. I also gained the security to discuss the value of positive feedback with my
line manager. I have learnt over time that, because of the various insecurities I face as
a minority within this profession, I benefit enormously from explicit encouragement.
I believe that there is level of openness and communication implicit within XP that has
given me the strength to ask for this kind of support.

3 Discussing Lessons Learnt: Attracting
More Women Through XP

This section describes the lessons I have learnt as a woman working with XP, and how
they might be used in order to encourage more women into XP teams, and enhance the
experiences of the women already there. This will include the following sub-sections:
The Importance of Diversity Within XP, Stereotype Threat and Unconscious Bias, and
finally The Positive Impact of XP.

3.1 The Importance of Diversity Within XP

It may or may not be true that the number of women in XP is a bit higher than elsewhere
in the industry, but even if it is, they are still in the significant minority. It’s important
that we don’t simply sit back, cross our arms and say “Oh, we use XP. We don’t have
a problem with women in IT. We’ve solved that one already.” There is still room for
improvement, and XP practitioners have an even greater responsibility than elsewhere
in the industry to increase the numbers of women in tech. This is true for several reasons:

XP emphasises the importance of seeing things from the end user’s perspective. This
is helped when we have things in common with our end users. Obviously those end users
are as diverse as our populations are. The more diversity we have within our teams, the
better chance we have of appreciating our end users’ experiences.

Also, XP is a forward-looking movement which emphasises flexibility, change
and progress. As agilists, we value individuals and interactions over processes and
tools, therefore if there is any group of people (for instance, women) whose ability
to contribute towards their teams is compromised in any way, then this should be a
matter of importance within the XP community.
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3.2 Stereotype Threat and Unconscious Bias

Stereotype threat describes the experience of any group who suffer from negative ster‐
eotypes. In the case of women in technology (and also men in the caring professions, as
just one other example), these negative stereotypes manifest as a general assumption
that they will not have the skills they need to succeed. Such damaging ideas put people
under threat, because they constantly feel they have to disprove them.

There is a large body of research which supports the statements I will make in this
section. Several examples are referred to in the excellent book Delusions of Gender by
Cordelia Fine [4], and I will quote some of them here. For instance, research shows that
women’s ability to perform is hampered by their anxiety about negative stereotypes.
Instead of being able to concentrate on difficult tasks, a significant proportion of their
mental concentration is taken up by trying to quell their fears about their potential lack
of ability [5].

My own experience bears this out. I have described in this paper how, after a few
years in the profession, I found myself in a job where my requests to do more inter‐
esting work were denied. There was always a part of me which believed I was less
capable than my male peers, and that it was therefore quite reasonable for those
requests to be denied. I decided that I would be better off looking for success in other
areas of my life – my family and my hobbies – and that I would accept that my job
was simply something whose purpose was to pay the bills, rather than something I
could expect to excel at or enjoy.

Another problem is that the more successful a woman becomes in a male-dominated
profession, the more she will be affected by stereotype threat. This is for several reasons:
The more she moves up the ladder, the more of a minority she will find herself in. This
will make her more anxious about other people’s assumptions, but will also encourage
her to believe – by sheer force of statistics – that those assumptions are true. “One study
found that the more men there are taking a mathematics test in the same room as a solo
woman, the lower women’s performance becomes” [6].

The problem is not that girls are inherently less good at technology, or even that
they’re less interested; it is that people expect less of them. For instance, some men and
women were given a difficult mathematics test. Before they started, they were told that
it was designed to better understand what makes some people better at mathematics than
others. A control group were told the same thing, but were also told that thousands of
students had been tested and no gender difference had ever been found. In all groups,
the average score for men was 19 %. In the first group, women also averaged 19 %. But
in the second group, women averaged 30 %. Even though gender was not explicitly
mentioned to the first group, it did not need to be. They could make that connection for
themselves, and their performance was affected. But once that stereotype threat was
removed, the potential of the women appeared to be unlocked [7].

As well as stereotype threat, another important phenomenon is “unconscious bias”.
This is effectively the technical term for what I have referred to in this paper as an “inner
voice”. It refers to the automatic connections that most of us make, for instance between
women and the arts, and between men and technology.
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One effect of unconscious bias can be that even when women are working within
technology, both they and their colleagues do not see them as being in the correct role.
This can be particularly true of women doing purely technical roles, such as software
engineers. During my own career I have twice faced significant pressure to move out of
a software role and into an organisational or management role. Luckily I was quite clear
that I wouldn’t enjoy those roles. In both cases I did temporarily make the change, but
quickly recognised that I was moving in the wrong direction, and fortunately I had the
confidence to move myself quickly back into a technical role.

The good news is that both unconscious bias and stereotype threat can be mitigated
against by education. When people become aware that the problem exists, and how wide-
ranging its effects are, they can start to do something about it. There are various organ‐
isations which offer “unconscious bias” training: this allows people from across a
company to become aware of how unconscious bias and stereotype threat affect both
the recruitment process and the ability of individuals to progress within the workplace.
We are hoping to introduce this at LateRooms later this year.

3.3 The Positive Impact of XP

The inner voice which whispers, “But you’re a girl,” has never entirely gone away. But
the following working practices have allowed me to take positive actions to improve
my own experience and counter all the problems caused by being in a minority:

1. Daily stand-ups: I have frequently flagged up problems, and the resulting help and
reassurance have helped to alleviate any insecurities.

2. Team retrospectives: When my team at LateRooms recently experimented with mob
programming, we found that we were sometimes getting carried away with strong
opinions, which led to some colleagues feeling excessively judged and criticised.
We agreed to be kinder to each other as a result. This highlights how effective the
culture of the retrospective can be in helping team members who might potentially
be discriminated against.

3. Pair programming: My skills have improved more quickly since I have been able to
pair program. I assume I will always have something to learn. I assume the same is
true of my colleagues. Although I may occasionally worry that my male colleagues
are more proficient than I am, this is proved wrong on a daily basis when we sit side
by side and I see that they learn from me as much as I learn from them.

4. Iterative development: The focus on iterative development and a good working rela‐
tionship between developers and stakeholders allows me to contribute towards a
diverse and comprehensive understanding of the context in which my team finds
ourselves.

5. Communication: The general supportive spirit has given me the confidence to
explicitly ask for the support and encouragement I need to overcome any lack of
confidence caused by being in a minority.

All of these practices should already be present in XP teams, but it is worth being
aware what a positive impact they can have on minority groups, and therefore
consciously practising them with that in mind.
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4 Conclusions

After many years in the industry, I have encountered several problems to do with being
a woman. The main problems have centred on my own lack of confidence in my ability
to perform effectively in a technical role, and the tendency for colleagues to encourage
me away from technical roles. The available literature - and my discussions with other
women - would suggest that these are common problems for women in this industry.

However, since I have been working with XP, I have experienced several benefits
and improvements. I believe these are due partly to the emphasis on communication and
collaboration, particularly in the form of pair programming, daily stand-ups and retro‐
spectives; and partly to the focus on iterative development and a good working rela‐
tionship between developers and stakeholders. These aspects have given me the oppor‐
tunity to evaluate my own skills more objectively, share knowledge and both give and
receive the support I need. They have also allowed myself and my colleagues to evaluate
and act upon any negative experiences within the team.

Clearly the experience of women is important to all workplaces in our industry,
whether they use XP or not. But because of the emphasis placed by XP on people over
process, and because XP understands the very important relationship between devel‐
opers, business owners and stakeholders, then XP teams should not only care more about
this, but are particularly well-placed to do something about it.
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Abstract. This experience report offers a beginner’s perspective on
pair-programming with experienced developers. It discusses issues faced by
juniors and seniors when working together and highlights the importance of
emotional maturity in pairs with disparate skill sets. This paper considers per-
sonal characteristics of junior and senior developers in identifying their needs
from the pairing session and shares tactics used to improve pair-programming
experience on individual and team-wide levels.

Keywords: Pair-programming � Knowledge-sharing � Collaboration �
Culture � XP

1 Introduction

I joined YOOX NET-A-PORTER (YNAP) Group as a Technology Graduate in
September 2014. During the 12 months of the company’s graduate training programme
I worked in the roles of a developer in testing, UX researcher, front-end developer and
back-end developer, in multiple teams. As a junior, I was paired up with experienced
developers to work on each story. It was the company-wide assumption that senior
developers were the best candidates to introduce new team members to the technology
stack.

Interestingly, most (if any) of my pairs had not practiced pair-programming in their
daily work and working with me was, for many, the first exposure to pairing across
skill levels. Having no framework to follow, we were largely guided by our instincts in
conducting pairing sessions. It is through that experience I realised that social skills and
emotional intelligence were powerful influencing factors in the success of pairing
relationships.

My inspiration to explore Extreme Programming (XP) came from working with Nat
Pryce, combined with support and insights from my manager. Nat introduced me to
XProLo - a meet up on XP, which he attended along with other like-minded software
engineers. Having become a regular member of the group myself, I have learned
different ways of applying XP behaviours in the workplace and gained reassurance in
my belief that pair-programming experience if approached appropriately, could benefit
our team in many ways.
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2 Getting Started with Pair-Programming

YNAP provided a consistently supportive learning environment across all teams
I worked with. My input was always welcome and mistakes were treated as learning
opportunities. I had the opportunity to join any team on any project at any time, which
gave me complete control over my professional development. This autonomy allowed
me to accelerate progress in areas, which I found most interesting and relevant.

But despite the thriving external environment, pair-programming with senior
developers was much less of a success. It was not rare for me to feel frustrated,
overwhelmed, disengaged and even insecure when pairing. Granted, a lot of these
symptoms are a natural human reaction to facing a steep learning curve. However, six
months into my role I repeatedly faced similar problems.

3 Getting Frustrated with Pair-Programming

“If I were given one hour to solve the planet, I would spend fifty five minutes defining the
problem and only five minutes finding the solution” – Anonymous, often attributed to Albert
Einstein

When considering our issues with pair-programming, I found it useful to categorise the
challenges we faced into three groups: physical, session management and social.

Physical challenges are concerned with physical comfort. They can take the form of
unsuitable equipment or inadequate personal space and can result in poor posture and
discomfort. Session-management challenges are interruptions to the session caused by
developers without consideration of the schedule of their pairing partner.

For junior/senior pairs, the biggest challenge is frequent unavailability of senior
developers. Social challenges are less tangible and are therefore, the hardest to deal
with. They are dependent on the personality traits and emotional intelligence of both
partners. Physical and session management challenges can be more easily resolved if
the social challenges are eliminated first.

3.1 The Vicious Cycle of Non-learning

I discovered that most of my senior pairs were reluctant to allow me to experiment with
solutions. At the slightest sign of uncertainty, they were very eager to take over the
keyboard and demonstrate the solution by coding it themselves. Although instinctive
and seemingly efficient, this tactic undermines the purpose of knowledge-sharing in
pairing across skill. It is also easily developed into a pattern, which if becomes sys-
tematic, leads to the vicious cycle of non-learning, as illustrated in Fig. 1.

The pattern illustrated in Fig. 1 sets traps of short-term convenience at each step. It
is more convenient for an experienced developer to type in the code than to watch their
junior pair struggle through an imperfect solution. Similarly, watching someone writing
code for prolonged periods of time almost always leads to disengagement. Breaking
this pattern requires taking a step outside one’s comfort zone, and can be difficult to
achieve.
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4 Observations

To investigate the relationship between social characteristics and levels of technical
expertise in software developers, I drew up high level personas for the novice and the
expert in the context of a programming session.

The diagram in Fig. 2 shows that behaviours of these personas oppose one another.
For my analysis I chose the two extremes of professional spectre - the very junior and
the very senior, as they most accurately reflect my experience at YNAP. However,
despite obvious differences, junior and senior developers have one goal in common -
they both want to learn in the course of the pairing session.

4.1 The Needs of Each Persona

Considering the disparate learning focus of the expert and the novice, I identified the
expectations of each one from the pairing session. To analyse the needs of the novice,
all I had to do was reflect on my own experience. And this is what I identified to be the
most important:

Fig. 1. The vicious cycle of non-learning

Fig. 2. Junior and senior developer personas

272 I. Tsyganok



• opportunity to experiment with solutions
• permission to make mistakes
• constructive feedback
• engagement in the session
• a flowing dialogue
• friendly disposition from my pair

In order to find out what the seniors need from the pairing session, I turned to my
technical team at YNAP. I gave a presentation ‘Pair-programming From a Beginner’s
Perspective’, in which I shared my observations, concerns and proposed solutions with
my team. When I asked my senior colleagues about their needs, we were all surprised
to discover that the needs of experienced developers are identical to the needs of the
junior.

I repeated the talk and the question at XProLo meetup in front of a very experi-
enced audience, and the results were the same.

Through these discussions I learned that senior developers can also be prone to
insecurity and that just like the juniors, they need opportunities to experiment with
solutions and desire a flowing dialogue from their pair.

5 What We Learned

“A teacher-student relationship feels very different from two people working together as equals,
even if one has significantly more experience.” - extremeprogramming.org

Industry perception of pairing across skill often assumes a teacher/student relation-
ship. Such teacher-student role division promotes a familiar classroom teaching style,
whereby the teacher talks and demonstrates and the student listens.

My experience has shown that pair-programming is most effective when both
developers are equally involved and proactive throughout the session. Therefore, I
propose to view pairing across skill in the light of the leader/adopter pattern. The latter
suggests equal participation of both developers in the session, with the experienced
developer acting as the leader and the junior, as the adopter. The skill set of the leader
should include both technical excellence and emotional intelligence - one or the other
alone is insufficient. The skill set of the adopter is incomplete, hence the role.

During my time at YNAP I have had to heavily rely on my social skills to facilitate
my own learning. This led me to a conclusion that technical expertise of an individual
does not imply emotional maturity; consequently not all senior developers are good
leaders. A simple metaphor of a parent teaching their child to ride a bike might
help. The parent tasked with teaching is expected to not only be a confident cyclist
themselves, but to be also adequately patient and articulated to lead their child through
learning experience. From the adopter’s perspective, quality of pairing experience is
heavily influenced by the emotional expertise of the leader. Continuing the cycling
metaphor, the most effective teaching method involves a parent and a child working
together as equals. In contrast, a parent demonstrating the technique by cycling around
their child in silence, is obviously ineffective. Yet, when it comes to pair-programing,
senior developers often choose the leading strategy of cycling around their junior pair.
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5.1 Can Anyone Be a Leader?

Just like teaching a child to ride a bike, pairing with the junior demands patience, a
teaching plan (that can change), time and willingness of the leader to get deeply
involved. The latter is the deciding factor, yet in my experience it has not always been
considered.

The cycling analogy demonstrates the importance of acknowledgement and con-
sent. A child who wants to ride a bike has no choice but to master cycling first. The
parent, on the other hand, has a choice of either teaching their child themselves or
asking someone else to do it.

In making this decision, the parent has to analyse whether the amount of time they
can spare for teaching, their own physical fitness and emotional skills needed to guide
their child throughout learning experience are sufficient at a given point in time. If a
parent identifies that for whatever reason they are unable to meet one or more of the
suitability criteria, it is probably better to ask a friend or another family member to lead
the teaching. To the child on the other hand, quality of teaching is more important than
the person providing teaching.

The suitability and unsuitability of the senior are not permanent. Circumstances
may change over time to enable the parent to teach their now eagerly racing child new
stunts on their bike.

Coming back to pair-programming, in addition to acknowledging the fact that their
pair is inexperienced, a senior developer has to asses whether they are willing and able
to take on the role of a leader at a given moment in time.

5.2 The Social Aspect of Pair-Programming

I have learned that for two developers to work enjoyably and productively together,
they need to get on well socially. This applies to all pairs regardless of technical
expertise, but the experience may feel less natural in a junior/senior pair.

I observed that the act of pair-programming despite being emotionally intense, can
be socially isolating. Work environment places focus on technical expertise and pro-
fessional status and filters social interactions through a prism of organisational culture.

However, when two developers engage in an informal activity, such as having
lunch or a drink after work together, their professional status matters much less and so
does the organisational culture. Instead, the focus of their interaction shifts to personal
and emotional. Those developers are no longer ‘a junior’ and ‘a senior’, they are just
two people having a conversation. I have found that positive effects of informal
communication transcend environments. That is, once the two developers get back to
work, they find that their communication flows better, which in turn, empowers the pair
to overcome challenges imposed by the experience gap, status and other constraints of
the work environment.
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5.3 Pair-Programming – Child’s Play?

In the final year of my degree, I organised a Code Club at my local primary school,
where I taught a class of seventeen children programming for one year, using a
project-based curriculum and encouraging a free-form learning environment. My only
two objectives throughout the year were that the children learn to code and have fun.
Whether they wanted to work solo, in pairs or in a mob, was entirely up to them.

Throughout that year, I observed most organic transitions of my students’ learning
through various techniques.

All children started the year in the classroom learning style. They had a computer and
a project sheet each and worked solo, raising their hand as they needed my help. As
projects became increasingly complex, many children chose to pair up with their friends -
in a grown-up XPworld we call this ‘pair-programming by association’. In their pairs, the
children conversed freely, exchanging jokes and clearly enjoying each others’ company.

However, as the difficulty of learning the material continued to increase, some
children gravitated towards pairing with their more able classmates who were not
necessarily their buddies outside of the classroom. Their conversations became more
focused on the task, but the dialogue kept flowing at all times. In each pair there was a
leader and an adopter, and both remained engaged throughout.

Finally and very importantly, two of my students chose to work solo throughout the
whole year. They did not object to helping their peers when prompted, but they clearly
performed better and seemed more content having their own space.

All children made amazing progress and many of them have taken their learning
further. Reflecting on our experience, it is clear to me that the children loved the social
aspect of our club just asmuch as they loved problem-solving.Another observation Imade
that year is that not everyone is happy in the role of leader despite displaying excellent
technical aptitude. And that is a personal choice everyone should be entitled to. Unless
these individuals want to step out of their comfort zone and take a leadership role, forcing
them into pairing with a less experienced partner will never lead to a good experience.

The children gracefully demonstrated the significance of emotional intelligence in
pair-programming. In comparison, as adults, we seem to have a harder time to effec-
tively apply the practice in the workplace

6 Fixing Pair-Programming

“In theory, theory and practice are the same. In practice, they are not.” - Anonymous.

During my time at YNAP I learned that communication is the foundation of successful
pairing. Therefore, I focused on improving social interactions with my pairs and
team-wide by including jokes, casual conversations and team socials into our day.

Specifically to pairing across skill, I gave a talk to my team, in which I offered a
beginner’s perspective on pairing with experienced developers. The talk drew attention
to the challenges, which senior developers did not know existed and initiated inter-
esting discussions in the team. Our improved communication enabled us to make sound
team-wide decisions, which included:
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• Swapping pairs to promote pairing fluidity
• Agreeing on the WIP limit and adhering to it
• Setting up our desks and pairing stations to provide comfortable working

environment
• Giving each other sufficient time apart and synchronising our breaks
• Working on a story from start to finish, in the same pair
• Finding time for small talk in pairs and socialising more as a team

6.1 How We Can Improve

Pair-programming culture in our team has significantly improved as a result of the
increased awareness and positive changes we made. However, we are still working on
the assumption that all our senior developers are equally good at pairing with juniors.
Going forward, I would like to adopt a more personalised approach in forming
junior/senior pairs, particularly, when new graduates join our team. I would also like
for us to pair with other stakeholders, such as designers, testers, product owners and
data analysts more often.

7 Conclusions and Way Forward

Over the last six months, pair-programming in our team transitioned from being a
subconscious training tool to becoming a considered cultural choice for everyone.
Working in pairs brought us closer as a team, sometimes as opposing parties of long
debates and sometimes as good friends truly collaborating and learning from each
other. Even at this early stage of adopting the practice, pair-programming has formed a
core part of our work ethos.

Our cultivation of a thriving pairing culture has not been smooth and it is far from
over. After many frustrating sessions, it was the acknowledgement of the importance of
good communication and emotional maturity in pairs that allowed us to make key
positive changes in the way we work together. I am confident that a little more per-
severance will take our team to new strengths in applying pair-programming effectively
across skill and beyond.

This extract from an email, which Ward Cunningham sent to pdxruby mailing list
in 2012 sums up this experience report beautifully: “…Our willingness to work
together could be the juice that will push computers forward. We will all have to master
pair-programming (not just mentoring) to make this work. It will be awesome”.
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Abstract. Sketching is an important means of communication in soft-
ware engineering practice. Yet, there is little research investigating the
use of sketches. We want to contribute a better understanding of sketch-
ing, in particular its use during program comprehension. We propose a
controlled experiment to investigate the effectiveness and efficiency of
program comprehension with the support of sketches as well as what
sketches are used in what way.

Keywords: Experiment · Sketching · Program comprehension

1 Introduction

Software is inherently abstract and has no natural representation except source
code. Thus, especially for program comprehension, visualizations are impor-
tant [1]. Sketches are an example for informal visualizations that are often cre-
ated when understanding or explaining source code [2]. In the past, however,
these informal artefacts did not get the amount of attention by the software
engineering research community that their relevance in software development
practice could imply. With our proposed study, we want to analyse if and how
sketching improves program comprehension when explaining source code. Fur-
thermore, we want to gain a better understanding of what sketches are used in
what way to explain the source code. In the description of our experiment, we
follow the guidelines of Jedlitschka, Ciolkowski and Pfahl [3].

2 Related Work

One of the main purposes of sketching in software development is communica-
tion [2,4]. To this end, developers often employ ad hoc notations that rarely
adhere to standards like the Unified Modeling Language (UML) [2,5]. The ambi-
guity in sketches is a source of creativity [6] and they support problem solving
and understanding [7]. In other areas like engineering, controlled experiments
c© The Author(s) 2016
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have shown that the possibility to sketch has a positive effect on the quality
of the solutions [8]. In our study, we want to analyse if sketches improve pro-
gram comprehension in a setting where one developer explains a piece of source
code to a colleague. To be able to compare the effect of sketching on program
comprehension, we measure task correctness and response time [9].

3 Experiment Planing

The overall goal of our research is to better understand the use and usefulness
of sketches in software engineering. In this experiment, we especially focus on
sketching as a means of program comprehension in the communication between
two developers. The goal of our experiment is:

Analyze sketching while explaining source code
for the purpose of evaluating its impact on program comprehension
with respect to its effectiveness and efficiency
from the viewpoint of the developer
in the context of the conference XP 2016.

From this, we derive three research questions. The first two are more descrip-
tive and exploratory to better understand which sketches developers use and
how they use them while explaining source code to another developer. The third
covers then the causal relationship of using sketches onto the effectiveness and
efficiency of comprehending the source code.

RQ 1: Which sketches do developers use to explain code?
RQ 2: How do developers explain code with and without sketches?
RQ 3: How does the effectiveness and efficiency of the understanding of the
code differ when it was explained with or without a sketch?

3.1 Experimental Units and Materials

The participants of the experiments will be pairs of developers. They will explain
source code to each other. They have to be professional software developers.

We will use four different small open-source software systems in commonly
known programming languages such as Java or C#. As the developers do not
know the source code beforehand but have to explain them, we limit the systems
to 500 LOC at most.

3.2 Tasks

The basic task for each pair of developers is to understand the source code of
a small software system and then explain certain aspects to each other. The
source code will be made available on an iPad. In case they should sketch, this
will be done on paper. The aspects to explain will be low-level and code-centric.
Afterwards, the developer the aspect was explained to, will answer questions
evaluating how well they understood the explanations.
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3.3 Hypotheses, Parameters and Variables

The central independent variable of the experiment is the use of sketching. The
dependent variables we are going to measure are the time needed until the
explained aspect is understood and the correctness of the understanding. For
the explorative part, we also document which types of sketches (e.g. different
UML diagrams) they used and how they themselves judged the difference in
explanations.

The two null hypotheses we are going to investigate are:
H01: There is no difference in the effectiveness of comprehension with or without
sketches.
H02: There is no difference in the efficiency of comprehension with or without
sketches.

Furthermore, we will document further context variables such as the experi-
ence of the developers with the programming languages and whether they have
previously worked together.

3.4 Experiment Design

We will employ a blocked and balanced design. Hence, from each developer pair,
the first developer will first read and explain a software system with sketching
and then read another software system and explain it without sketching. The
second developer will do the same but first without sketching and then with
sketching.

We will openly invite the XP 2016 participants to join the experiment in
pairs. Therefore, the sample is a convenience sample.

3.5 Procedure

We need a separate location for the experiment so that the participants can
concentrate on understanding and explaining. We could hold it as one event
during the conference or continuously over the whole conference depending on
the fit to the conference schedule. We will put up lists in which the developers
can volunteer to participate.

The first step when a pair starts the experiment is that they receive an
iPad each with their two software systems to explain together with the question
concerning the aspect they later have to explain to the other developer. Then
(step 2) both get time to read the first system. In step 3, participant 1 explains
the first system to participant 2 without a sketch. The time for this is mea-
sured on the iPad. Step 4 is a short questionnaire for participant 2 to check the
correctness of their understanding. In step 5, participant 2 explains their soft-
ware system aspect to participant 1 with the help of sketches on provided paper
(including time measurement on the iPad). In step 6, participant 1 answers the
short questionnaire concerning correctness.

Next, in step 7, both participants read the next question and source code.
Then, the same procedure is repeated but participant 1 gets to use sketches while
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participant 2 does not. We will ask about the general experience and context
factors in a final questionnaire.

3.6 Analysis Procedure

We will analyse the quantitative data to test the two hypotheses using an
ANOVA analysis (RQ 3). Furthermore, we will qualitatively analyse the sketches
and the answers to the open questions in the final questionnaire (RQ 1 and 2).

4 Summary and Future Work

In summary, we want to conduct a controlled experiment to better understand
how developers use sketches in explaining source code as well as the effects
on effectiveness and efficiency of the comprehension. The results of the experi-
ment allow us to reduce the discrepancy between research concentrating on more
formally defined modelling languages and the relevance of sketching in practice.
Furthermore, we want to use the gained insights to work on a sketching language
and tool support to aid practitioners in sketching in an efficient and effective way.

Open Access. This chapter is distributed under the terms of the Creative Commons
Attribution-NonCommercial 4.0 International License (http://creativecommons.org/
licenses/by-nc/4.0/), which permits any noncommercial use, duplication, adaptation,
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credit to the original author(s) and the source, a link is provided to the Creative
Commons license and any changes made are indicated.
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Abstract. As part of our research concerning the integration of assurance case
development with Scrum, we are planning to conduct semi-structured interviews
with participants to gain feedback on a proposed approach. We will be inter‐
viewing individuals who have been involved with safety-critical systems devel‐
opment and Agile methods. Participants will be presented with an overview of
the challenges associated with applying the 4+1 software safety assurance prin‐
ciples to Scrum. Initial recommendations concerning how the principles can be
accommodated within a Scrum development will also be presented. Participants
will be led through a series of questions to gain feedback on the feasibility of the
approach, and for an assessment as to whether the 4+1 principles can be addressed
without compromising agility. The motivation behind this research is to gain a
deeper insight into the difficulties experienced when integrating assurance case
in to Scrum process.

Keywords: Scrum · Safety · Assurance · Certification · Assurance case · Software
safety

1 Research Aim

This study is part of the research under the High Integrity System Engineering Group,
Computer Science Department, of the University of York. This paper introduces the
4+1 Principles of Software Safety Assurance [1] and their implications for Scrum [2],
specifically, the impact on the processes, roles and artefacts associated with Scrum
development.

Historically, there has been a reluctance to adopt agile methods within safety-critical
systems development. However, feedback from our initial research in this area suggests
that there are benefits to be gained from the application of agile methods to safety critical
systems [3, 8]. Following this feedback we have done further work to assess how the
4+1 principles of software safety assurance can be integrated with Scrum, and have
developed an initial proposal for how Scrum could be modified to better address the
principles. The aim of the proposed study at XP2016 is gain practitioner feedback on
these proposals. The feedback we receive will ultimately be used to help refine the
proposal before further empirical evaluation.

© The Author(s) 2016
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2 Research Questions and Their Motivations

Our research, as a whole, is focused on answering the following questions:

• RQ1 What are the current concerns and opportunities voiced by safety-critical
systems professionals regarding the use of agile development methods for safety-
critical systems development?

• RQ2 Can the integration of incremental assurance case development and evaluation
within the existing “Scrum” methodology alleviate the concerns identified in answer
to RQ1?

• RQ3 What changes can Scrum Process has to undertake in order to be compliant with
the safety standard?

This study, specifically furthers our investigation into RQ2 and 3. We now how have
initial proposals for changes and a description of assurance case development integrated
with Scrum. However, what we lack is a substantial and varied practitioner base to help
assess the credibility, feasibility, and efficacy of our proposals.

3 Importance of Research

Despite progress in the use of agile development methods in safety critical systems
development (e.g. [4]), there are still those with doubts about the potential for successful
integration. There are also reported experiences [5] that highlight the complementary
nature of the iterative and incremental approach underlying many agile methods, and
recognised best practice in risk management in safety critical systems development.
Rather than start with a theoretical evaluation of the compatibility of the principles of
agile development with software safety assurance, we decided to draw out these expe‐
riences, opinions (and possibly preconceptions) by means of a practitioner’s semi-struc‐
tured interview. In particular, our first round of semi-structured interviews drew out
specific responses relating to (possible) incremental and iterative nature of safety
requirements development, hazard analysis and safety (assurance) case developments.
The responses we received showed both the potential for benefits from agile develop‐
ment of safety-critical software, together with residual concerns about the ability to
provide software safety assurance in a manner compatible with current software safety
assurance standards. Rather than focusing on a single safety assurance standard (as some
have done, e.g. [4]) we have used the framework of the 4+1 software safety assurance
principles to tackle the common and broad issues of software safety assurance that exist
across multiple industry domains and safety standards. These principles have been
developed to highlight the commonality of purpose of multiple existing safety standards,
and are being adopted by industry (e.g. in Defence Standard 00-55) as a framework
against which software safety assurance can be judged.

The importance of this research is that it represents one step along the path of pushing
beyond simplistic and over-generalised preconceptions of the compatibility of agile and
safety-critical systems development, and potentially unlocking the benefits of agility
within the safety domain.
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4 Data Collection Methods to Be Used, Including

• Who the participants should be

It is not easy task to find practitioners with both experience in the field of Agile and
Safety. However, XP2016 will involve various categories of experts (software engi‐
neers, industry and academia etc.) as well there being a significant opportunity to link
this study with the XP2016 workshop Agile Development of Safety-critical Software
(ASCS).

We would like to interview individuals who have been involved with Safety Critical-
Systems, Agile methods, or both, during XP2016 in order to use their experience and
insight to gain feedback on our proposed approach.

• What methods will be used and why these have been selected.

The study will be conducted as a qualitative survey using “semi-structured inter‐
views” for data collection [6]. Shull et al. [7] illustrate the advantage and disadvantage
of conducting semi-structured interview. The interview will include some simple (e.g.
Likert scale-based) question, as well as more open-ended questions that allow for greater
depth of response.

The responses received from XP2016 will also be compared with 1-to-1 semi-struc‐
tured interviews conducted with some of the respondents from our initial survey [3]; the
purpose of this interview study is to investigate the success of the proposed integration
of 4+1 principles and assurance safety case development with Scrum.

Interviews will be conducted face-to-face at the XP2016 location. Further interviews
(with further participants) may be conducted over phone. Interviews will be recorded
and transcribed to facilitate subsequent analysis.

• What will happen during data collection activity?

Participants would take part in an approximately 40 min interview to explore perceptions
around the 4+1 Principles of Software Safety Assurance and their implications for
Scrum.

The interview will start by introducing the research aims and the topics to be
discussed. Then the 4+1 principles will be explained, together with an outline of the
proposal for integrating these principles within a Scrum development. Questions will
then be asked relating to the proposal – picking out specific features one-by-one (e.g.
our recommendations for team composition). The questions will tackle both aspects of
(a) whether the proposed approach challenges agility and (b) whether the proposed
approach challenges safety assurance.

Documents that will be prepared for the interview:

1. Interview guide - main pointers to guide the interview
2. Information sheet - to be provided to the interviewee to provide the context of the

interview
3. Consent form - for interviewee to sign.
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5 Data Analysis Methods to Be Subsequently Used

Transcripts will be analysed using thematic analysis. One researcher will read all of the
interview transcripts, and will code the transcripts using first-cycle coding (Open Coding
or Initial Coding), supported by the NVivo 11 software package. Main categories (or
topics) will be identified through clustering of codes in project review meetings. Codes
and categories will be constantly compared with the data and revised or refined as
appropriate.

The results of the thematic analysis will then be written up in a form suitable for
sharing with participants and subsequent publication.

6 How the Results Will Be Used

Initially, we will present the key findings within the High Integrity System Engineering
Group at York. The findings will also potentially form part of the final thesis of the
ongoing PhD research on Assurance Case Integration with An Agile Development
Method. Our findings will be submitted, in the future, for publication in peer-reviewed
journals.

Ultimately, the findings will be used to refine our proposed approach before
proceeding to empirical case studies.

Open Access. This chapter is distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, duplication, adaptation, distribution and reproduction in
any medium or format, as long as you give appropriate credit to the original author(s) and the
source, a link is provided to the Creative Commons license and any changes made are indicated.

The images or other third party material in this chapter are included in the work’s Creative
Commons license, unless indicated otherwise in the credit line; if such material is not included in
the work’s Creative Commons license and the respective action is not permitted by statutory
regulation, users will need to obtain permission from the license holder to duplicate, adapt or
reproduce the material.
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Abstract. The software engineering community is continuously produc-
ing tools to tackle software construction problems. This paper presents
a research study to identify which tools, artifacts, and commands devel-
opers use during task solving and how one can design software that can
suggest and convince the developer to use specific software construction
techniques. We want to understand under which conditions developers
accept suggestions for a more efficient and effective usage of the available
instruments, and if observed usage patterns correlate with observable
improvements in the process or product. The expected results include
detailed logs of how developers construct software during XP 2016, their
preferences for software construction recommendations, and which effects
accepted suggestions have on task execution and outcome.

Keywords: Tool usage · IDE command recommendation

1 Aim of Research and Research Questions

The aim of the proposed study is to observe in depth how developers solve their
tasks, how developers accept different types of suggestions to support their work,
and what are the effects of different behaviors.

Concretely, the research questions we want to answer with this empirical
study are:

– RQ1: Which tools and artifacts developers use during task solving?
– RQ2: If a better way to solve a task exists, how can we design software that

can persuade the developer to change his or her behavior?
– RQ3: Which effects on task execution and task outcome (i.e., the code) do

different tools and command suggestions have?

To solve their daily tasks, software developers are using tools, such as inte-
grated development environments (IDEs), web-browsers, communication tools,
etc. The choice of tools and their usage have a strong impact on the productiv-
ity of developers. Understanding how developers work is therefore important to
understand how to support their work.

We already performed a preliminary study, by analyzing interaction pat-
terns within the IDE of eight developers, comparing the patterns in different
contexts. In a conference setting, such as the XP 2016 coding sessions, we now
c© The Author(s) 2016
H. Sharp and T. Hall (Eds.): XP 2016, LNBIP 251, pp. 291–295, 2016.
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have the opportunity to build on our experience and observe a bigger sample of
skilled, focused developers, solving a predefined programming task. This is an
experimental setting which is rare to find. Collecting such data from experienced
programmers, all executing a similar task is difficult: companies are rarely will-
ing to invest time to perform such experiments as they do not obtain a direct
benefit from it.

We assume that in a conference setting developers will be less exposed to
interruptions, which will make the results easier to interpret. This allows us to
better understand how experienced developers are spending their time interact-
ing with tools and how they are using the functionality provided by the IDE,
solely for the purposes of programming.

To answer RQ1, we want to answer the following sub-questions:

– RQ1.1: Which tools (e.g., text editing, communication, source code manage-
ment) are developers using to solve a particular task?

– RQ1.2: Which artifacts (e.g., websites, documents, source code files, text files)
are they reading, writing, and modifying?

– RQ1.3: Which IDE commands are they invoking?

RQ2 addresses the question if and how we can write software that identifies
and suggests to the developer more effective ways to solve a specific task. In this
context, we want to focus on the tools developers are using, in particular the IDE.
Many developers are not using even some basic features provided by their IDE,
even if certain features are recognized as highly useful by the community [1].

To alleviate this problem, first researchers developed and validated IDE
command recommendation algorithms [2]. These algorithms were either eval-
uated offline or by interviewing the study participants. We are not aware of any
designed and tested user interface for IDE command recommendations. Conse-
quently, we do not know how persuasive and effective such systems would be in
practice and whether the developers would accept recommendations, even if the
recommendations would be 100 % accurate.

The most precious resource that development tools require from the developer
is the attention. Due to the low usage of tools that the scientific community
developed in the last years, it is questionable if the developers are willing to
accept them in practice at all [3]. We would like to investigate whether it even
makes sense to start building new tools that would change the development
process or will the developers rather stick to the current practices. To answer
RQ2, we will answer the following sub-questions:

– RQ2.1: How do developers perceive the current integration of the various tools
they use?

– RQ2.2: How will developers react to different types of user interfaces for per-
suasive and effective IDE command recommendations?

– RQ2.3: How efficient are the proposed user interfaces and how can they be
improved?
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Finally, RQ3 asks which effects on task execution and task outcome tool usage
and command suggestions have. We will observe work patterns and interactions
with tools and artifacts, as well as the effect on the source code itself.

In parallel, we want to observe the acceptance of command recommendations
generated specifically for the task at hand and delivered at the beginning of the
coding session; also, we want to observe the effects of the recommendations.
Thus, we want to perform an experiment according to the “one factor with two
treatments” design type [4], where the treatment group will have access to the
IDE command recommendation mockups.

Since the duration of the experiment is short, we plan to investigate RQ3
qualitatively through the following sub-questions:

– RQ3.1: How does the usage of different tools, commands, and artifacts affect
the produced source code?

– RQ3.2: How do command recommendations change the interaction with the
IDE?

2 Importance of Research

The software engineering community is continuously producing tools that help
developers to tackle what Fred Brooks calls “essence and accidents” [5]. Cur-
rently, a particularly dynamic field is the field of recommendation systems for
software engineering [6]. By obtaining the answer to RQ2, we would like to
better understand under which conditions software developers accept the pro-
motion of more efficient and effective usage of tools, by improving their acces-
sibility (RQ2.1) and discovery (RQ2.2). This will pave the way to construct a
recommender that can deliver useful recommendations in a real-life setting.

RQ3 is targeting the meaningfulness of the proposed tools and commands.
We aim to better understand whether the suggestions to use additional tools,
features, web-pages, etc. lead to observable improvements, i.e., cause a change
in the data collected in RQ1. Knowing the effect of the usage of certain tools
nurtures the motivation to develop new tools and facilitates the introduction of
existing tools in practice. Some examples are: the diffusion of innovation within
an organization, the training of newcomers, or the support for teaching.

3 Data Collection Methods

The majority of the data will be collected automatically by the following tools:

– A tool that logs the currently focused window, together with its process name
and caption. The window caption often contains the path to the currently
opened artifact, which can be used to infer the type of the artifact. The
obtained log contributes to answer RQ1.1 and in part RQ1.2.
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– Eclipse UDC1 to collect command executions, user interface elements activa-
tions, and start and stop events of bundles. In addition, a modified version
of Eclipse Mylyn2 will be used to record the currently focused artifact within
the IDE, together with the active perspective, including editors, and views.
These Eclipse plugins contribute to answer RQ1.2 and RQ1.3.

– A tool to collect all the logged data to a central location.

We will provide the environment in the cloud and allow participant’s to
install the necessary tools on their own machines at the beginning of the session.
If developers agree, we will use eye tracking devices to understand on what
developers are looking during their work.

To investigate the motivations behind the manifested decisions following the
display of an IDE command suggestion (RQ2), we will perform qualitative inter-
views (based on [7]) and an online survey, which will take less than 20 min.

4 Data Analysis and Data Usage

The collected data will be anonymized and studied using descriptive and infer-
ential statistics, data mining techniques, and manual inspection. To study the
results of the interviews, we will use quantitative and qualitative research meth-
ods. To study the impact of the recommendation on the code, we will use the
data provided by code smell detection tools, e.g., FindBugs3, but mainly man-
ually study which effects the invocation of the suggested commands has on the
code. The obtained data will be used to provide feedback to the participants,
improve the understanding of development tools usage, and in the development
of recommendation systems in software engineering.
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Abstract. In the last two decades, Agile and Lean approaches have gained wide
acceptance in the software industry. In this realm, Kanban emerged in 2004 with a
strong practitioner-driven support movement and today, Kanban is increasingly
adopted to complement Scrum and other Agile methods. Kanban tends to focus on
fast production, rapid and continual user feedback and interaction.

1 Background

In the last two decades, Agile and Lean approaches have gained wide acceptance in the
software industry. In this realm, Kanban emerged in 2004 with a strong practitioner-
driven support movement [1–3], and today, Kanban is increasingly adopted to comple‐
ment Scrum and other Agile methods. Kanban tends to focus on fast production, rapid
and continual user feedback and interaction.

Used for controlling the logistical chain from a production point of view, Kanban
was developed and applied in the Japanese manufacturing industry in the 1950s [6].
Kanban’s success in the manufacturing industry has convinced software engineers to
adopt this approach, with practitioner-driven support furthering this trend. In 2004,
David Anderson introduced Kanban to a small IT team at Microsoft, aiming to help the
team members visualise their work and put limits on their work in progress (WIP).
Kanban has five underlying principles [4], the so-called Kanban properties [5]: visualise
the workflow, limit work in progress, measure and manage flow, make process policies
explicit and use models to recognise improvement and opportunities.

The motivation behind visualisation and limiting WIP was to identify the
constraints of the process and to focus on a single item at a time. Additionally, instead
of pushing work on to software developers, Kanban promotes a pull approach: when
a team member finishes an existing task, he or she automatically pulls the next item
to begin work. In brief, Kanban aims to provide visibility to the software develop‐
ment process, communicate priorities and highlight bottlenecks [6]. This process
results in a constant flow of releasing work items to customers, as the developers
focus only on a few items at a given time [7]. The proliferation of Kanban in soft‐
ware engineering boomed after the publication of key books. These seminal books
included David Anderson’s Kanban [5], which introduces the concept of Kanban in
systems and software development, and Corey Lada’s Scrumban [8], which discusses
the fusion of Scrum and Kanban. The key motivation for Kanban use involves a focus
on flow and the omission of the obligatory iteration cycles in Scrum.
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2 Empirical Study Plan

Kanban has received considerable attention from software industry. The existing limited
literature explored dynamics of Kanban which is tend to be more concentrating on its
obtained benefits and less on Kanban pitfall [6, 7, 9, 10] in Brownfield project. Whereas,
there is no evidence of Kanban use is reported for Greenfield project. The reason can be
that in software industry Kanban is still in the early adoption phase. A Greenfield project
could be one developing a system for a totally new environment, without legacy systems.
Brownfield development could be one developing and deploying new software feature
or systems in the existing legacy software applications or systems. This study explores
the hidden pitfalls of Kanban in software development projects. The aim is to discover
the reasons behind the Kanban pitfalls and failure. Additionally, to shed light on a
phenomenon by discussing similar experiences among industry experts and find out
what topics are most challenging for software companies. The study finds answers rele‐
vant to following research questions:

RQ1. What are the hidden pitfalls of Kanban in software development projects?
In our research group we have strong collaboration between the authors institute and

Finnish leading software industry. In order for our research to have relevance, we need
to work on problems that have been identified by practitioners. We work with organi‐
sations in the following way: we identify a relevant topic or challenge, conduct case
studies to explore the topic or challenge within its organisational context, and conduct
a literature review to identify suggested solutions. We discuss our findings with the
organisation, engage in a dialogue with them about mitigation strategies and undertake
research into changes made. We then publish our findings as academic papers for the
research community [6, 9, 12].

2.1 Data Collection and Analysis Methods

We will deploy a ‘Kanban pitfall wall’ at XP Conference 2016. The participants can be
a mixture of Agile and Lean practitioners, business representatives and academics
researchers. The Kanban pitfall wall can be positioned with Kanban poster in a visible
place in the conference venue with a stack of pens and small cards. The small cards will
be used for writing individual pitfall as shown in Fig. 1. Participants can fill out the cards
anonymously and attached it to the wall next to the poster for others participants to read.
Similar data collection approach is used in earlier studies [13].

Participants can write one pitfall per card, and could fill in as many cards as they
wished. The pitfall wall will be a trigger point for discussions between participants of
the conference and the interviewees. The discussion central point will be the nature and
context of the identified hidden pitfalls.

After compiling the Kanban pitfalls, separate one to one interviews will be scheduled
with the interested volunteers and “key informants” to discuss it in more detail. The key
informant technique is used to identify experts and assures rich and high quality data
acquisition from them [14]. Interviews could be conducted face to face or remotely via
appropriate communication channel such as Skype.
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We will use a thematic analysis approach for data analysis. It describes and organises
the data set in rich detail and interprets different aspects related to the research topic [11].
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Abstract. Software Quality Assurance is a complex and time-expensive task. In
this study we want to observe how agile developers react to just-in-time metrics
about the code smells they introduce, and how the metrics influence the quality
of the output.

1 Introduction and Aim of the Research

Software Quality Assurance (SQA) is still a complex task that requires effort and exper‐
tise. The reasons for this are manifold, e.g., that quality-related information is difficult
to collect [2, 4] or that investment into quality is often still put aside in favor of other
activities, e.g., adding new functionalities [4]. Thanks to current SQA tools available on
the market, developers are able to increase their awareness on SQA. However, those
tools often require substantial effort to understand the provided results.

In particular code smells, a set of structural characteristics of software that may
indicate a code or design problem that can make software hard to evolve and maintain,
can be easily identified with SQA tools. Developers are often not aware of the code
smells they introduce in their source code; with the result of producing products with a
maintainability that constantly decreases over time, due to the growth of code smells.
For this reason, the identification of code smells is gaining acceptance in industry [1]
but the application to agile processes is still not clear since the effort required to apply
SQA tools and techniques is usually considered too high and not compliant with agile
processes.

The goal of this study is to understand if SQA tools, and in particular SonarQube1,
one of the most common SQA tools, can be effectively applied in agile processes
increasing the developers’ productivity and the number of generated bugs.

Therefore, we formulate our research questions as follows:

• RQ1: Is the continuous application of a SQA tool (SonarQube) applicable to agile
development processes?

• RQ2: Does the continuous application of a SQA tool (SonarQube) help to improve
the developers’ awareness of code smells in agile processes?

1
SonarQube: http://www.sonarqube.org.
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The execution of this study at XP2016 gives us the opportunity to understand if SQA
tools can be effectively applied in agile processes, considering industry practitioners that
would not participate in an industrial context because of effort reasons.

This paper is structured as follows: after the introductory section containing the aim
of our research, we briefly discuss the background and related work in Sect. 2.
Section 3 describes the design of the proposed case study.

2 Background and Related Work

Software Engineering, as every other engineering discipline, develops ways to analyze
the produced artifacts with the intention to learn how to improve the various engineering
methods and to produce outputs of an increasing quality. Approaches like the Experience
Factory [7] recommend to have a dedicated team that studies how to improve quality
and which packages the collected data into reusable knowledge so that the development
teams can reuse it later. In many agile environments, this is not feasible. Developing
approaches tailored for Agile and Lean environments requires understanding the specific
information needs and the period in which the needed information is valuable. Particu‐
larly in Lean, a just-in-time approach to feedback is required: the right information at
the right moment.

Moreover, the complexity of the QA domain makes results hard to interpret within
small companies, since they cannot afford a dedicated team or to pay external consul‐
tancy for QA. From this point of view, a tool like SonarQube helps companies to analyze
the source code with respect to different quality aspects presenting the results in form
of a web page. Unfortunately, SonarQube encourages a “one size fits all” QA model in
which users can analyze their source code with a set of predefined measures. This is an
additional impediment for teams to use SonarQube to apply a customized QA model
within their context, as it requires time and expertise. To apply QA within agile, a tail‐
ored set of metrics has to be used [9, 10].

3 The Case Study

The objective of our case study is to understand if the continuous application of Sonar‐
Qube, tailored to an agile development process (as suggested in [9]), helps to reduce the
number of injected code smells without influence the developers’ productivity and if it
helps developers to learn how to avoid code smells in the future.

According to our expectation, we formulate the goal of the study as follows:

analyze the continuous application SonarQube
for the purpose of evaluating and comparing
with respect to applicability and the code smells awareness
from the point of view of the developers
in the context of agile software development.
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3.1 Data Collection Methods

The case study targets developers with at least three years of development experience.
We aim at collecting data from developers alongside existing programming exercises
in existing workshops, during the XP2016 conference.

The data will be collected in two steps: (1) during the development process (2) at
the end of the development process.

Before the beginning of a coding session, we will provide the access to our tail‐
ored SonarQube platform. Our researchers will configure the platform for the
projects to be developed, to avoid adding any extra task to the participants. More‐
over, for those who accept to track their development activities, we will also install
a tool we developed [8] that simply logs the current application on focus. Using this
tool, we track the time spent by the developer per application and the time spent
reading our reports. We will ask to manually track the time needed to check the
report to those who prefer to not install our tool.

During the development, we will ask participants to commit the source code related
to the development of a specific user story, reporting the user-story-id number. After the
commit, the platform will present a short report with the list of code smells introduced
in the current commit and the list of all previously introduced code smells. For usability
reasons, we will also provide a printed version of the report to the developers who prefer
to not switch to SonarQube to see the reports. Developers will be free to decide if the
code smells should be removed or not.

To understand what participants think about our approach, we will distribute a ques‐
tionnaire at the end of the development process. To answer this question, we will collect
the time overhead needed to read and understand the results provided by the tools and
the opinions of the participants by means of the Technology Acceptance Model [5],
collecting the metrics listed below.

All statements will be evaluated based on a 5-point ordinal Likert scale with the
following options: 1 (strongly disagree), 2 (disagree), 3 (neither agree nor disagree), 4
(agree), 5 (strongly agree).

Perceived usefulness: measures the degree to which the participant considers the
approach useful.

• “I learned which kind of code smells I usually introduce in the source code.”
• “The report pointed out code smells I was not aware of.”
• “The identified code smells do not make sense.”
• “The effort required to analyze the report is too high compared to the provided

benefits.”

Perceived understandability: measures the effort needed by the subject to understand
the approach built or whether the participants will need to exert little effort to understand
the relationship with the system concepts.

• “It was easy for me to understand how the approach works.”

Perceived easiness: measures the degree to which the subject believes that he or she
was able to make project decisions easier than without the approach.
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• “It was easy for me to decide to remove the code smell or not, based on the infor‐
mation provided by the tool.”

• “It was easy for me to identify the code smell.”
• “After using the tool I was able to remember previous code smells and how to not

introduce them anymore.”

Self-efficacy by applying the technique.

• “The approach helped me to increase my productivity reducing refactoring time.”

3.2 Data Analysis
For our fist research question (RQ1), we will analyze separately the results for the
participants who will install our window tracking tool to calculate the time spent on each
window with those who will report the time by manually. Then after statistical tests to
check data normality, we will analyze the code smells trend in each commit, to under‐
stand the percentage of time spent on the report and on developing.

Q2 will be analyzed first performing a descriptive analysis of the collected data and
then with a One-Sample Wilcoxon Signed-Rank test for comparing the obtained
medians to the hypothesized median (α = 3). Moreover, to make sure that the statements
on the given scale will measure the same underlying assumption, we will perform a
reliability test by calculating the Cronbach’s α reliability measure.
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Abstract. The integration of user-centred design and Agile devel-
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promising. However, it may also present some critical points, or com-
munication breakdowns, which manifest in working practices. A solution
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1 Motivation

This research proposal aims at addressing the growing interest in the integration
of Agile methodologies with user-centred design (UCD), with the goal of achiev-
ing a more holistic software engineering approach [14]. In fact, available literature
gathers a rich collection of experience reports highlighting several points in com-
mon between the two, but also several calls for a more systematic convergence
of them.

On the one hand, in fact, Agile methodologies do not explicitly address usabil-
ity or user experience (UX) aspects in their understanding of the development
process, although valuing customer satisfaction [17]. Yet, a carefully designed UX
can provide an advantage over competing products [9], giving “positive effects on
both system success and user satisfaction” [10]. On the other hand, UCD does
not explicitly address how implementation should be performed, despite needing
to ensure that no “design drift” [14] occurs. Agile methodologies, popularised by
their intrinsic embracing of change and constant involvement of the customer in
the process [7], appear as a suitable match to this.
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2 Related Work

User-centred design (UCD) is an umbrella term used to denote a set of tech-
niques, methods, procedures that places the user at the centre of an iterative
design process [13]. Since the benefits of involving users in systems design are
widely acknowledged [1,10], several attempts at integrating UCD with Agile
have emerged in recent years [9,14], leveraging on the large common ground
that the two approaches seem to share. However, literature also highlights some
divergences between them, or communication breakdowns [3], i.e. examples of
disruptions due to the sudden ineffectiveness of existing working practices:

– in UCD, user involvement can range from informative, to consultative, to
participative [8]; in Agile, the emphasis is put on the customer instead, who
acts as a representative of users, but whose meaningfulness in this sense is
often questioned (e.g. [17]);

– the role of documentation may be interpreted differently: Agile methodologies
encourage mostly face-to-face communication [2], while UCD also relies on
artefacts to record design rationales [15];

– there are different opinions about whether UCD and Agile should proceed in
parallel (e.g. [18]) or should be merged into the same process (e.g. [11]), and
to the amount of design to be performed before implementation [11].

3 Methodology

The research process has combined theoretical grounding and action research,
performed in two main field studies. The first field study concerned a social
innovation R&D project where UCD and Agile were both adopted and where
the author served as interaction designer. This context provided several insights
about critical aspects, or communication breakdowns [3], that may hamper the
integration of the two approaches [4]; a subsequent literature review confirmed
that such breakdowns had already emerged previously, but had not been sys-
tematised yet. The second field study, performed in a software and interaction
design company, allowed to further reinforce and extend the framework defined
by identified breakdowns, turning these into focal points for driving decision in
companies, facilitating communication between designers and developers, and
supporting the management in the construction of a favourable context for a
fruitful integration of UCD and Agile [5].

During both studies, data were collected from a number of sources, in par-
ticular through interview studies, ethnographically-inspired personal observa-
tions [12], and investigation of artefacts used to support working practices. These
qualitative data were then thematically analysed [16] and resulting findings were
supplemented with a more top-down stream of research, i.e. a literature review.

4 Results

The two case studies described above have led to the identification and validation
of a framework constituted by the following four communication breakdowns [4,5].
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User involvement. Its perception may vary both between designers and devel-
opers, and between the company and the customer: in any case, involved parties
should explicitly share the same understanding of its extent.

Documentation. In co-located teams, besides tracing history and design ratio-
nales, documentation can help balance the power relationship with the customer,
shielding the company from unsustainable changes in requirements.

Synchronisation. If the team is not co-located, or has to incorporate a large
amount of feedback, balancing the paces of design and development can be tricky,
as it is not always possible or sufficient to rely on face-to-face communication.

Task ownership. While it is advisable that the whole team shares a common
language, the responsibility over design tasks should be clear and endorsed by
the management, in order to fully support the added value that UCD can provide
to the product.

5 Future Agenda

A third field study is under way in an IT company with no UX expert, but need-
ing to design and develop a software interface in a few months. Weekly workshops
are being run drawing inspiration from design thinking [6]; the development team
is exposed to tools deriving from both UCD and Agile (e.g. personas, use-case
diagrams, backlogs) in order to sharpen their understanding of the intended user
and subsequently of the functionalities to offer, while keeping in mind the issues
represented by identified communication breakdowns. The goal is to assist the
working process of the team to assess whether and how their understanding of
the user evolves and whether the introduction of mentioned tools may have an
observable impact on the quality of the resulting interface.

6 Publication Plan

Envisioned venues for future publications span between the human-computer
interaction and the software engineering communities; given the industry-
oriented nature of present work, particular interest is paid to conferences bring-
ing together researchers and practitioners. Targeted venues include HCSE 2016
(International Working Conference on Human-Centred Software Engineering),
XP 2017, CSCW 2017 (Conference on Computer-Supported Cooperative Work
and Social Computing) and its European homologous ECSCW 2017. Thesis
defense is foreseen for summer 2017.
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Abstract. Empirical studies covering Agility at the organisational scale
are few in number. Organisations seeking clarity about the efficacy of
any approach to business Agility must turn to the commercial literature
for information and guidance. As a whole, research into Agile Software
Development suffers from a lack of rigour and theoretical grounding, a
problem also evident in Information Systems research in general. These
issues have led to recent calls for a clear research agenda for scaling
Agility and for the quality of contributions to be addressed. Diffusions
research has a long history in a wide range of domains and provides a
clear theoretical framework for this qualitative PhD study.
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1 Statement of the Research Problem

Over the last few years, Australian organisations have become increasingly inter-
ested in the concept of business Agility, which appears to offer a way forward
in an increasingly disrupted and digital world [1]. However, those embarking on
this path have found that the process of becoming an Agile organisation is not
straightforward. Large scale organisational transformation is complex, expensive
and inherently risky with few successful examples. Organisational governance
teams find that accessing high quality, independent advice is a significant chal-
lenge. This contrasts with the extensive body of academic literature and prac-
tical experience through which we understand Agility from the software team
perspective.

In order to progress understanding and support further research into Agility
and organisational transformations, this PhD study will seek to answer the
following overarching question:
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How should a given organisation evaluate the applicability of existing and
emergent approaches to implementing or scaling Agile, based on their goals
for such an implementation and the environment in which the organisation is
operating?

2 Motivation, Contribution and Originality
of the Proposed Study

Recently a lack of theoretical underpinnings for Agile research has been high-
lighted by researchers as a cause for concern [2,3]. Criticisms include; a lack
of empirical support for claims about the efficacy of Agile methods; no unified
framework to guide the various streams of research; and a lack of methodological
and theoretical rigour [4]. Addressing these concerns results in the selection of
Diffusion of Innovations (DOI) [5] as a suitable theoretical framework to guide
the research.

DOI theory [5] has a strong theoretical basis and has been widely used to
explain the diffusion process across a broad range of domains and disciplines
[6]. Within these traditions, studies have investigated different aspects of the
diffusion process, including the consequences of innovations, this final aspect
contributing less than 1 % of diffusion studies and will be key vehicle through
which the results will be framed [5].

As an applied discipline, Information Systems research should result in find-
ings that have both a theoretical and a practical application [7]. This latter
requirement will be addressed by the development of a taxonomy allowing organ-
isations to position themselves according to their organisational characteristics.
The theoretical contribution of the study will arise from the application of (DOI)
[5] to an emergent area, business Agility. This will serve the dual purpose of test-
ing the applicability of the theory to the domain and at the same time offers a
repeatable, verifiable model through which to support further research, develop-
ment of the existing theory, or the generation of new theory [8].

3 Brief Literature Review

Since 2001 much of the early focus and research into Agility has been tightly
focused on the practices and processes of Agile software development teams.
A number of researchers have synthesised and thematically categorised this
extensive body of work [2,9–11]. These meta-analyses suggest that the exist-
ing body of work is focussed on a subset of practice based topics.

Whilst software Agility focusses on the practices contributing to software
and product development, business Agility is a broader concept. In this regard
Agile practices are often combined with the ideas behind Lean thinking [12]
which share a close philosophical alignment. A number of high profile digital
organisations have successfully demonstrated Agility as a whole of business app-
roach [13]. One of the best know of these is Spotify though its own particular
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model of scaled Agility, generally known as the Spotify Model [14]. Organisa-
tions that have attempted to transform to an Agile business model have found
the landscape replete with complex challenges [15]. A relatively small number of
case studies documenting the experiences of such organisations demonstrate this
[16,17]. A more recent development of interest to the business community are a
number of frameworks which claim to address some of these issues and provide
a transformation pathway to business Agility [18–21].

4 Description of Proposed Research Methodology

A two-part adaptive case study design is proposed; part one will focus on the
development of a narrative description of the organisational characteristics and
innovation diffusion process for each case. Multiple sources of evidence will be
used to generate thick descriptions of each case. Part two of the study will
examine of the consequences of the diffusion approach chosen by an organisation.
For each case, this will be guided by the factors identified in part one of the study
and will focus on: positive and negative outcomes, the role of change agents and
the extent to which an organisations social structure and socioeconomic gaps
have been impacted.

5 Results Achieved so Far (if Any)

Ethics approval for the study has been granted and initial data collection is
currently underway.

6 Plans for Publication of the Proposed Study
or Set of Studies

The study will be published as a PhD thesis.

7 Future Agenda

As both a researcher and a practitioner in this field it is hoped that further pub-
lication of the outcomes of this study will lead to the development of considered
approaches towards organisational transformation. The study may also provide
a sound basis for ongoing research into specific aspects of business Agility.
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Abstract. Unlike traditional software development approaches, Agile
embraces change. The resulting dynamism of requirements makes it chal-
lenging to estimate effort accurately. Current practice relies on expert-
judgment that can be biased, labor intensive and inaccurate. Therefore,
a systematic yet lightweight effort estimation methodology is needed to
support expert judgment and improve its effectiveness. Such an approach
will utilize the quantification of the impact of a requirement on software
artifacts potentially affected by it. It will further introduce an explicit
consideration of effort drivers that contribute to effort overhead. The aim
is to synthesize research from three often orthogonal areas of research: (1)
change impact analysis, (2) effort estimation (model and expert driven)
and (3) software visualization. Hence, resulting in a hybrid methodology
with tool support that incorporates expert knowledge, change impact
analysis and enables an explicit consideration of cost drivers by experts
to improve the effectiveness of effort estimation process.

Keywords: Effort estimation · Hybrid · Expert judgment · Agile

1 Research Problem

Effort estimation in Agile relies on expert judgment, which is labor intensive, can
be biased and inaccurate. Moreover it does not consider the data e.g. quantifi-
cation of the impact of a change on the existing artifacts, as well as an explicit
consideration of effort drivers contributing to effort overhead that affects the
accuracy of estimates.

2 Motivation

In software development, the requirements typically cannot be completely spec-
ified upfront and are developed as the project progresses. Therefore, the effort
estimates need to be adjusted for every sprint in order to deliver project incre-
ment in time-boxed release. In such an environment, systematic effort estimation
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is challenging. While estimating the size of the change, its impact on other arti-
facts and context specific effort drivers need to be considered.

Currently, effort estimation in this context relies heavily on human judgment.
A cross-functional team of experts estimate by consensus how much effort a
certain change will entail. This approach is not only labor intensive but also
has limited prediction accuracy due to the use of limited information (subjective
judgment) and human judgment bias (individual and group effects).

Moreover, it does not objectively consider the potential impact of a change
on existing software artifacts which makes effort estimates obtained, less reli-
able. In Agile development, the strict distinctions between various phases of
software development are blurred. With cross functional teams and a shared
responsibility for the product instead of individual artifacts, software develop-
ment also includes e.g. testing and user-documentation beyond just writing the
source code. Thus, an effort estimate has to consider the impact of a change
on various software artifacts e.g. regression testing at unit and functional level
is now often considered part of development teams responsibility as part of a
sprint.

Therefore, an improvement potential exists with respect to systematic effort
estimation in this environment and marks the contribution to the body of
knowledge.

This thesis proposes combining expert knowledge with quantitative data i.e.
quantification of the volume/size of change, and its impact on other artifacts.
Moreover, the explicit consideration of the most relevant effort drivers that con-
tributes to the effort overhead. This data and expert knowledge will constitute
towards an effort model that will support the experts in making more accu-
rate estimates. Furthermore, the organizational estimation knowledge including
effort model will be stored for future reuse. This will help in mitigating the risk
of estimation performance drop due to staff turnover as well as reducing the
effort of expert involvement each time estimates are required.

3 Related Work

Three main related areas are briefly discussed below:

3.1 Effort Estimation Methods

In traditional software development, numerous effort estimation methods have
been proposed in research. These may be classified as [1]: Data-driven (model-
based, memory-based and composite) methods, (e.g. COCOMO I, Case-based
reasoning and COCOMO II). Expert-based methods like Wideband Delphi,
Planning Game, Analytic Hierarchy Process. Hybrid methods like Expert-
COCOMO, Bayesian Belief Nets, and CoBRA R© [2].

Each of these methods claims to have addressed a problem in effort estima-
tion, however very few of them actually demonstrated the claims in industrial
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setting. Also very few individual studies are found that address the effort esti-
mation specifically in the Agile context. Expert-based methods are found to be
the most used estimation method in Agile context but their estimation accu-
racy is hampered by inconsistencies and wishful thinking al. [3]. However, due
to the lack of evidence that model-based methods like COCOMO produce more
accurate estimates than expert judgment, the use of the former approach is
widespread [5]. None of the existing estimation methods (in traditional or Agile
development) so far have considered the quantification of the impact that a
change has on existing software artifacts. Further, explicit consideration of the
most relevant effort drivers is also not addressed in Expert-based methods. In
Data-driven methods, to collect and analyze these effort drivers a huge amount
of data and cost are required. The Hybrid methods, these effort drivers though
are considered, but need to be adapted to Agile context.

3.2 Techniques for Change Impact Analysis

A secondary study on change impact analysis [6] has identified 23 techniques
which are broadly based on dependency and traceability analysis. In the context
of this thesis, these techniques will be analyzed for their support in estimating
the impact of a change.

3.3 Tools for Visualizing Change Impact

To support experts in judging the impact of change, visualizations will be used.
For example, to show which software components will be effected by an added
functionality heat-maps can be created. Several of the techniques identified by
Bixinli et al. [6] have tool support which will be considered in this research.

4 Research Methodology

The aim of this thesis is to develop a data driven, light-weight hybrid effort
methodology supported with a prototype tool adapted to the Agile context.

In this regard, we need to understand and answer the following questions:

1. For what purpose do practitioners perform effort estimation (project bidding,
resource allocation, sprint planning, release planning etc.)?

2. For the various uses identified for effort estimation, what are the required and
current levels of estimate accuracy?

3. How is effort estimation currently performed (which methods, data and tools
are currently used)?

4. What support do practitioners need in their effort estimation tasks?
5. Which existing approaches for effort estimation are appropriate for an Agile

context?
6. How can existing approaches be adapted for the Agile context (e.g. identifying

a minimal set of effort drivers, identifying appropriate change impact analysis
methods, necessary tool support)?
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A literature review will be used to formulate and design further studies to
explore questions 1–4. A web-based survey will be used to generate a broader
understanding for the questions 1–3. While an exploratory case-study will be
done to explore in-depth the concerns in questions 1–4. A secondary study will
be conducted to answer question 5. Question 6 will be answered by utilizing the
findings from answering the other questions and existing secondary studies on
the related topics. Answering question will help to achieve the overall aim of the
thesis.

This thesis work is being conducted in close collaboration with an industrial
partner and the resulting solution will be evaluated in their company.

5 Results Achieved so Far

– An exploratory case study was conducted in a large software company to
investigate and understand their effort estimation process. The study revealed
the purpose of doing estimation, estimation techniques used and effort drivers
that affect effort estimation accuracy. It further emphasized the need of tool
support for experts when making estimates.

– Results of existing secondary studies on effort estimation in Agile development
have been aggregated and will be used to design a web-based survey.

6 Publication Plan

The plan is to publish the results obtained from the exploratory case study con-
ducted in a large software company. Moreover, the overall methodology including
all the aspects i.e. change impact analysis, effort drivers and the underlying effort
model. Finally the evaluation of the resulting methodology and supporting tool
in an industrial setting are also planned to be published.

7 Future Agenda

Firstly designing and execution of an industrial survey to investigate the effort
estimation practice. Secondly, existing secondary studies on effort estimation
in traditional development have been identified. They will be analyzed with
respect to their strengths and limitations, adaptability and extendibility to Agile
context. Thirdly, the identification of variables to be used in estimation model
for generating estimates with error and identification of requirements regard-
ing quantification of impact of change. Fourthly, secondary studies on change
impact analysis have been identified. These tools and techniques identified in
these will be investigated for the purpose of change impact quantification. Lastly,
the identification of requirements for tool support and the evaluation of both the
resulting methodology and tool in an industrial setting.
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Abstract. Agile methods are increasingly being applied to large scale and
distributed software development. While there is much evidence to support the
efficiency of agile practices in small co-located team, less is known about the
applicability of these practices to large scale projects. This paper gives an outline
of planned research on the scaling of retrospectives. By using retrospectives as
an empirical lens I will try to gain insight into the limitations and benefits of agile
practices in large scale and distributed development.
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1 Introduction

Agile methods were originally seen as best suited for small co-located teams with easy
access to users and business experts, developing non-life-critical systems [1]. However,
the good results achieved in small, co-located teams has led organizations to apply agile
practices and principles to large scale and distributed software projects. Several papers
and surveys show that both practitioners and researchers recognize a need for further
knowledge about scaling of agile practices – a need that is further emphasized by the
apparent gap in research revealed by a preliminary literature review.

This paper gives an outline of planned research on the scaling of retrospectives. By
using retrospectives as an empirical lens, I hope to contribute to a better understanding
of how agile practices scale in distributed and large projects.

The next section contains a short overview of some of the literature in the field, tying
it to the research proposed in this paper. I will then go on to present the research problem,
research methods and future agenda.

2 Background

Early research on agile methods focused mainly on implementation and adaption of agile
practices in small, co-located teams [2]. As the use of agile methods became more
popular, and the number and quality of studies increased [3], the research scope grad‐
ually expanded to include use of agile in new contexts. Two such contexts are agile in
distributed teams, and agile in large scale projects.
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2.1 Distributed Agile Development

In most multi-team project settings distribution will be an inevitable side effect. While
team members often are co-located, the different teams tend to be distributed across
multiple buildings or even countries. When looking at large scale agile, it will therefore
be relevant to look at how practices scale across distances, as well as across teams.

Several papers have been written about distributed agile. Among the topics treated
are pair programming in globally distributed projects [4], whether distributed develop‐
ment can be agile [5], and inter team coordination in large scale Scrum [6, 7]. Little
seems to have been written about scaling of retrospectives across distributed teams.

2.2 Large Scale Development

At the XP2010 conference, Freudenberg and Sharp [8] compiled a list of “top ten burning
questions” based on feedback from practitioners. Agile and large projects were on top
of the list. Dingsøyr and Moe [9] summarize the large scale agile research challenges
that were discussed at the International Conference on Agile Software Development
(XP2013). Among the 8 topics listed, two of them concern scaling of practices: “Which
agile practices scale and which do not? Why and when do agile practices scale?” and
“How can agile practices be adopted efficiently in large projects?”. Following the
taxonomy given by Dingsøyr et al. [10], project size is determined by the number of
team. A project is considered large if it has 2–9 teams.

The literature review revealed several papers on large scale agile [7, 11, 12], but
none discussing the scalability of retrospectives.

2.3 Retrospective Practices

The secret to more successful project management is learning from the past [13]. Dybå
et al. also emphasis the importance of reflection and learning in the IEEE special issue
on reflective practices [14]. Retrospectives are one way of achieving such reflection and
learning.

The term “retrospective” was first used by Kerth [15], but was soon adopted by the
agile community. Being a key practice within agile methods, the retrospective has been
given much attention by both practitioners and researchers. Several books offer practical
advice on planning and running retrospectives [16, 17]. There has also been done
research on specific retrospective techniques [18] and how retrospectives contribute to
the software improvement processes in agile development [19]. Little research has been
dedicated to retrospectives in large scale and distributed projects.

The interest of practitioners and researchers in scaling of agile practices, and the lack
of research on retrospectives in large scale projects makes the research questions
presented in the next chapter highly relevant.
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3 Research Problem

The (main) goal of the research is to contribute to a better understanding of how agile
practices can give value in large scale software development.

To reach an answer, I will look into the following underlying research questions in
detail:

Research question 1: How can retrospectives be adapted to suite large scale and
distributed projects?

Research question 2: How does the retrospective practice contribute to process
improvement and sharing of knowledge across teams?

4 Research Methodology

The research will be done using interpretive case studies, divided into 3 phases:

Qualitative survey: To indicate relevance of the above research questions, I will start
by performing interviews with 5–6 key informants. These informants will be chosen
among project managers and Scrum masters in large scale, distributed projects in public
and/or private sector in Norway.

Exploratory interpretative case studies: Initially, 2 cases will be chosen; one normal
and one critical case. Data will be gathered through observation and interviews of
projects members from different organizational levels.

Descriptive interpretative case studies: Not yet specified.

5 Dissertation and Publication

• Two workshop article synthesising the findings from literature review
• Two conference article on the preliminary findings from the case studies
• One journal article at the end of the study reporting on the full case studies

6 Future Agenda

Future work will be to select a theoretical foundation, conduct field studies and analyse
and communicate the results.

Open Access. This chapter is distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, duplication, adaptation, distribution and reproduction in
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source, a link is provided to the Creative Commons license and any changes made are indicated.
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Abstract. This proposal is design to address the proposed research work on agile
software development and architecture co-existence. The objective of this
research is to answer how architecting activities emerge and evolve with agile
software development in industry. The architecting activities are architectural
analysis (AA), architectural synthesis (AS), architectural evaluation (AE), archi‐
tectural implementation (AI), architectural maintenance and evolution (AME),
architectural recovery (AR), architectural description (ADp), architectural under‐
standing (AU), architectural impact analysis (AIA), architectural reuse (ARu) and
architectural refactoring (ARf). This research objective could achieve by using
multiple research methods. We are planning to use comprehensively report the
pure ‘state- of- practice’ for architecting activities in ASD from industry and
practitioners point of views. Therefore, we decided to use the case studies, survey
and semi structure interview as research methods. The result of this research work
can provide the baseline information for architecture evolution frameworks for
agile software development, challenges and solutions in ASD for SA activities,
expected evolvable dimensions of the software system, methods that may help
for minimizing the architectural and agile co-existence issues and architectural
technical debt in agile software development.

Keywords: Software architecture · Agile development · Architecting approach

1 Introduction

Agile methods widely accepted by the software organization in reaction of heavyweight
software development processes. Agile software development(ASD) respond to the
changes, people collaboration and working software instead of emphasizing on bureau‐
cratic and upfront planning [1]. Many classical software development activities can align
with agile software development such as requirements, architecting, coding, testing and
deployment. However, researcher have doubt that practitioners do not pay the sufficient
attention to architectural activities in agile software development [2, 3]. Software archi‐
tecture and agile related research reports two extreme views [4]: First, upfront design
and SA evaluation are highly time and effort consuming activities therefore you don’t
need to go with architecture centric activities, refactoring would help to resolve most of
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structural problems [2, 5]. Second, the proponent of SA is sure that the sound architec‐
tural practices (SA analysis, design, description or documentation) cannot be followed
completely in agile software development, which may effects on the project quality.
Naturally, a question arises then what happen with architecture in agile software devel‐
opment?

In recent years, a good number of studies have investigated the architectural related
challenges and solutions in agile software development [5–9]. These studies focus on
different perspective of software architecture for example a study of Boehm identify the
organizational and technical challenges that involved in integrating the traditional and
agile software development process [8, 10]. Acuna et al. reports agile methods do not
pay sufficient attention to the architecture centric activities as compares to traditional
process so that’s we could not found the significant guidance on SA activities in agile
context [11]. MA Baber identifies the architecture related challenges and issues which
agile teams could face. It has been observe that, architects should have the sound skills
and knowledge about implementation domain [12]. Boehm argues for hybrid approach
for agile architecting and development. According to him, combine the necessary char‐
acteristics from agile and plan driven development for projects implementation.

The aim of this research is to empirically investigate: how software architecture and
agile used in combination and how architecture emerge and evolve in agile software
development.

2 Problem Statement and Motivation

Software evolution may analyze through different ways; for example releases histories,
source code analysis and architecture analysis. This proposes research plan focus on
architecting activities evolution and emergence in agile software development. First,
software architecture provides the base to software system [13]. Second, the architecture
of software system presents the high level structure and behaviors of the system which
are expected to evolve with passage of time [14] and provide bases for evolution [15].
Thirdly, it is supposed to be agile and software architecture is proponent to each other.
For example, if teams spend too much time on software architecture it may possible
working software may delay. If teams pay little time to SA then the team may face high
risk of system failure (how much upfront). Fourth, SA and agile combination received
the significant consideration in recent years for research but there are very less number
of studies that consider the architecting activities emerge and evolve [16]. Therefore,
we decided to come up with following problem statement.

Problem statement: “How does architecting activities emerge and evolve in agile soft‐
ware development?”

Software architecture consists of numbers of activities that explain the process and stages
of software architecture. We have select following activities from systematic mapping
study [16] and formulated in a questions for our proposed research.
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RQ 1: How does an architectural significant requirement are identified and maintain
in agile software development?

RQ 2: How does architectural solutions are be provided for ASRs in agile software
development?

RQ 3: How does scenario base architectural evaluation (AE) is conducted in agile
software development?

RQ 4: How much detailed design is enough in agile software development?
RQ5: How does architecture emerge and evolve in agile software development?
RQ6: How does architecture maintain in agile software development?
RQ7: What are the possible benefits of architectural recovery (AR) in agile software

development in term of quality time and cost?
RQ8: What are most useful architectural views are being used in agile software

development and why?
RQ9: How does Architectural Understanding (AU) is used to comprehend the archi‐

tectural elements (e.g. architectural decisions) and their relationships in an
architecture design for agile software development?

RQ10: Does Architectural Impact Analysis (AIA) really have worth in agile software
development?

RQ11: How does existing architectural reusable components such as architecture
frameworks, decisions, and patterns are used in agile software development

RQ12: How does Architectural Refactoring (ARf) is happen in agile software devel‐
opment?

3 Description of Proposed Research Methodologies

Architecture is very much depended on architect and teams so we need to investi‐
gate the people and there interactions over the process (architecting in agile). We are
covering major architecting activities in agile software development that may iden‐
tify by using different research method. So we have decided to use qualitative and
quantitative research (where required) method for evaluating our research ques‐
tions. We will design the case studies, survey and semi structure interview for
exploring the practitioners experience about architecture evolution in agile software
development. We may also use the experiments for particular architecting activities
such as in architecture evaluation.

3.1 Survey

Considering the objectives of our research and available resources, we could go with
survey research method to understand the architectural and agile practices from archi‐
tecting activities perspective. A survey research method is considered suitable for
gathering self-reported quantitative and qualitative data from a large number of
respondents [17]. Our survey design will be a cross-sectional. Survey research can use
one or a combination of several data gathering techniques such as interviews, self-
administered questionnaires and others [18]. Our possible method will be
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questionnaire as a data collection instrument because we want to obtain the informa‐
tion from a relatively large number of practitioners, many of whom we would not be
able to contact personally. Our proposed survey may consist on following activities.

• Instrument construction and evaluation
• Instrument deployment
• Target population identification
• Instrument deployment
• Sampling techniques selection and invitation mechanism
• Data validation and data analysis

3.2 Case Studies

Our proposed research questions may answer through ‘Multiple Embedded Case
studies’ from industry and practitioner. Following are the generic outline that may follow
for achieving our research goal(s).

• Devising unit of analysis
• Deciding case selection criteria
• Data collection technique and process
• Setting up population
• External validity
• Reporting study limitation
• Scheduling and
• Reporting

We are interested to apply both Primary and secondary data collection techniques on
collected data. Our data may consist of on field notes, audio recordings of meetings and
discussions, photographs and copies of artifacts. We will apply the triangulation
approach to incorporate multiple vantage points. We can achieve this diversity by using
different data sources and types, and by engaging multiple observers. Additionally, we
are interested to discuss our findings with the respective teams for initial verification.

3.3 Semi Structure Interviews

Architecture is very much depended on architect and teams so we need to investigate
the people and there interactions over the process (architecting in agile). Semi structure
interview is good technique when depth is required for particular phenomena. Interview
question will be design before taking the interview from participant(s). It would not be
not necessarily to ask questions in same order as they are listed. So we would ask the
questions according to situation. Further, semi structure interview allow ‘improvisation
and exploration’ in study subject. During the interview session, we will record the
participant response in audio/video format and we will take the notes where things need
to write. Our focus would be, how individuals/team qualitatively and quantitatively
experience about architecting activities.
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Our potential participant would be experienced architect, senior developer, team
leads and those who have significant development experiences in agile way.

4 Data Analysis Method

Data analysis methods are different for qualitative and quantitative data. Our collected
data may consist of large amount of qualitative data, so we are decided to analyze this
data through constant comparison method that originally presented by Glaser and
Strauss [19], it has been practically explained by the some other [20]. We will use the
guide lines that has been presented in [20] for constant comparison method. Steps
involved for our data analysis are

• Preformed coding field notes periodically
• Grouping into patterns according to code
• Writing of field notes

For quantitative data, analysis may include descriptive statistic (mean values, standard
deviations, histograms, scatter plots etc.), correlation analysis, development of predic‐
tive models, and hypothesis testing [21].

5 Future Agenda

This research study could provide information on the issues of agile architecture co-
existence including how architectural analysis and description change over the time?
Further, this study would also be exploring architectural models evolution on different
level, particularly on system level. This could be beneficial for analyzing traceability
between changing requirements, features and architectural model to improve the evolu‐
tion process. Furthermore, this study would also be analyzed the architectural and design
pattern evolution, this would expectedly heighten the awareness about different kind of
design and architectural practices and there possible threats in agile software develop‐
ment. To the future researchers, The result of this research can provide the baseline
information for architecting activities frameworks for agile software development,
expected evolvable dimensions of the software system, methods that may help for mini‐
mizing the architectural and agile co-existence issues and architectural technical debt in
agile software development.

Open Access. This chapter is distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 International License (http://creativecommons.org/licenses/by-nc/4.0/),
which permits any noncommercial use, duplication, adaptation, distribution and reproduction in
any medium or format, as long as you give appropriate credit to the original author(s) and the
source, a link is provided to the Creative Commons license and any changes made are indicated.

The images or other third party material in this chapter are included in the work’s Creative
Commons license, unless indicated otherwise in the credit line; if such material is not included in
the work’s Creative Commons license and the respective action is not permitted by statutory
regulation, users will need to obtain permission from the license holder to duplicate, adapt or
reproduce the material.
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